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Abstract

This paper proposes an explanation for observed differences in the business cycle
volatility of employment and unemployment across a sample of OECD countries. Using
an incomplete markets variant of the fair wage real business cycle model, increases in
the gross replacement rate of public unemployment insurance are shown to increase the
volatility of employment, and decrease the volatility of real wages, ceteris paribus. For
a sample of 14 OECD countries over the period 1985-2005, the gross replacement rate
is found to be positively correlated with the business cycle volatility of hours worked,
lending support to the argument. A secondary contribution, which may be of some
use in the incomplete markets literature, is the simple manner in which unemployment
is endogenised in the model.
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1 Introduction

This paper proposes an explanation for observed differences in the business cycle volatility of
employment and unemployment across a sample of OECD countries, based on an incomplete
markets variant of the fair wage real business cycle model. There are two justifications for
a study of this sort. First, the volatility of the employment and unemployment rates are
intrinsically interesting - unemployment remains a significant problem across the OECD,
and results in significant welfare losses for those affected by it (see, for instance, Di Tella et
al 2001). Volatility in the employment and unemployment rates over the business cycle will,
in all likelihood, lead to greater uncertainty in regards to individual unemployment histories,
which may be expected to aggravate associated welfare losses. Second, whilst an extensive
literature on this topic in the context of search and matching models has emerged over
the past decade, there is little consensus on the determinants of labour market volatility,
or their empirical relevance. This paper adds to the literature from a different viewpoint,
using the fair wage theory of Solow (1979), Akerlof (1982), Danthine and Donaldson (1990),
and Collard and de la Croix (2000).

The model presented here predicts that employment and unemployment business cycle
volatility should increase with the gross replacement rate of public unemployment insurance.
Usually, in a model in which employment is adjusted along the extensive margin, some sort
of perfect insurance assumption must be made to avoid individual unemployment histories
affecting individual consumption and savings decisions. In the fair wage literature, this is
usually achieved by some sort of “large family” assumption, or efficient unemployment in-
surance markets (see below). In this case, however, there is no role for public unemployment
insurance, and as a result it is usually not an object of study. Given that the purpose of the
present study is to analyse the relationship between public unemployment insurance and
labour market outcomes, the “large family” or private insurance assumptions must be aban-
doned, and individual unemployment histories will affect savings decisions. For this reason,
the present model is an incomplete markets model along the lines of Krusell and Smith
(1998), and the entire distribution of wealth must be computed using numerical methods.
Whilst the distribution of wealth is not of direct interest here, and approximate aggrega-
tion appears to hold in the sense of Krusell and Smith (1998), the simplicity with which
unemployment is endogenised via the fair wage labour market may be of some interest to
incomplete markets real business cycle theorists.

Section 2 provides an overview of the fair wage real business cycle literature, particularly
Collard and de la Croix (2000) and the subsequent literature that this paper inspired. The
incomplete markets literature following Krusell and Smith (1998) is not considered, but the
reader is referred to Heathcote et al (2009) for an extensive literature review, and the Jour-
nal of Economic Dynamics & Control special edition on solution methods for an overview
of the computational issues raised by this class of model1. Section 3 describes the model,
which is essentially a marriage of Collard and de la Croix (2000) and Krusell and Smith
(1998), with the addition of public unemployment insurance. The computational procedure
is also described in this section, which closely follows the Euler equation approach of Maliar
et al (2010). The main results of the study are presented in section 4. First, approximate
aggregation holds to a high degree, and labour market moments accord well with both the
representative agent efficiency wage model and OECD data. The chief result is a prediction
that the absolute standard deviation of employment, the relative standard deviation of em-

1Volume 34 Issue 1; see Den Haan et al (2010).
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ployment to output, and the correlation of employment and output should all increase with
the generosity of public unemployment insurance, measured by the gross replacement rate
of benefits relative to wages. The mechanism behind this result is straightforward. In short,
worker effort depends positively on both real wage growth and unemployment (via a wage
norm in which the benefit income of the unemployed enters alongside the unemployment
rate). Real wage rigidity, resulting from the dependence of effort on wage growth, means
that fluctuations in labour costs have to be partially accounted for by fluctuations in em-
ployment. In effect, any change in wages serves to drive effort away from its optimal level;
as a result, the unemployment rate must change to compensate. Unemployment insurance,
in turn, reduces the impact of unemployment on worker effort. As a result, increased benefit
generosity means that unemployment fluctuations have to increase in order to perform the
same compensatory role as previously.

There exists a substantial literature studying the cyclical volatility of employment and
unemployment in the context of search and matching models, following the observations of
Shimer (2005) that the basic Mortensen-Pissarides model struggles to match the data along
this dimension. Mortensen and Nagypál (2007) provides a good overview of the possible so-
lutions to this problem, an important class of which are amplification mechanisms operating
through the match surplus (eg Hagedorn and Manovskii 2008). Interestingly, in this case,
the same result as the present paper is arrived at - increases in benefit generosity should
increase the cyclical volatility of unemployment - through an entirely different mechanism.
Despite this shared prediction, the limited empirical work that exists is ambivalent, at best,
in regards to the relation between unemployment insurance and unemployment volatility.
Faccini and Bondibene (2012) use a panel data approach to examine the impact of different
labour market institutions on unemployment volatility in 20 OECD countries. Although
labour market institutions such as union density and union coverage are found to be im-
portant, the benefit replacement ratio is found to be insignificant (with a negative effect on
unemployment volatility). Given this, section 4.2 of the present paper provides descriptive
statistics to justify the results. Using the dataset of OECD labour market time series pro-
vided by Ohanian and Raffo (2012), significantly positive correlation coefficients are found
between the absolute standard deviation of total hours worked and gross replacement rates.
In addition, significantly positive rank correlation statistics are found between the absolute
standard deviation of harmonised unemployment rates and gross replacement rates. Whilst
this constitutes a rudimentary analysis in comparison with Faccini and Bondibene (2012), it
indicates that a positive relation between public unemployment insurance and labour mar-
ket volatility is not completely absent in the data. Finally, section 5 concludes, and suggests
avenues for future research.

2 Fair Wage Models of the Business Cycle

All of the variants of efficiency wage theory, pioneered by Solow (1979), Akerlof (1982), and
Shapiro and Stiglitz (1984), share in common the proposition that the real wage at which
competitive firms maximise profit is higher than the real wage at which full employment
would be attained2. The key component of efficiency wage models, and in particular the
fair wage model, is the inclusion of effort in the production function:

2See Bowles (1985) for a general discussion, and Akerlof and Yellen (1986) for the major references.
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Yt = F (At, Kt, etLt).

Here, A, K, and L are standard, and refer to total factor productivity, the stock of fixed
capital, and person hours, respectively. Actual labour performed per person hour, et, is then
postulated to be increasing in the real wage and some reference wage: et = e(wt, w

r
t ), with

e′ > 0 and e′′ < 0. That this is a realistic proposition is fairly basic, and can be traced back
to Marx’s observation that labour power (or labour time) is the commodity that workers
sell in the labour market; actual labour performed is not (Marx 1967 [1867]: 589 et seq.).
More importantly, the theory has received considerable empirical support. Particularly,
after an extensive qualitative research project into wage setting by firms during the early
1990s recession, Bewley (1999) concluded that, although not without their difficulties, the
fair wage models of Solow (1979) and Akerlof (1982) were mostly supported by the interview
evidence gathered (Bewley 1999: 415). The main result of the partial equilibrium model
is that, as labour productivity is a function of the wage paid by firms, the wage becomes
a choice variable and is no longer set in a Walrasian labour market. The wage rate which
induces optimal effort on the part of workers might not, in that case, coincide with the wage
that clears the labour market, resulting in involuntary unemployment.

Whilst this is a compelling explanation of steady state unemployment, and is consistent
with the traditional Keynesian explanation, the basic model does not resolve the “labour
market puzzle”: the high volatility of employment over the business cycle, and the relatively
acyclical behaviour of real wages. This was demonstrated initially in Danthine and Donald-
son (1990), which incorporated both shirking and fair wage labour markets into the standard
real business cycle model. However, as per Collard and de la Croix (2000), and following
observations in Bewley (1999), an augmented effort function et = e(wt, w

r
t , wt−1) resolves

this problem by the introduction of real rigidity. The justification for this is based upon
worker morale - a decrease in the real wage, in particular, should be expected to decrease
morale and motivation, and thereby labour productivity. The result is that it is optimal
for firms to reduce their total labour costs by laying off some workers, keeping the wages of
others relatively constant, instead of retaining the entire labour force with reduced wages.

Subsequent papers, particularly Tripier (2006) and Danthine and Kurmann (2004, 2007,
2010), explored the basic model’s empirical performance in more depth, and extended the
real business cycle framework to a full New Keynesian DSGE model. Related papers, in-
cluding Gomme (1999), Alexopoulos (2004, 2007), Grandmont (2008), Nakajima (2010),
Brecher et al (2010), and Givens (2011), build on the Shapiro and Stiglitz (1984) shirking
model to examine similar phenomena. However, most of the aforementioned papers assume
either full unemployment insurance via private markets or a “large family” argument. These
assumptions are made to maintain computational tractability by the use of a representa-
tive agent construct, as without them, households’ idiosyncratic unemployment risk would
affect their savings decisions, and individual shocks and the distribution of wealth would
have to be tracked as per the incomplete markets model. The exceptions to this rule are
Gomme (1999) and Grandmont (2008); the former assumes that workers cannot save, whilst
the latter solves the problem by a combination of generational saving and relative patience
assumptions.

Given that full unemployment insurance is generally not provided by the market, and
that the public provision of unemployment insurance should be expected to have significant
effects on labour market outcomes, the behaviour of the basic fair wage real business cycle
model when unemployment insurance markets are absent is an interesting object of study.
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The papers with which the present study has most in common are Alexopoulos (2004) and
Givens (2011). Both of these papers analyse a real business cycle model with a labour
market related to the Shapiro and Stiglitz (1984) shirking model. Whilst a large family
assumption is made to divorce the capital accumulation decision from idiosyncratic unem-
ployment histories, the implications of partial private consumption insurance (provided by
the family) and partial public insurance (provided by the state) are analysed. Particularly,
Givens (2011) demonstrates that partial insurance increases the effects of technology and
policy shocks and reduces the relative volatility of real wages compared to full insurance. In
a sense this result is the opposite to that demonstrated in this paper, where increasing the
replacement rate of public insurance increases the volatility of employment and reduces the
volatility of the real wage. However, the two models are very different; Givens (2011) anal-
yses private and public insurance in a shirking labour market representative agent model,
whilst the present paper analyses public insurance in a fair wage labour market heteroge-
neous agent model. Again, as the empirical work on this topic is by no means conclusive,
it is worth noting theoretical disagreement at the outset, in the hope that consensus will
emerge with continued research.

3 The Model

The model is essentially a marriage of Collard and de la Croix (2000) and Krusell and
Smith (1998), with the addition of public unemployment insurance. First, the population of
households and the household problem are described, and the effort function is derived as a
first order condition. The firm problem is then described, after which the dynamic process
for individual unemployment history can be defined. Finally, the computational strategy is
outlined (further details are provided in the appendix).

3.1 Households

The economy is populated by a large population (measure one) of infinitely lived households,
indexed by i. There is only one output good, which can be consumed or used as fixed capital,
and preferences over the consumption and effort streams of each household are given by the
following:

E0

∞∑
t=0

βtu(cit, eit). (1)

Here, c denotes consumption of the output good, and e denotes effort. As with the
efficiency wage theories of Solow (1979) and Akerlof (1982), and as opposed to, for instance,
the shirking theory of Shapiro and Stiglitz (1984), e is defined in an analogous manner to
labour productivity, as described above. The intra-period utility function u is specified as
follows:

u(cit, eit) = v(cit)− εit
[
eit − φ+ γ log

(
wit
wait

)
+ ψ log

(
wit
wsit

)]2
, (2)
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v(cit) =


ln(cit) if σ = 1

c1−σit − 1

1− σ
if σ 6= 1.

(3)

Here, wa and ws denote reference wages, and, as households are assumed to supply one
unit of labour inelastically each period, ε is an indicator variable that takes the value 1 if the
household is employed, and 0 otherwise. As suggested by eqs 1 - 3, both consumption and
employment states will be heterogeneous across households in equilibrium. Effort conditional
on being employed is potentially heterogeneous in equilibrium, inasmuch the reference wages
wa and ws are dependent on employment history. In this case, the real wage w will then
be heterogeneous across employed households. In order to simplify the computation, wa

and ws are assumed to be identical across all households, such that in equilibrium the effort
level and the real wage will be identical across employed households (see below). As such,
in what follows, household specific subscripts will be suppressed for the variables e, w, wa,
and ws.

Given eqs 2 and 3, each household maximises eq 1 subject to the Markov processes for
the unemployment and total factor productivity shocks (defined below), and the flow budget
constraint and borrowing constraint defined as follows:

kit+1 = (1− τt)wtεit + µwt(1− εit) + (1 + rt)kit − cit, (4)

kit+1 ≥ 0. (5)

Here, k denotes claims on the aggregate capital stock K, τ denotes a flat tax on labour
income, and µ denotes the replacement rate for public unemployment insurance. With eqs
1 - 5, the household first order conditions are given by the following:

v′(cit)− κit = βEt[v
′(cit+1)(1 + rt+1)], (6)

et = φ+ γ log

(
wt
wat

)
+ ψ log

(
wt
wst

)
. (7)

Here, κ is the Lagrangian multiplier associated with the non-negativity constraint on
individual capital. Eq 6 is the consumption Euler equation, and eq 7 is the effort function
for employed households. The latter is identical to the effort function in Collard and de la
Croix (2000) and Tripier (2006), with the reference wages wa and ws defined as follows:

wat = Ltwt + (1− Lt)µwt, (8)

wst = wt−1. (9)
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The reference wage wa is an arithmetic average of the labour income of employed house-
holds and the transfer income of unemployed households, where L denotes aggregate em-
ployment (and therefore the employment rate; recall that the population of households is
normalised to one). The reference wage ws is the wage received by employed households
in the last period. As noted above, and made explicit in eqs 8 and 9, both wa and ws are
assumed to be identical across households. Whilst this is an innocuous assumption for wa,
it is a stronger assumption for ws, as there is little reason to suppose that the wage received
by households employed in period t − 1 is of relevance in determining the effort level of
a household that is newly employed in period t. In this case, however, a newly employed
household would have a different effort level to previously employed households, and receive
a different wage as a result. This would immediately lead to household specific wages con-
ditional on employment history, greatly complicating the analysis. As such, a sacrifice of
realism for tractability is made: effort is assumed to be conditional on the previous wage,
via ws, regardless of when households are hired3. Finally, and further to this end, eqs 7 - 9
ensure that effort is independent of household wealth.

3.2 Firms

A representative firm operates in competitive output and factor markets, and with Kt as
aggregate capital at time t, and Lt as aggregate employment at time t, it has access to a
Cobb-Douglas technology defined as follows:

Yt = AtK
α
t (etLt)

1−α. (10)

The representative firm then maximises total profit (= Yt − wtLt − (rt + δ)Kt) subject
to eq 10 and the effort function defined by eq 7. The first order conditions are as follows:

(1− α)
Yt
Lt

= wt, (11)

(1− α)
Yt
et

(
γ + ψ

wt

)
= Lt, (12)

α
Yt
Kt

= rt + δ. (13)

Eqs 11 and 12 combined give the Solow efficiency condition: e′(w)w = e(w), from which it
follows that effort is constant through time: et = γ+ψ. That this is uniform across workers
follows from the fact that household wealth, which will be heterogeneous in equilibrium,
does not enter the effort function, and that wa and ws are identical across households, as
discussed above.

3The conjecture made in support of this simplification is that the main results are robust to household
specific wages; the confirmation/refutation of this is left to future research.
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3.3 Macroeconomic Environment

As per Krusell and Smith (1998), total factor productivity At is assumed to follow a two
state Markov process, where the first state is a low productivity outcome, At = AL, and
the second state is a high productivity outcome, At = AH . The transition probabilities are
denoted as follows: P (At = As

′ |At−1 = As) = πss
′
. Given this process, eqs 7, 10, 11, and 13,

together with et = γ + ψ, allow the equilibrium employment and unemployment rates, real
wage, real interest rate, and output to be computed as a function of the two endogenous
state variables Kt and wst and the exogenous state At. Denote the equilibrium unemployment
rate thus determined Ut = U(Kt, w

s
t , At). The flow identity for unemployment is then as

follows, where λeu denotes the rate at which employed households become unemployed, and
λue denotes the rate at which unemployed households become employed:

Ut = λeut (1− Ut−1) + (1− λuet )Ut−1. (14)

Given the flow unemployment identity, either λeu or λue has to be specified exogenously
in order to close the model. Following the observation in Shimer (2005: 32-33) that the job
separation rate is essentially acyclical, this is taken as exogenous in the present model. The
job creation rate is then determined as follows:

λuet = λeu
(

1− Ut−1
Ut−1

)
− Ut − Ut−1

Ut−1
. (15)

The foregoing allows the endogenous transition probabilities for the two state Markov
process for idiosyncratic employment shocks to be determined: P (εt = 0|εt−1 = 1) = λeu,
P (εt = 1|εt−1 = 0) = λuet , the latter of which is a function of the aggregate state vector in
time periods t and t − 1. Finally, the government is assumed to run a balanced budget in
every time period, such that total tax revenues are adjusted to the policy parameter µ:

τt = µ

(
1− Lt
Lt

)
. (16)

3.4 Computational Strategy

The model described in sections 3.1 - 3.3 is more complex, in a structural sense, than the
representative agent efficiency wage models described in section 2, but significantly less
complex than the existing incomplete markets models with endogenous unemployment, eg
Krusell et al (2010). The strategy followed is an adaptation of the algorithm proposed
in Maliar et al (2010), which combines an iterative Euler equation procedure to solve the
household problem, given boundedly rational predictors of the endogenous state variables,
with a Monte Carlo procedure to simulate the aggregate economy. The predictor functions
postulated in the household decision problem can then be checked for accuracy against the
simulated time series, and adjusted if necessary. This entire process can then be repeated
until the predictor functions are sufficiently accurate.
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3.4.1 Solving the Household Problem

The Euler equation method for solving household saving decisions, as proposed by Maliar
et al (2010), is both intuitively attractive and considerably more efficient than, for exam-
ple, value function methods. By substituting the flow budget constraint (eq 4) into the
consumption Euler equation (eq 6), the following non-linear equation in individual capital
holdings is derived:

kit+1 = (1− τt)wtεit + µwt(1− εit) + (1 + rt)kit

−
(
κit + βEt

[
1 + rt+1

((1− τt+1)wt+1εit+1 + µwt+1(1− εit+1) + (1 + rt+1)kit+1 − kit+2)σ

])− 1
σ

.

(17)

Eq 17 can be solved as follows. First, choose a grid for k ∈ [0, kmax], and grids for
the endogenous states K ∈ [Kmin, Kmax] and ws ∈ [wsmin, w

s
max], and initialise a decision

function kt+1 = k̃(kt, Kt+1, w
s
t+1, εt, At) on the grids. Note, first, that wst+1 enters the decision

function, but as wst+1 = wt, its prediction is trivial. On the other hand, aggregate future
capital Kt+1 enters the decision function, and as it is the result of integrating over the
individual capital holdings of a continuum of households, and therefore a potentially infinite
dimensional object, a rational expectations predictor is unlikely to exist. A common solution
is to suppose that households use a finite set of the moments of the time t wealth distribution
to predict mean capital at time t + 1. Following Krusell and Smith (1998) and Maliar et
al (2010), the boundedly rational predictor of future capital is specified as a function of the
mean of current holdings only, and takes a log-linear form. In addition, experimentation with
different functional forms has led to the conclusion that including the remaining endogenous
state, wst , significantly improves prediction accuracy. Therefore, the functional form for the
predictor is as follows:

ln(Kt+1) =


BL

0 +BL
1 ln(Kt) +BL

2 ln(wst ) if At = AL

BH
0 +BH

1 ln(Kt) +BH
2 ln(wst ) if At = AH .

(18)

Given eq 18, the household decision problem is solved as follows. First, specify a guess
for the decision function k̃. Set κ = 0, and for each grid point, substitute this decision
function into the right hand side of eq 17, and compute kt+1 on the left hand side (recalling
that rt and wt can be computed as functions of Kt, w

s
t , and At). This is then taken as a

new guess for the decision function, k̃′. This process can then be iterated by substituting
the new guess for the decision function (or a weighted average of the new guess and the old
guess) back into the right hand side of eq 17, until the maximum difference between the new
and old guesses falls below a pre-specified convergence criterion.
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3.4.2 Simulating The Economy

Denote the solution to the household decision problem as ¯̄k. The order of events in any
given time period is then as follows:

1. Aggregate States:

(a) At is determined according to πss
′

given At−1

(b) Kt =
∑
kit and wst are inherited from period t− 1

2. Idiosyncratic States:

(a) Kt, w
s
t , and At determine Ut

(b) λuet is determined given Ut and Ut−1, which allows the idiosyncratic employment
shocks εit to be determined given εit−1

(c) kit are inherited from period t− 1

3. Given the state variables determined above, kit+1 = ¯̄k(kit, Kt, w
s
t , εit, At), w

s
t+1 = wt

Given initial conditions for the aggregate and idiosyncratic states and the decision rule ¯̄k,
this intra-period process can be simulated recursively for T periods and N households. Prior
to the simulation, the entire history of At can be computed using a pseudo-random number
generator, but the employment shocks for each of the N households must be generated
within each time period of the simulation (as in Krusell et al (2010), but unlike Krusell
and Smith (1998) or any similar model in which the unemployment process is exogenous).
Given the foregoing, the complete solution algorithm is as follows: first, postulate values for
the parameters of the predictor function and solve the household decision problem. Given
the solution ¯̄k, simulate the economy with large N and large T , given initial values for the
aggregate and endogenous states. Finally, regress the generated time series for the aggregate
states on the predictor function. If the implied parameter values are sufficiently different
from the previously postulated values, repeat the process using a weighted average of the
old and new estimates. This entire process is then repeated until the estimated parameter
values of the predictor function have converged4.

4 Results

In this section, the results and predictions of the paper are presented. First: that approxi-
mate aggregation holds in the model, and the dynamic behaviour of unemployment and the
real wage is in line with OECD data. And second: that public provision of unemployment
insurance in lieu of insurance markets can have significant effects on labour market out-
comes. Particularly, the absolute standard deviation of employment, the relative standard
deviation of employment to output, and the correlation of employment and output are all

4See the appendix for further details of the algorithm and accuracy checks. I am indebted to Maliar et
al for making their code available online; the detailed algorithm described in the appendix is based on this.
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Figure 1: Simulated Time Series: Capital and Unemployment

predicted to increase with the generosity of public unemployment insurance, measured by
the gross replacement rate of benefits relative to wages. Using the dataset of OECD labour
market time series provided by Ohanian and Raffo (2012), evidence is presented in sup-
port of the first of these predictions. Section 5 concludes, and suggests avenues for future
research.

4.1 Approximate Aggregation

The baseline parameterisation is standard. Following, for example, Krusell and Smith
(1998), Collard and de la Croix (2000), or Den Haan et al (2010), β = 0.99, σ = 1,
α = 0.36, and δ = 0.025, assuming quarterly time periods. Following Krusell and Smith
(1998), AL = 0.99, AH = 1.01, and πLL = πHH = 0.875, such that the average duration
of periods of high and low productivity is 8 quarters. Following Shimer (2005), the job
separation rate λeu = 0.1, given an average monthly separation rate reported in the latter
of 0.034. In order to keep the model consonant with Collard and de la Croix (2000), the
baseline values for the effort function parameters are as follows: φ = 2.82, γ = 0.9, ψ = 2.
Varying φ − ψ from 0.9 to 0.7 varies average unemployment from approximately 0% to
25%; the present parameterisation yields an average unemployment rate of approximately
10%5. Finally, µ = 0.2 (the OECD replacement rates for unemployment insurance are quite
diverse, and the consequences of varying this parameter will be considered in section 4.2).
With the number of households N = 5000, and the number of time periods T = 5500 (with

5OECD unemployment in September 2013 ranged from 3% (South Korea) to 26.6% (Spain). US unem-
ployment was 7.2% and the EU average was 11%; see www.oecd.org/std/labour-stats/HUR 11e13.pdf.
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Figure 3: Unemployment Rate Varying µ (benefit gross replacement rate)

the first 500 periods discarded for the predictor regressions), the approximate equilibrium
is as follows:

ln(Kt+1) =


0.1789 + 0.9936 ln(Kt)− 0.0784 ln(wst ); R2 = 0.999997 (At = AL)

0.1935 + 0.9916 ln(Kt)− 0.0795 ln(wst ); R2 = 0.999998 (At = AH).

The time series behaviour of the aggregate capital stock and unemployment rate for this
parameterisation is illustrated in figure 16. The approximate equilibrium is clearly rather
accurate, with very high R2 values, and dynamic Euler equation tests indicate a very low
welfare loss from the boundedly rational nature of the predictor function (see the appendix).
As higher moments of the wealth distribution are not required in the predictor, approximate
aggregation holds in the sense of Krusell and Smith (1998).

4.2 Labour Market Moments

As illustrated in figure 2, the heterogeneous agent model appears to display approximate
aggregation in the further sense that the key labour market moments are consistent with
the representative agent case, allowing for different stochastic processes for total factor

6Note that the unemployment peaks coincide with the capital peaks in figure 1; this occurs when the
total factor productivity process changes state. For example, capital peaks, and starts to be de-cumulated,
after period 1053. This corresponds to total factor productivity falling from AH to AL, which also causes
a spike in the unemployment rate as labour demand jumps down. The real wage then starts to fall, and
labour is substituted for capital such that the unemployment rate reduces through to period 1070, at which
point total factor productivity jumps back up to AH .
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Period Country Std.
Hours

R.Std.
Hours

Corr.
Hours

Std.
Emp.

R.Std.
Emp.

Corr.
Emp.

USA 0.016 0.84 0.86 0.013 0.69 0.81
Japan 0.012 0.68 0.62 0.005 0.29 0.46

1960 - 1984 Germany 0.011 0.68 0.85 0.010 0.60 0.74
UK 0.012 0.63 0.71 0.008 0.50 0.47
France 0.010 0.81 0.35 0.006 0.49 0.45

USA 0.011 1.29 0.78 0.008 0.94 0.75
Japan 0.009 0.72 0.53 0.005 0.37 0.54

1985 - 2007 Germany 0.007 0.61 0.64 0.008 0.68 0.77
UK 0.013 1.26 0.76 0.010 0.93 0.74
France 0.008 0.87 0.61 0.006 0.68 0.79

Table 1: OECD Labour Market Moments

productivity (consult figure 2 in Collard and de la Croix 2000: 179). Moreover, these
moments are consistent with OECD data. Table 1 reports key labour market moments
for the five largest OECD countries over two time periods: 1961 - 1984, and 1985 - 2007,
where the latter period is a common dating for the “great moderation”. The moments are
calculated from the database provided in Ohanian and Raffo (2012), and are fairly dispersed
across countries and time periods. Nevertheless, total hours worked and total employment
are both highly correlated with output, in general, and are relatively volatile, with Japan
being the main exception to this rule. Clearly, by consulting figure 2, the model presented
in this paper is consistent with these data7. The incomplete markets efficiency wage model,
given its structural simplicity, is therefore relatively simple to compute, as described in
section 3.4, and yields empirically reasonable aggregate time series moments.

The common assumption of full private unemployment insurance (and zero public in-
surance) in the efficiency wage real business cycle literature, on the other hand, is not an
innocuous assumption. As illustrated in figure 3, when private insurance is absent, the ex-
act degree of public unemployment insurance can have significant effects on labour market
outcomes. Particularly, under the baseline parameterisation, increases in the replacement
rate µ are associated with considerable increases in the average unemployment rate. This
corresponds to an established empirical regularity in OECD countries - see, for instance,
Nickell (1997) and Nickell et al (2005). The mechanism in the present model is straightfor-
ward, and follows directly from the effort function described by eq 7. Consider, for instance,
a steady state situation in which wt = wt−1. The Solow efficiency condition requires effort
to be constant and equal to γ + ψ, reducing the effort function to the following condition:

et = γ + ψ = φ+ γ log

(
wt
wat

)
. (19)

Given the above, the following condition holds in the steady state:

7The database can be accessed as supplementary material to Ohanian and Raffo (2012) available online.
It is log quarterly data, and all of the moments in table 1 are based on deviations from a trend computed
using the Hodrick-Prescott filter with multiplier set to 1600. Likewise, the moments presented in figure 2 are
calculated from the cyclical component of logged data from simulation output, using the Hodrick-Prescott
filter with the same multiplier.
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wt
wat

=
1

Lt + (1− Lt)µ
= exp

[
γ + ψ − φ

γ

]
. (20)

In short, due to the specification of the effort function, firms desire constant effort on the
part of workers. In the steady state, this implies a constant ratio between wt and wat , but as
wat is a linear function of wt, this results in eq 20, in which any increase in the replacement
rate µ has to be offset by an increase in unemployment. Intuitively, the desire on the part
of firms to keep effort constant requires any increases in factors likely to decrease effort -
eg generous unemployment insurance - to be offset by increases in factors likely to increase
effort - eg the threat of unemployment. In addition to the impact on average unemployment,
the model presented here also allows an examination of the effects of public unemployment
insurance on the time series properties of labour market statistics. As illustrated in figure 4,
these effects are predicted to be quite substantial. Particularly, increases in the replacement
rate of public unemployment benefits are associated with increases in the absolute standard
deviation of employment, standard deviation of employment relative to output, and correla-
tion of employment and output, and with decreases in the absolute standard deviation of the
real wage, standard deviation of the real wage relative to output, and correlation of the real
wage and output. Again, the explanation is straightforward, and the mechanism is related
to the similar effects of increases in ψ. Consider, for instance, the condition described by eq
20 outside the steady state:

γ + ψ = φ+ γ log

(
1

Lt + (1− Lt)µ

)
+ ψ log

(
wt
wt−1

)
. (21)

Utilising the labour share of income described by eq 11, eq 21 yields the following:

log

(
Lt
Lt−1

)
− log

(
Yt
Yt−1

)
=
φ− γ − ψ

ψ
− γ

ψ
log(Lt + (1− Lt)µ). (22)

Eq 22 indicates that the relative volatility of employment and output is increasing in
both ψ and µ. Intuitively, as ψ increases, the dependence of effort on changes in the real
wage increases, and thus fluctuations in employment substitute for fluctuations in the real
wage in firms’ responses to market conditions, given that they desire constant effort. At the
same time, as µ increases, the effect of changes in employment on the reference wage wa

decreases. Thus, as µ increases, the change in employment necessary to keep effort constant,
given ψ, must increase, leading to the results presented in figure 48.

All of these predictions are, in principle, testable. However, experimentation with differ-
ent calculations of the relative standard deviation of employment statistics and output, and
correlations between these two variables, indicates that the relation between these moments
and gross replacement rates in the OECD is very sensitive to the de-trending method chosen.
As such, the results presented here focus solely on absolute standard deviations. Particularly,
results are presented for those OECD countries in the Ohanian and Raffo (2012) database
for which gross replacement rate data is also available: Australia, Austria, Canada, Finland,

8As with figure 2, the moments presented in figure 4 are calculated from the cyclical component of logged
data from simulation output, using the Hodrick-Prescott filter with multiplier set to 1600.
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Figure 5: Std. Log Total Hours vs Gross Replacement Rates, OECD
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Variable De-Trending
Method

Correlation
Measure

Coefficient P-Value
(> 0)

Pearson 0.3543 0.1070
HP (λ = 1600) Kendall 0.3407 0.0505

Employment Spearman 0.4415 0.0579

Rate Std. Pearson 0.4237 0.0656
HP (λ = 105) Kendall 0.2967 0.0786

Spearman 0.4110 0.0729

Pearson 0.3019 0.1471
HP (λ = 1600) Kendall 0.2747 0.0963

Unemployment Spearman 0.3011 0.1475

Rate Std. Pearson 0.4058 0.0750
HP (λ = 105) Kendall 0.4286 0.0178

Spearman 0.4857 0.0405

Pearson 0.5186 0.0347
HP (λ = 1600) Kendall 0.2564 0.1259

Log Total Spearman 0.2692 0.1867

Hours Std. Pearson 0.4849 0.0465
HP (λ = 105) Kendall 0.2564 0.1259

Spearman 0.4231 0.0758

Table 2: Correlations of OECD Employment Stats and Replacement Rates

France, Germany, Ireland, Italy, Japan, Norway, Spain, Sweden, UK, and USA. First, the
quarterly employment rate over this period, for each country, is calculated as the employ-
ment to working age population ratio, from Q1-1985 to Q4-2005 (the starting date follows
Ohanian and Raffo’s dating of the start of the “great moderation”, whilst the end date is
dictated by the OECD gross replacement rate data). Quarterly harmonised unemployment
rates are taken directly from the OECD labour force statistics database, from Q1-1991 to
Q4-2005 (the data for Austria starts in Q1-1993), whilst the quarterly data on total hours
worked is taken directly from the Ohanian and Raffo database, again from Q1-1985 to Q4-
2005 (Spain, however, is dropped here for lack of hours data prior to 1995; total hours are
calculated as hours per worker multiplied by the employment to working age population
ratio). Finally, gross replacement rates are taken from the benefits and wages statistics of
the OECD Directorate for Employment, Labour and Social Affairs9. The replacement rate
data runs from 1961 to 2005, for uneven years only (whilst further statistics run to 2011,
there is a break in the methodology between 2005 and 2007).

Figure 5 presents scatter plots of the absolute standard deviation of the log of total hours
worked, for the sample of OECD countries, against the average gross replacement rate for
those countries during the period in question. The hours data in the top panel is de-trended
using the HP filter, with the usual smoothing parameter of 1600 for quarterly data. As
a robustness test, given uncertainty surrounding the relation of trend and cycle in labour
market data, the bottom panel reproduces the plot with the HP smoothing parameter set
to 105, following Shimer (2005). Although both plots appear to be rather noisy, there is an
identifiably positive relation in both, and the second de-trending procedure does not intro-
duce particularly significant differences into the bottom panel compared to the top panel.

9Accessible at www.oecd.org/els/benefitsandwagesstatistics.htm.
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In fact, the relative positions of Finland and Norway appear to be the only pronounced
changes between panels A and B. Finally, table 2 presents Pearson correlation coefficients
and Kendall and Spearman rank correlation coefficients, for the two different de-trending
methods, for employment rate standard deviations and gross replacement rates, unemploy-
ment rate standard deviations and gross replacement rates, and the standard deviation of
the log of total hours worked and gross replacement rates, for the sample of countries de-
scribed above. Whilst there appears to be no statistically significant relationship between
the employment rate standard deviations and gross replacement rates, the Pearson correla-
tion coefficients for the standard deviation of the log of total hours worked are significantly
greater than zero at the 5% level, and thus significantly different from zero at the 10% level,
for both de-trending procedures. In addition, for the second de-trending procedure, both
rank correlation coefficients are significantly greater than zero at the 5% level, and thus
significantly different from zero at the 10% level, for the unemployment rate data.

These results are not inconsistent with Faccini and Bondibene (2012). Like the latter
paper, no straightforward correlation is found between the benefit replacement rate and
either employment or unemployment. Rank correlation is found between the replacement
rate and unemployment rate, but this is not a correlation that could be easily explored
further, and is sensitive to the detrending procedure chosen. The major result of this section
is located in the relation between benefit generosity and the volatility of hours worked, rather
than unemployment, and this could certainly be explored further. Particularly, repeating the
analysis of Faccini and Bondibene (2012) using hours data rather than unemployment data
might prove worthwhile, to see whether or not the results found here are maintained with a
more sophisticated analysis. It would also be desirable to test the model against real wage
statistics, as well as employment statistics. Real wage statistics, however, are rather difficult
to interpret, at least in comparison to employment statistics. First, quarterly data over any
significant time span is often confined to the manufacturing industries, which constitute a
declining share of employment in the OECD. Second, the cyclicality of real wages are very
heterogeneous across OECD countries, and the relevant statistics appear to be sensitive to
the dataset chosen10. Nevertheless, the employment evidence available for the OECD during
the “great moderation” does not contradict the predictions of the model presented in this
paper, and the statistics calculated here may be taken as supporting evidence.

5 Concluding Remarks

This paper examines the relation between the generosity of public unemployment insurance
and labour market volatility. Specifically, the volatility of employment, relative volatility of
employment to output, and correlation of employment with output are all predicted to in-
crease with the benefit replacement rate, alongside corresponding decreases in the volatility
of real wages, relative volatility of real wages to output, and correlation of real wages with
output. Given the efficiency wage framework considered, the mechanism is straightforward.
In short, worker effort depends positively on both real wage growth and unemployment (via
a wage norm in which the benefit income of the unemployed enters alongside the unem-
ployment rate). Real wage rigidity, resulting from the dependence of effort on wage growth,

10A number of OECD countries have counter-cyclical wages at business cycle frequencies, for example,
and the extent to which this is case depends on the deflator used. See Messina et al (2009) for a good
overview of the evidence.

19



means that fluctuations in labour costs have to be partially accounted for by fluctuations in
employment. In effect, any change in wages serves to drive effort away from its optimal level;
as a result, the unemployment rate must change to compensate. Unemployment insurance,
in turn, reduces the impact of unemployment on worker effort. As a result, increased benefit
generosity means that unemployment fluctuations have to increase in order to perform the
same compensatory role as previously.

The prediction that employment volatility should increase with the gross replacement
rate of benefits relative to wages is shared by the standard search and matching model, as
discussed in the introduction. Nevertheless, the existing empirical evidence is ambivalent
in regards to the relationship between employment volatility and unemployment benefits.
Given this, a set of descriptive statistics were provided as supporting evidence in section
4.2, using OECD data for 14 countries. In particular, while there appears to be no straight-
forward relation between the volatility of employment and unemployment benefits, and a
limited positive relation between the volatility of unemployment and unemployment bene-
fits, there does appear to be a positive relationship between the volatility of hours worked
and the benefit replacement rate. The first line of research suggested by the present paper
is therefore an application of the considerably more sophisticated econometric approach of
Faccini and Bondibene (2012) to the volatility of hours worked, rather than the unemploy-
ment rate, to examine whether or not the basic results presented here are still supported.
If this is indeed the case, it would appear necessary to augment the basic fair wage busi-
ness cycle model with a labour supply decision (along the intensive margin), to explore the
theoretical mechanism further.

Finally, given that the theoretical mechanism explored here is relatively straightforward,
it may be of use to embed it in a model with a less complex structure. At the same time,
the structurally complexity of the heterogeneous agent real business cycle model allows, in
principle, the relation between unemployment, unemployment volatility, and inequality to be
examined. Although this was not the focus of the present paper, it constitutes a potentially
fruitful line of research going forwards. Given that distributional effects are crucial in
determining the total welfare loss to society from unemployment, such a model would permit
a welfare analysis to be performed, which might then inform optimal government policy in
regards to unemployment insurance.
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Appendix

Computational Details

The complete solution algorithm is as follows. The algorithm is an adaptation of the algo-
rithm proposed in Maliar et al (2010), and the Matlab code is based on the Maliar et al
Matlab code available online: www.stanford.edu/∼maliarl/Files/Codes.html.

Solution Algorithm:

1. Preliminary Computations:

(a) Solve the representative agent steady state numerically; denote the capital stock
thus computed Kss, and the wage rate thus computed wss.

(b) Construct the grid for individual capital: k ∈ [0, kmax]. Here, kmax = 5Kss, and
the grid has 100 polynomially spaced grid points.

(c) Construct the grid for mean capital: K ∈ [Kmin, Kmax]. Here, Kmin and Kmax

depend on the parameterisation; for the baseline parameterisation, Kmin = Kss−5
and Kmax = Kss + 5, and the grid has 4 linearly spaced grid points.

(d) Construct the grid for the wage norm: ws ∈ [wsmin, w
s
max]. Here, wsmin = wss − 0.2

and wsmax = wss + 0.25, and the grid has 4 linearly spaced grid points.

(e) Initialise a decision function kt+1 = k̃(kt, Kt+1, w
s
t+1, εt, At) on the grids thus

constructed; in all the computations above, the initial decision function kt+1 =
0.9kt on each grid point.

(f) Initialise the individual capital distribution and initial ws. Here, each of the N
agents’ initial capital is set to Kss, and ws is set to wss.

(g) Initialise B. Here, BL
0 = BL

2 = BH
0 = BH

2 = 0, and BL
1 = BH

1 = 1.

(h) Given eqs 7, 10, 11, and 13, together with et = γ + ψ, solve Lt = L(Kt, w
s
t , At),

Yt = Y (Kt, w
s
t , At), wt = w(Kt, w

s
t , At), rt = r(Kt, w

s
t , At), Ut = U(Kt, w

s
t , At) =

1 − L(Kt, w
s
t , At) numerically for each of the aggregate state grid points (recall

At takes the values AL and AH).

(i) Given πss
′
, generate a realisation of aggregate TFP shocks of length T using a

pseudo-random number generator.

2. Main Loop:

(a) Construct a boundedly rational estimate of the transition matrix for the idiosyn-
cratic unemployment states. This involves the construction of a boundedly ra-
tional estimate of λuet+1 = λ(Ut+1, Ut) = λ(Kt+1, w

s
t+1, At+1, Kt, w

s
t , At). As the

stochastic process for At is exogenous and known, and wst+1 = wt = w(Kt, w
s
t , At),

the only non-trivial part of this problem is the estimation of Kt+1, which is
achieved given B and the predictor described by eq 18 in the text. Note that,
given eq 15 in the text, there are certain combinations of the aggregate states in
consecutive time periods for which Ut+1 and Ut are very different, and this can
result in the estimated λuet+1 being greater than 1. Therefore, the estimated λuet+1

is restricted to lying between 0 and 1.
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Figure 6: Capital Predictor Accuracy Plot

(b) Given the estimate of the transition matrix thus calculated, solve the house-
hold decision problem. Substitute Lt = L(Kt, w

s
t , At), Yt = Y (Kt, w

s
t , At), wt =

w(Kt, w
s
t , At), and rt = r(Kt, w

s
t , At) into eq 17 in the text. Substitute the initial

capital decision rule kt+1 = k̃(kt, Kt+1, w
s
t+1, εt, At) into the right hand side of eq

17 (where kt+2 = k̃(k̃(kt, Kt+1, w
s
t+1, εt, At)), which results in a new decision rule,

kt+1 = k̃′. This process is iterated, where a weighted average of k̃ and k̃′ is used
as the new decision rule to enter the right hand side of eq 17, until the difference
between k̃ and k̃′ thus calculated falls below a given degree of precision. Denote
this decision rule ¯̄k. Note that, in general, the predicted Kt+1 and wst+1 will not
generally be on the grid points, so Lt+1, wt+1, and rt+1 are calculated by cubic
spline interpolation of the functions Lt = L(Kt, w

s
t , At), wt = w(Kt, w

s
t , At), and

rt = r(Kt, w
s
t , At).

(c) Given the preliminary computations and the solution to the household problem
¯̄k, simulate the aggregate economy for N agents and T time periods. This is
as per section 3.4, and is fairly straightforward. Note, however, that λuet has to
be computed each period given Ut and Ut−1, such that the idiosyncratic unem-
ployment shocks have to be generated within each time period of the simulation.
Also, a sub-routine randomly reassigns the employment status of agents each pe-
riod such that the sampling error between the simulated unemployment rate and
Ut = U(Kt, w

s
t , At) is minimised given N .

(d) The simulation thus computed generates time series for the aggregate state vari-
ables K and ws. These are regressed onto the predictor function, yielding new
estimates for the parameters B′. Finally, therefore, the entire main loop can
be iterated until the difference between B and B′ falls below a given degree of
precision. The solution to the model is then the law of motion given by B, the
household decision rule ¯̄k, and the employment and pricing functions L, w, and
r thus computed.
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Figure 7: Euler Equation Accuracy Plot

With N = 5000, T = 5500 (with the first 500 periods discarded for the predictor regres-
sions), the degree of precision for the individual capital function 10−12, and the degree of
precision for the aggregate law of motion 10−2, the algorithm described above takes approx-
imately 30 minutes to solve on a Lenovo Thinkpad T430i with a 2.4GHz intel processor.
This is correspondingly slower than the solution time for the original Krusell and Smith
(1998) model using the Maliar et al (2010) algorithm, given the larger state space of the
present model and more involved aggregate simulation procedure.

Accuracy Checks

The 2010 JEDC special edition on solving the standard incomplete markets model (see Den
Haan et al 2010) advises testing the perceived law of motion for capital against ex post
realisations of the aggregate capital stock without updating the forecast each period (that
is, iterating the aggregate law of motion from the initial state vector given the time series
of total factor productivity shocks). It is not clear, however, that this procedure is exactly
relevant to the present model, as the endogenous state vector also includes ws. As wst = wt−1,
its prediction is trivial, and it does not seem useful to attempt to generate it from initial
conditions using the pricing functions described above. Given this, the adapted capital
predictor accuracy test used here is as follows. Given a time series of aggregate shocks, and
a corresponding time series of realisations of wt generated from the solved model, calculate
a predicted capital series KP as follows:

ln(KP
t+1) =


BL

0 +BL
1 ln(KP

t ) +BL
2 ln(wt−1) if At = AL

BH
0 +BH

1 ln(KP
t ) +BH

2 ln(wt−1) if At = AH

The generated time series KP does not exactly allow the same test that Den Haan et al
advise, but it does allow a stronger test of the predictor function accuracy than examination
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of R2 and σ̂ values alone. Figure 6 plots the percentage error between KP and the model
generated aggregate capital time series for the case N = 5000 and T = 5500. The accuracy
of the predictor tested in this manner is relatively high: the per-period error is always below
1%, and is much lower than this after the time period for which the regressions are calculated
(in this example, T = 500).

Finally, figure 7 plots the percentage Euler equation errors of a single agent for the
baseline parameterisation calculated from a dynamic Euler equation accuracy test. This is
slightly more involved than the capital predictor accuracy test. Given the time series of the
cross sectional distribution of capital computed in the numerical solution to the model, a
single agent’s time series for individual capital is chosen. Given this time series, and the
employment and pricing functions described above, the optimal level of consumption implied
in each period can be calculated using eq 17. This can then be compared to that agent’s
actual time series of consumption - that is, the level of consumption given the boundedly
rational predictor of capital. Again, the computation appears to be fairly accurate, with the
Euler equation errors generally less than 0.1% in absolute value.
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