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tional attainment of the 25–34 age cohort 
is little different than the 55–64 cohort. 
In all other industrialized countries attain-
ment of the young is substantially greater. 
An additional issue that will subtract from 
future productivity growth is the poor qual-
ity of educational outcomes in high school. 
The OECD international Programme for 
International Student Assessment tests of 
15-year-olds reveal that American scores in 
reading, math, and science rank in the bot-
tom half of the nations tested.

The reduced pace of growth-enhancing 
innovation after 1970, as well as the demo-
graphic and education headwinds, result in 
projected growth of U.S. real output per per-
son over the next 25 years of 0.9 percent per 
annum as compared to 2.1 percent per 
annum during 1890–2007. But this average 
rate of 0.9 percent does not apply to the great 
majority of American households because of 
the inexorable rise of inequality that has 
occurred since the late 1970s. The inequality 
data of Thomas Piketty and Emmanuel Saez 
can be used to calculate that for the 1993–
2013 interval the growth rate of income for 
the bottom 99 percent of the income distri-
bution lagged the overall average by 0.5 per-
centage points per annum. If this were to 
continue, it would reduce growth of real 
income per capita for the bottom 99 percent 
to 0.4 percent per year, 0.5 percentage points 
slower than the 0.9 percent average for all 
income earners. The forces leading to greater 
income inequality are many and differ for 
the top one percent and bottom 99 percent 
of the income distribution, and few of these 
forces are likely to lose relevance over the 
next few decades.5

The fourth headwind reflects CBO pro-
jections that the federal debt-GDP ratio will 
rise steadily after 2020 as a result of growth 
in entitlements, mainly Social Security and 
Medicare. To avoid an unsustainable increase 
in that ratio, some combination of benefit 
reductions and tax increases will need to 

occur. This will reduce disposable income 
below the amount that otherwise would be 
available to fuel growth in per-capita real 
income.

Output Growth in the 
Medium Run

When the U.S. unemployment rate fell 
below 6 percent in late 2014, attention began 
to shift from short-run demand factors that 
affected the labor market to longer-term con-
siderations such as the economy’s potential 
output-growth rate that would set a limit on 
the rate at which actual output could grow 
once the unemployment rate stabilized at a 
particular value. I proposed a simple method 
of calculating the growth rate of potential 
GDP based on estimates of each component 
of the “output identity,” a definition linking 
output to productivity, hours per employee, 
the employment rate, the LFPR, and the size 
of the population. Based on alternative esti-
mates of productivity growth and the change 
in the LFPR, I calculated a range of three val-
ues for the potential output growth rate. The 
central prediction of 1.6 percent per annum 
is much lower than the 2.2 percent annual 
growth rate currently assumed by the CBO, 
a difference that implies the CBO has over-
stated 2024 real GDP by $2 trillion. Because 
slower future output growth implies less 
growth in tax revenues, I calculate that the 
CBO has understated the 2024 federal debt-
GDP ratio by nine percentage points (78 vs. 
87 percent).6 Slower potential GDP growth 
adds to the bite of the federal debt headwind 
by requiring a greater future fiscal retrench-
ment than would otherwise be necessary. 

My estimate of 1.6 percent for the cur-
rent rate of potential real GDP growth is 
almost exactly equal to realized actual real 
GDP growth in 2004–14, implying “more 
of the same” rather than a radically new eco-
nomic environment. The 1.6 percent poten-
tial growth rate is almost exactly half of the 

realized growth rate of actual real GDP 
between 1972 and 2004; of this difference, 
roughly one-third is due to slower produc-
tivity growth and the other two-thirds to 
slower growth in aggregate hours of work. 

1 R. J. Gordon, “Interpreting the ‘One Big 
Wave` in U. S. Longterm Productivity 
Growth,” NBER Working Paper No. 
7752, June 2000, and in Bart van Ark, 
Simon Kuipers, and Gerard Kuper, eds., 
Productivity, Technology, and Economic 
Growth, Boston, MA: Kluwer Publishers, 
2000, pp. 19–65.  
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2 R. J. Gordon, “Does the New Economy 
Measure Up to the Great Inventions of the 
Past?” NBER Working Paper No. 7833, 
August 2000, and Journal of Economic 
Perspectives, 14(4), 2000, pp. 49–74. 
Return to text.
3 R. J. Gordon, “The Demise of U. S. 
Economic Growth: Restatement, Rebuttal, 
and Reflections,” NBER Working Paper No. 
19895, February 2014. 
Return to text.
4 The headwinds were introduced in R. 
J. Gordon “Is U.S. Economic Growth over? 
Faltering Innovation Confronts the Six 
Headwinds,” NBER Working Paper No. 
18315, August 2012. 
Return to text.
5 R. J. Gordon and I. DewBecker, 
“Controversies about the Rise of American 
Inequality: A Survey,” NBER Working Paper 
No. 13982, May 2008, and “Selected Issues 
in the Rise of Income Inequality,” Brookings 
Papers on Economic Activity, 2, 2007, pp. 
169–92.  
Return to text.
6 R. J. Gordon, “A New Method of 
Estimating Potential Real GDP Growth: 
Implications for the Labor Market and the 
Debt/GDP Ratio,” NBER Working Paper 
No. 20423, September 2014.  Return to text.

The first “Great Wave of Globalization,” 
during the late 19th and early 20th cen-
turies, witnessed a historically unprece-
dented rise in spatial economic integration. 
Between 1850 and 1913, transportation 
costs plummeted, information flows accel-
erated, tariffs fell, trade treaties such as 
free trade agreements with unconditional 
most-favored-nation clauses and treaty 
ports proliferated, and empires expanded. 
In addition, a set of global financial inter-
mediaries flourished, migrants flowed to 
previously unsettled regions in unprece-
dented numbers, and economic and politi-
cal stability was largely the norm. 

Unsurprisingly, many commodity 
prices converged and the export share of 
total production increased dramatically, 
doubling or tripling in many small, open 
economies between 1850 and 1914. In 
addition, new markets opened up to inter-
national trade and previously unavail-
able varieties of goods became accessible. 
Patterns of specialization and production 
processes were transformed. All of these 
forces significantly affected the living stan-
dards of those participating. Modern eco-
nomic growth, meaning sustained rises 
in the standard of living, became the new 
norm. Social and political transformations 
also accompanied this episode of great 
integration.

My research, in collaboration with 
Michael Huberman, David Jacks, Dan Liu, 
Dennis Novy, and Kim Oosterlinck, seeks 
to shed further light on the causes and con-
sequences of the international trade boom 
between 1870 and 1914. How much did 
trade costs actually fall in this period of 
globalization? What fraction of the rise in 
trade flows can be explained by the decline 
in trade costs? What was the relative con-
tribution of geography, policy, and tech-
nology in explaining the first wave of glo-
balization? What impact did trade costs 
and trade integration have on welfare and 
then on institutional and policy outcomes 

such as labor standards or the level of 
democracy?

To help answer these questions we have 
digitized and compiled a large amount of 
historical data from national data sources 
covering bilateral trade flows, GDP, gross 
production, and many other geographic 
and policy variables. Comprehensive bilat-
eral trade data were recorded in the 19th 
century by national authorities and colo-
nial powers, since a large fraction of gov-
ernment revenue came from taxes on inter-
national trade. Moreover, as I will detail 
below, not only can we make use of aggre-
gate bilateral trade data, but economic his-
torians are now able to rely on bilateral, 
product-level trade flows which provide 
greater granularity and deeper insight into 
the mechanics of the first wave of global-
ization. While research is only just begin-
ning as regards the latter, these data will 
allow us to gain a greater understand-
ing of forces driving globalization and its 
connections to economic growth, both in 
industrial leaders and their followers. Such 
questions potentially have great relevance 
today both to developing countries and to 
leading countries that are being strongly 
affected by globalization. This brief survey 
discusses what emerges when we combine 
these data sets and analyze them with the 
help of trade theory and modern empiri-
cal methods.

Trade Costs and the 
Determinants of Globalization 

Trade costs can be broadly defined as 
the resource costs of shipping and trad-
ing commodities across international bor-
ders. When such trade is costly, foreign 
demand for domestic goods is assumed to 
be lower than it would be in the absence of 
such costs. What role did these costs play 
in explaining the growth of international 
trade and the types of goods traded during 
the first globalization? Especially impor-
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tant is understanding how much trade 
costs mattered relative to other deter-
minants, such as economic growth and 
comparative advantage.

Previous work in economic his-
tory has emphasized the rapid decline in 
transportation costs and the fall in tar-
iffs.1 However, a number of other trade 
costs mattered over this period, and not 
all of them followed the same path as 
real transportation costs. My collabora-
tors and I have built up a number of his-
torical datasets that allow us to track the 
evolution and impact over time of trade 
costs other than trans-
portation and tariffs. For 
instance, my research with 
J. Ernesto López-Córdova 
covering 28 countries 
between 1870 and 1910 
uses a gravity model of 
bilateral trade flows.2 
We find that when two 
nations adopted the gold 
standard, trade was higher 
by 15 percent, on average, 
relative to non-adopters. 
Monetary unions, politi-
cal alliances, language, and 
trade treaties also affected 
the direction of trade.

Many other factors 
determine trade costs, and 
very often these are unob-
servable or impossible to measure in any 
conventional sense. In this case, a struc-
tural approach to trade costs can be 
taken. Jacks, Novy, and I measure trade 
costs as the scaled difference between 
domestic and international trade flows.3 
The structural approach provides a mea-
sure of trade costs in terms of a tariff 
equivalent, and it is often referred to as 
the Head-Ries measure. This measure 
is quite general and is consistent with 
nearly all leading theoretical models of 
trade. Our data for the U.S., U.K., and 
France and their major trading part-
ners between 1870 and 1913 show that 
trade costs fell at a rate of about 0.3 
percent per year, which is significantly 
slower than the decline in average mari-
time freight rates of 2 percent per year. 
Our explanation for this is, first, that 

our all-encompassing trade-cost mea-
sure captures many other frictions which 
were slower to decline than freight rates. 
These include border frictions, legal and 
cultural barriers to trade, and significant 
rises in tariffs during the period. Another 
crucial aspect to highlight is that inter-
national integration can only rise when 
the relative costs of engaging in interna-
tional trade fall. During this period, the 
railroad and many other domestic infra-
structure projects promoted internal as 
much as international integration. 

We also studied the effects of the 

decline in overall trade costs between spe-
cific pairs of countries. We analyzed 130 
unique country pairs covering approxi-
mately 70 percent of global exports and 
68 percent of world GDP in the period 
1870 to 2000.4 Using our methodology, 
we show how to decompose the growth 
in trade between two factors: trade-cost 
changes and economic growth. We find 
some differences across major countries like 
the U.S., France, and the U.K. and between 
different periods. For instance, while trade-
cost declines explain about 60 percent of 
trade growth between 1870 and 1913, 
they only explain 30 percent in the period 
1950–2000. In each period, the remainder 
of trade growth appears to be coming from 
economic growth. Thus, while we expe-
rienced roughly equal increases in global 
trade flows during the two waves of glo-

balization, the drivers of growth in over-
all trade in 1870–1913 and in 1950–2000 
appear to have been quite different. 

The Margins of Trade and the 
First Wave of Globalization

Recently my collaborators and I 
have begun to use disaggregated histori-
cal trade statistics to understand better 
the underlying dynamics of globaliza-
tion and its impact on local economies. 
Using newly digitized bilateral, prod-
uct-level trade data for Belgium, a typi-

cal industrializing, small, 
open economy between 
1870 and 1913, we illus-
trate that globalization 
in the 19th century had a 
very important “extensive 
margin.”5 While the exist-
ing literature on pre-1914 
globalization has empha-
sized a “great specializa-
tion,” this characterization 
fails to take into account 
that a significant fraction 
of the growth of trade 
was due to the export of 
new goods and the open-
ing up of new markets. 
Significant amounts of the 
observed trade flows were 
also in fact already intra-

industry. This observation leads us to 
believe that then, as now, firm-level het-
erogeneity and trade costs mattered.

We first decompose the growth of 
Belgian manufacturing exports into an 
intensive margin (old products and old 
countries) and an extensive margin (new 
goods and new countries). Between 
1880 and 1910 about 58 percent of 
the growth in the value of exports was 
accounted for by the appearance and 
growth of exports of new goods. In this 
case, 45 percent of the growth is attrib-
utable to the intensive margin or prod-
ucts that were already being shipped in 
1870. A small set of exports was discon-
tinued, acting to reduce trade by about 
3 percent less than would otherwise 
have been the case.

We are also able to track the evolu-

tion and impact of a number of trade 
costs, some of which acted as “fixed” 
costs to exporting, and some of which 
acted as “variable” trade costs. We find 
evidence that diplomatic representa-
tion, colonial ties with other leading 
nations, and absence of a common lan-
guage acted to alter the fixed costs 
of trade, implying that these factors 
helped generate — or limited, in the 
case of trade with colonies of the great 
powers — export success in new goods, 
such as tramways and other high qual-
ity/high value-added manufactures. 

We also find other evidence consis-
tent with the idea that firm-level hetero-
geneity was important in the first period 
of globalization. Gravity regressions by 
product or industry reveal a range of 
elasticities with respect to observable 
trade costs that depend on the type of 
good and industry. This is consistent 
with the predictions of modern mod-
els of trade with heterogeneous firms. 
A final finding is that, as fixed costs 
fell and presumably as new firms found 
it profitable to enter export markets, 
many industries experienced relatively 
slow productivity growth as low-pro-
ductivity entrants were now able to sur-
vive. This was especially true in older, 
more-established industries. Although 
Belgium experienced a rise in productiv-
ity, overall productivity growth between 
1870 and 1910 was much slower than 
we would expect in the midst of such an 
unprecedented trade boom, and it was 
much lower than productivity growth in 
the new-goods sectors. Since the former 
made up for a greater share of total out-
put than the latter, overall productivity 
growth was muted despite falling trade 
costs. We ascribe this finding to “nega-
tive” selection effects.

The Impact of International 
Trade: Welfare, Institutions 
and Policies

Trade costs also directly affected 
welfare and institutional outcomes of 
interest in the first wave of globaliza-
tion.6 Market potential, essentially the 
global demand for a country’s output, is 

limited by trade costs and hence by the 
level of integration. Many studies cov-
ering the past few decades have found 
that higher market potential is strongly 
related to higher income per person. In 
this context, Liu and I study the impor-
tance of market potential in the late 
19th and early 20th centuries.7 This work 
addresses an important and long-run-
ning historical debate about how the 
U.S. overtook Great Britain in produc-
tivity leadership in the late 19th century.

The economic history and economic 
growth literature has often attributed this 
event to the outsized U.S. domestic mar-
ket. We find however that theory-based 
empirical measures of market size (i.e., 
market potential) for the U.S. are not sig-
nificantly larger than they were for Great 
Britain, France, or Germany circa 1900. 
To be sure, international borders greatly 
reduced the leading European nations’ 
trade, such that they faced an effective 
60 percent ad valorem-equivalent tariff 
on their exports. At the same time, their 
domestic markets were dense and well-
connected via water routes and extensive 
internal infrastructure, including roads, 
canals and railroads. We conduct a coun-
terfactual simulation within a general 
equilibrium model of trade and find 
that had some of the smallest economies 
of the time (such as Belgium, Canada, 
Denmark, and Switzerland) been able to 
sell into global markets without facing 
international borders, their real per cap-
ita incomes could have risen to the levels 
attained by the U.S. 

It is worth asking whether insti-
tutional and policy changes in the late 
19th century were related to the first 
wave of globalization. First, observe that, 
from the middle of the 19th century, 
many countries dramatically extended 
the franchise, thereby increasing the 
level of ostensible democracy. A similar 
trend coincided with the more-recent 
wave of globalization, as the number 
and share of democracies in the world 
rose dramatically from the 1960s. Open-
economy models of institutional change 
highlight that if trade induces a more-
even distribution of income — say, as 
labor benefits from an increase in global 

demand — then greater democracy could 
result.8 We use an instrumental-variables 
strategy inspired by Jeffrey Frankel and 
David Romer to see whether, in the first 
wave of globalization in particular, expo-
sure to trade flows, might have had a 
causal impact on democracy.9 There is 
little evidence that it did.10 However, in 
the late 20th century, we find that there 
was a statistically significant and positive 
relationship between these variables that 
was strengthened when the middle class 
benefitted from globalization, much as 
theory predicts.

Like modern economists and pol-
icy makers, authorities in the late 19th 
century wondered whether the techno-
logical changes affecting the integration 
of global markets would lead to intense 
labor market competition and a race 
to the bottom in terms of social pol-
icy. Bismarck, amongst others in Europe 
and the U.S., worried that domestic pro-
ducers would be negatively impacted 
by radical changes to the social welfare 
state — such as the child labor laws, lim-
its on working hours, and other labor 
standards which they were instituting. 
Despite the pessimism, labor standards 
were implemented in many countries. 
Strikingly, the data clearly show that 
a number of leading countries heavily 
exposed to international trade vigor-
ously and enthusiastically adopted new 
labor regulations. Our research shows 
that country pairs that traded extensively 
with one another were more likely to 
adopt the labor standards of their trad-
ing partners.11 Evidently, trade can be 
used as a lever for better social protec-
tion, and globalization does not always 
promote a race to the bottom.

Further Horizons

Recent research using new trade 
data and theory-based methodology 
has advanced our understanding of the 
causes and consequences of the first wave 
of globalization. Future work will pro-
vide new evidence based on recently 
digitized bilateral, product level trade 
for the United States, and this should 
shed further light on the industry-level 
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growth impact of the first wave of glo-
balization in an important industrializer. 
Together with similar datasets that are 
currently being processed by research-
ers around the world for China, France, 
Germany, Italy, Japan, Switzerland, and 
the U.K., a new view, or at least a greatly 
enhanced vision, of 19th century glo-
balization is sure to emerge. Countries 
did not compete and grow based only 
on their factor endowments. Like today, 
producers and consumers gained from 
access to new finished and intermedi-
ate goods and higher-quality varieties of 
already existing goods, such that the wel-
fare gains from trade strongly contrib-
uted to rises in living standards during 
the first wave of globalization. 
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Retail financial institutions worldwide 
are facing greater competition and regu-
latory scrutiny. This makes it increasingly 
important for them to understand the driv-
ers of consumer demand for basic finan-
cial services if they are to maximize prof-
its, improve social impacts, and address 
public policy concerns. Researchers also 
need to understand these drivers in order 
to calibrate, shape, and test models in fields 
ranging from contract theory to behav-
ioral economics to macroeconomics to basic 
microeconomics. Likewise, policymakers 
need to understand these drivers in order 
to sift through a plethora of potentially rel-
evant theories and set appropriate regula-
tions. Much of our research seeks to iden-
tify the effects of pricing and marketing on 
demand for short-term loan and savings 
products in developing countries. 

Pinning down causal effects of financial 
institutions’ pricing and marketing strategies 
is complicated by at least five issues. One is 
the classic social science problem: Relying 
on observational data is fraught with the 
risk that changes in price or marketing 
are correlated with other changes — in firm 
strategy, in the macroeconomy, in house-
hold budget constraints — that drive selec-
tion. This is a particular concern when esti-
mating treatment effects from expanding 
access to financial products such as credit, 
savings, or insurance. A second issue, inti-
mately related to the first, is low statistical 
power due to limited variation in key policy 
parameters. A firm making a single change 
to pricing, a product, or marketing is basi-
cally generating a single data point of vari-
ation. The effects of the single change are 
difficult to disentangle from other contem-
poraneous changes affecting the firm and 
its constituents. This is a particular concern 
for savings products, as compared to loans, 
since one-size-fits-all pricing is more com-
mon and direct marketing is less common 

with savings products. These two issues 
are the primary motivation for employing 
experimental methods. 

A third complicating issue is that most 
measures of demand sensitivity — for exam-
ple, demand elasticities — are not funda-
mental or unchanging parameters. We 
expect demand sensitivities to change with 
factors like competition, labor market con-
ditions, and search costs. A fourth issue is 
that a firm’s levers are rarely perfect repre-
sentations of a single parameter. For exam-
ple, variations in price, in particular, may 
be confounded by other factors changing 
simultaneously and may therefore lead to 
deceiving results if interpreted strictly as an 
estimate of demand sensitivity. A fifth issue 
is that strategy often requires an under-
standing of underlying mechanisms, while 
identifying mechanisms requires observ-
ing off-equilibrium behavior. For example, 
observing loan repayment and other bor-
rower behaviors under atypical conditions 
can help test theories of asymmetric infor-
mation or liquidity constraints. 

We address these challenges using field 
experiments implemented by financial insti-
tutions in the course of their day-to-day 
operations. The partnering financial institu-
tions randomly assign prices, communica-
tions, or access to products, generating vari-
ation that is uncorrelated with other factors 
that vary endogenously over time or people. 
This addresses Issue One above. The finan-
cial institutions randomize policies at the 
individual or neighborhood level in order to 
generate sufficient statistical power to iden-
tify causal effects. This addresses Issue Two. 
In some instances, the financial institutions’ 
randomized policies are implemented across 
sufficiently different people or markets, and 
are in place for long enough or with vary-
ing lengths of time, that we can examine 
under what conditions demand varies. This 
addresses Issue Three.1 In another instance, 
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