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Abstract 

This paper analyzes business-, industry- and region-specific survival 
determinants. The data is for all German manufacturing businesses in the 1992-
2005 period. Our results suggest that the probability of survival is lower for 
small, young and for relatively mature establishments. A relatively high start-up 
size, an above average share of highly qualified employees in the 
establishments as well as a high qualification of the regional workforce has a 
positive effect. We find higher hazard rates in agglomerated areas and generally 
in the eastern part of the country. Hazard rates are also higher in capital-
intensive industries, in industries with a high minimum efficient size and in 
industries with high labor-unit costs. Establishments in high-tech industries enjoy 
relatively good survival prospects. A rather specialized regional industry 
structure increases the risk of failure.  
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1. Introduction1 

It is widely recognized that entrepreneurship and new business formation can 

make an important contribution to economic growth. Their main effect on 

economic growth is, however, not solely due to job creation within the new 

businesses because they simultaneously may displace incumbent businesses. 

Probably more important than their job creation is that they spur innovative 

competition by challenging the incumbents as Schumpeter (1937, 1942) has 

already argued for the case of radical innovations. This implies that not all new 

businesses are equally important for their impact on growth. It is plausible to 

assume that particularly those new businesses which prove to be competitive 

and survive exert a challenge on the incumbents while the ‗mayflies‘, i.e. those 

new firms which have to exit the market after an only short period of time do not 

have any significant effect. This hypothesis has been confirmed by a number of 

recent studies (Falck, 2007; Fritsch and Noseleit, 2009; Fritsch and Schindele, 

2010). 

This paper analyzes the survival determinants of manufacturing 

establishments using a multi-dimensional approach, i.e., simultaneously 

accounting for business-, industry- and region-specific factors. Our investigation 

is based on a panel data set of all German manufacturing establishments for the 

period 1992 to 2005. To the best of our knowledge, applying a multi-dimensional 

approach on survival determinants to a panel of manufacturing firms has not 

been done previously. Unlike most previous studies that analyzed survival 

determinants particularly for relatively new businesses, we include both young 

and mature firms. In accordance with previous studies our analysis shows that 

relatively small and young businesses face a relatively high hazard of exit. 

Higher propensity for exit is, however, also found for more mature businesses 

                                            
1
 We gratefully acknowledge the assistance of Tanja Hethey at the Research Centre of the 

Institute for Employment Research in Nuremberg during the on-site visits and remote-access 
use of the data. Moreover, we are indepted to René Soellner and Michael Wyrwich for helpful 
comments on an earlier version of this work.  
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older than about eleven years. While a high qualification of business‘ employees 

is conducive to survival, high capital intensity and high minimum efficient size of 

the industry prove to be unfavorable. In contrast to some other studies (e.g., 

Audretsch, Howeling and Thurik, 2000) we find that belonging to a high-tech 

industry or to a high-growth industry is associated with positive survival 

prospects. Survival chances are lower in high-density areas and, generally, for 

businesses located in the eastern part of the country, the former German 

Democratic Republic. 

The following section (Section 2) provides an overview on hypotheses 

and empirical evidence with regard to the factors that may determine the 

survival of businesses. Section 3 introduces the data, the estimation procedure, 

as well as the basic definitions of variables and the expected signs. The results 

of the empirical analysis are presented in Section 4 and the final section 

(Section 5) concludes. 

2. The determinants of new business survival  

Our discussion of the possible determinants of new business survival focuses on 

three types of influences: internal characteristics of the businesses, industry- 

and region-specific characteristics. We neglect factors such as personal 

characteristics of the entrepreneurs or business strategy since our data, 

unfortunately, does not cover these issues. 

2.1 Business-specific characteristics 

The organizational ecology literature has argued that the failure risk of new 

businesses will decrease as they age (Stinchcombe, 1965; Dunne et al. 1989; 

Mata and Portugal 1994; Mitchell 1994) what has been termed the ‗liability of 

newness‘. The basic argument states new businesses face a number of special 

problems establishing an organizational structure, establishing relationships to 

suppliers and customers, acquiring suitable personnel and getting the new unit 

working efficiently enough to hold pace with competitors (Bruederl, 



3 

 
Preisendoerfer and Ziegler, 1992; Carroll and Hannan, 2000; Jovanovic 2001). 

Moreover, start-ups tend to enter the market at a scale that is below the 

minimum efficient size and have to grow quickly in order to be productive 

(Audretsch, 1995; Farinas and Ruan, 2005; Hoppenhayn, 1992). According to 

such difficulties, it may take a considerable period of time until they earn their 

first profit. Hence, the ‗liability of newness‘ may also be a ‗liability of smallness‘ 

(Aldrich and Auster, 1986), as has been found in many empirical studies.2 A 

further reason for higher exit rates of small firms could be that well-established 

firms may also have better access to capital and labor markets that, in turn, 

improve their survival prospects (Perez et al. 2004). 

Bruederl and Schuessler (1990) and Fichman and Levinthal (1991) among 

others have found that with an increase of age, the hazard rate of firms follows 

an inverted u-shaped pattern. The probable reason for such a ‗liability of 

adolescence‘ is that during the first months and years they are protected by their 

initial resource endowments, and do only give up when these initial resources 

are exhausted and hope for success has faded away. However, as firms age 

and gradually adapt to the environment and consolidate their market positions, 

the risk of failure decreases. A number of authors assume that firms may also 

experience a ‗liability of aging‘ so that hazard rates increase when they mature 

(Hannan, 1998; Baum, 1989). The reason for such a development could be an 

erosion of their products, business concepts and their technology (‗liability of 

obsolescence‘) or sclerotic inflexibility of long-established organizations (‗liability 

of senescence‘) (Barron et al., 1994; Ranger-Moore, 1997). Problems of finding 

a suitable successor who is willing to take over the business may lead to higher 

hazard rates of older businesses, particularly of owner-managed firms.3 

Empirical tests of these hypotheses are rare, probably because they require 

long time-series of data about cohorts of businesses which are rarely available. 

                                            
2
 See e.g. Mata and Portugal (1994), Audretsch and Mahmood (1995), Geroski (1995), Honjo 

(2000), Segarra and Callejon (2002). 

3 The notions of liability of senescence and newness are not contradictory but relate to two 

different development stages of firms, i.e., early ―youth‖ and ―maturity‖ (Perez et al., 2004).  

http://dict.leo.org/ende?lp=ende&p=5tY9AA&search=contradictory
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By investigating hazard rates of German start-up cohorts, Schindele and Weyh 

(2009) could confirm a relatively high risk of exit for older firms.   

According to the resource based approach firm performance should depend 

on the amount and the quality of resources that a business has mobilized. For 

example, Brixy and Kohaut (1999) and Bellmann, Bernien and Koelling (2003) 

found a positive impact of the technological equipment a business possesses, 

and Brüderl and Preisendörfer (2000) discovered the positive impact of 

innovative strategies on the success of new businesses. Another indicator of the 

quality of a new business might be the quality of the jobs that it generates. For 

instance, Brixy, Kohaut, and Schnabel (2006) found a positive relationship 

between the qualifications of the employees and the success and growth of the 

new businesses. Bellmann, Bernien, and Koelling (2003) confirmed the finding 

when they showed a positive relationship between the number of employees 

with vocational training and a firm‘s success. We, therefore, expect that the 

higher the quality of an entry, e.g., measured by the qualification of its 

employees, the greater its survival chances.  

2.2 Industry-specific determinants 

In industries where the minimum efficient size is relatively small, survival rates 

should be higher than in large scale industries and industries characterized by 

high capital intensity (Audretsch et al., 2000; Mayer and Chappell, 1992; 

Tveteras and Eide, 2000). This should particularly hold for new businesses 

which typically begin considerably below the minimum efficient size and are 

therefore confronted with cost disadvantages compared to their efficiently-scaled 

competitors (Mata et al., 1995). However, distinct barriers to entry such as a 

large minimum efficient size or high-capital intensity could also induce a self-

selection process that results in relatively few, but high-quality start-ups with 

above-average chances of surviving (Dunne and Roberts, 1991). Due to such 

different and contradicting effects, the effect of the level of entry barriers and 

survival rates of new firms is a priori unclear 
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Survival chances should be relatively low in industries which are 

characterized by high labor unit costs because of problems to attain profitability 

(Patch, 1995). Prospering and growing industries should provide a more 

conducive environment for firm‘s economic success and survival than a 

declining industry (Bradburd and Caves, 1982; Rosenbaum and Lamort, 1992; 

Audretsch, 1995; Boeri and Bellmann, 1995) due to a relatively low intensity of 

competition. Because the industry growth rates have opposite effects on firm 

survival, the overall effect is a priori unclear. 

According to the organizational ecology approach one may expect that 

firm survival will be lower in populations exhibiting a large number of new entries 

due to relatively intense competition on the input side as well on the output side 

(Hannan and Freeman, 1989; MacDonald, 1986; Sterlacchini, 1994; Audretsch, 

1995). Since entries represent continuously renewed challenges to incumbents, 

and each generation of entrants has to face continuously renewed challenges to 

incumbents posed by the new waves of entrants each year (Mata and Portugal, 

1994), we expect a negative impact of the industry start-up rate on firm survival.  

Although innovative industries tend to have above-average growth rates, 

a high level of innovative activity in an industry may make entry more risky; 

consequently, the effect on new firm survival should be negative (Brüderl et al., 

1992; Audretsch, 1995; Audretsch et al., 2000; Licht and Nerlinger, 1998). In 

accordance with findings of Audretsch and Mahmood (1995), Audretsch et al. 

(2000) and Segarra and Callejon (2002), one may therefore expect relatively low 

survival chances for firms operating in R&D intensive industries because of the 

prevalence of high uncertainty. Survival chances may, however, greatly depend 

on a firm‘s ability to develop specific capabilities, which can be improved by 

investing in R&D (Penrose, 1959; Wernerfelt, 1984; Barney, 1991; Teece, 

Pisano and Shuen, 1997). From this point of view, undertaking R&D activities 

might be positively related to competitive advantage and to firm survival (Perez 

et al., 2004). Due to these contradicting effects and empirical results, business 

survival in R&D-intensive industries is a priori unclear. 
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2.3 Region-specific determinants 

The observation that economic activity tends to be clustered in space 

(Audretsch and Feldman, 1996; Porter, 1998; Cooke, 2002) suggests that 

certain agglomeration economies exist which can compensate for the negative 

effect of density such as intense competition from other firms located in the 

vicinity which may lead to relatively intense competition on the input-side as well 

as on the output-side of the market. Such advantages of setting up a new 

business in a large agglomeration could include the availability of large, 

differentiated labor markets and of specialized services, easy access to 

research institutions, spatial proximity of large numbers of customers as well as 

other firms in the industry that may facilitate knowledge spillovers. It is, however, 

unclear whether such advantages result from the proximity to firms that are 

related to the same industry (localization economies) or to diverse kinds of 

actors and institutions (urbanization economies). The respective empirical 

evidence is rather mixed. While several studies found evidence for positive 

effects of being located in an agglomeration on firm survival (Keeble and 

Walker, 1994; Fotopoulus and Louri, 2000), other studies (e.g., Audretsch and 

Vivarelli, 1995; Gerlach and Wagner, 1994) identified a significant negative 

impact. Hence, the impact of agglomeration as such is a priori unclear. 

A main reason for the unclear effect of agglomeration on new business 

survival may be the close relation of respective indicators such as population 

density and other measures like qualification structure of employees, regional 

R&D intensity, intensity of regional competition, regional price-level etc.  

 Associated with agglomeration theories, some researchers have noted 

the importance of industry localization. Based on the assumption that knowledge 

externalities exist within the same industry, Loesch‘s (1954) location theory 

indicated the relevance of industry localization. Within this context, Arrow (1962) 

suggested the concept of sticky knowledge, Romer (1986, 1990), Lucas (1993), 

and Krugman (1991) found that concentration of industry within geographical 

regions facilitated knowledge spillover across firms and that externality within a 

geographical boundary yields increasing returns. Focusing on spillovers among 
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firms within an industry, the Marshall-Arrow-Romer (MAR) model suggests that 

geographical specialization absorbs knowledge spillovers among firms. The 

geographical specialization emphasized in the MAR model is assumed to be 

within an industry, not across industries. Differing from the MAR theory, Jacobs 

(1969) indicated that diversity of industries and knowledge spillovers across 

geographically close industries promotes innovation and growth. For Jacobs 

(1969), exchange of complementary knowledge across diverse industries yields 

greater returns because it allows for new economic knowledge-inter-industry 

spillover (Acs et al., 2006). Whereas Glaeser et al. (1992) and Feldman and 

Audretsch (1999) investigated industry specialization versus diversity on 

employment growth, Acs et al. (2006) analyzed specialization versus diversity 

on firm survival, and they came to the same conclusion – that industry 

specialization does not help employment growth and firm survival. Dumais et al. 

(2002) found that plants are less likely to close in regions that belong to the 

geographic centers of the industry, while entry is more likely and growth is faster 

on the periphery. However, this result refers to plant closure in general and not 

the closure of newly founded businesses. Based on these findings, we expect a 

positive impact of a region‘s industry specialization on business survival.  

A high level of innovative activity in a region (e.g., measured by the share 

of R&D employees) could be conducive to new business survival due to a high 

level of regional spillovers (Krugman, 1991). On the other hand, a highly 

innovative environment make entry more risky; consequently, its effect on firm 

survival could be negative (Brüderl et al., 1992; Audretsch, 1995; Audretsch et 

al., 2000). For this reason, the effect of innovation activity at a certain location 

on the survival of businesses is a priori undetermined. 

We expect a negative relationship between the regional start-up rate and 

business survival because a high level of entry should lead to relatively high 

levels of competition and intensive market selection.   

Regional employment growth serves as an indicator of local demand. 

Since prospering demand should be conducive to the survival of new 

businesses we expect a positive effect on the survival chances. Regional 
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employment growth can also be regarded an indicator for the overall economic 

strength of the region in which a new business is located.  

Germany offers the unique possibility of comparing developments in two 

parts of the country, East and West Germany, which have experienced rather 

different political regimes and are characterized by rather distinct socio-

economic conditions.  While the western part of the country became a 

prospering market economy after World War II, East Germany has been under a 

socialist regime until the year 1990 and is since then experiencing a 

fundamental process of transformation to a market-driven system (Fritsch, 

2004). There are only few studies investigating differences in firm success and 

survival in East and West Germany which is probably mainly due to data 

limitations. It has been shown that East German entry cohorts in the early 1990s 

experienced relatively high survival rates (Brixy and Grotz, 2004; Fritsch, 2004) 

what may be explained by the ‗density delay‘ hypothesis which posits that 

organizations which were set-up at a time where the economic environment has 

not been very crowded have higher survival rates than organizations founded in 

periods with higher density (Carroll and Hannan, 1989, 2000).4 Accordingly, as 

more and more firms had entered the East German market, survival rates of 

entry cohorts declined year by year and, after 1998, were below the West 

German level (Fritsch, 2004). Our dataset covers start-up cohorts of the years 

1992 to 2005 and allows a more detailed analysis of differences in the survival 

of new businesses between the two parts of the country.  

3. Data and empirical methodology 

Our data about the survival of German manufacturing establishments are based 

on the Establishment History Panel prepared and provided by the Institute for 

Employment Research at the Federal Employment Agency. It contains 

                                            
4
 Due to the fact that East Germany faced a nearly complete lack of entrepreneurial activity up to 

the year 1989, there was a ‗window of opportunity‘ for entrepreneurs during the first years 
following the transition characterized by limited competition and many market opportunities that 
resulted from the rather limited availability of goods and services under the former socialist 
regime. 
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information about all German establishments that have at least one employee 

subject to mandatory social security payments (see Spengler, 2008, for a 

description of the data). Hence, businesses consisting only of the owner are not 

included what leads to a slight underestimation of the whole business 

population. However, businesses enter the database as soon as the first 

employee is hired.5 The data provides calendar date information about 1.3–2.5 

million establishments per year, i.e. we know the exact date at which a new 

business entered or exited the data base. Although the data provides 

information on West German establishments from the year 1975 onwards, we 

restrict our analysis to those businesses that have been set up in the 1992 to 

2005 period in order to compare the development of East and West German 

firms.6 By restricting the sample to businesses that have been set up between 

1992 to 2005 we avoid left-censoring – a problem in duration analysis that is 

caused if it is only known that birth happened before a specific point in time 

without knowing the exact point in time. Nevertheless the data might contain 

another source of left-censoring: a new business will be observed for the first 

time when an employee that is subject to social assurance and thus the real 

time of entry might be delayed. For several reasons, such as the engagement of 

seasonal workers or data misspecifications, there are many businesses in the 

dataset with a survival time of less than one year, often for just a few days and 

weeks. Since the majority of such cases can hardly be regarded to represent the 

activity of new economic entities we excluded them if the survival time was less 

                                            

5 There may be some misspecification in the data because the year of hiring a first employee is 

taken as the time of start-up even if the establishment was already in existence prior to this time 
without any employee subject to mandatory social insurance. The share of such cases is, 
however, rather small (see Fritsch and Brixy, 2004). There is no database available in Germany 
that provides complete coverage of those new businesses that never have any employees, so 
the number of these cases is unknown. Since these businesses create a job only for the 
founder, one may well assume that they cannot be regarded ‗Schumpeterian‘ start-ups in terms 
of their contribution to overall employment. 
6 We exclude all establishments with the entry date 1 January 1991 and earlier since all 

establishments in East Germany founded before this date show that date as their entry date 
even if they were set up before that time. In addition, we determine that a firm failed if the 
establishment exited the market not later than 31 December 2005 since all establishments that 
still exist show 31 December 2005 as their exit date. This leads to a slight underestimation of 
firm failures that exit the database on the exact date of 31 December 2005. 
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than one year. Furthermore, we excluded all new entities with more than 20 

employees in the first year of their existence since most of these cases 

represent a reorganization of an already existing firm such as the 

establishments of a subsidiary plant.7 The analyses reported here are restricted 

to the manufacturing sector since the service industries represent a total 

different case that should be analyzed separately. 

Previous analyses of new business survival often used binary choice 

models, i.e., probit and logit models (Audretsch, 1995; Boeri and Bellmann, 

1995), or tobit models (Wagner (1994) using yearly information on entry and/or 

exit of new entities. Whereas these traditional cross-section techniques examine 

the unconditional average probability of the occurrence of an event during a 

certain period (in most cases during a year) or the average duration (time of 

survival), a survival duration model allows to control for both the occurrence of 

an event (i.e., the failure of a firm) and the timing of the event (i.e., the elapsed 

time till the failure took place). More generally, duration analysis allows to model 

the time to event and takes into account the evolution of the exit risk and its 

determinants over time (Perez et al., 2004).  

Since in most cases, a number of the newcomers in a sample will not 

have failed during the period of analysis, the information on their life-span is 

incomplete and right censored. Hence, applying conventional statistical methods 

may result in biased and inconsistent estimates (Mata and Portugal, 1994). The 

hazard model is specifically designed to deal with this problem. According to 

Kalbfleisch and Prentice (1980), the hazard function is defined as the probability 

that a firm exits the market in period  given that it has survived until  and 

conditional on a vector of (time-varying) covariates : 

 . 

                                            
7
 The number of new establishments with more than 20 employees makes up about 2.5 percent 

of all cases including some rare cases with several hundred employees. This is a well 
established procedure for cleaning the data. The results do not change very much if we include 
all new establishments, but the share of rather doubtful cases among the numbers with more 
than 20 employees in the first year is rather high. 
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Here,  is a non-negative random variable (duration), which is assumed to be 

continuous, so that  is an instantaneous exit rate, i.e. this model encloses 

exit rates on a daily basis.. Estimating such a model requires an a-priori 

specification of the functional form. Unlike the traditional models, such as probit, 

logit and tobit, that all make distributional assumptions, the Cox Proportional 

Hazards Model (Cox, 1972) is more attractive since there exist no strong 

theoretical or empirical argument for a particular distributional form for the 

probability of firm failure (probit and logit) or firm age (tobit). Moreover, the 

potential problem of unobserved heterogeneity is overcome (Dolton and Van-

der-Klauw, 1995). The hazard rate in the Cox proportional hazard model is given 

by 

 , 

where is the baseline hazard function obtained for values of covariates 

equal to zero ( ). Hence, the effect of the independent variables is a 

parallel shift of the baseline function, which is estimated for all those firms 

surviving up to a particular point in time. By leaving the baseline function 

unspecified, the model is estimated maximizing a partial likelihood function 

related to the vector of coefficients . 

In a first step of analysis, we first conducted two non-parametric tests of 

equality of survival functions across several groups of firms (e.g., East and West 

German businesses, businesses in R&D-intensive and non-R&D intensive 

industries, etc.) and found that there are statistically significant differences with 

regard to the hazard rate between these groups (Cleves et al., 2004). In 

addition, we conducted stratified Log-rank tests for the equality of survival 

functions of East and West German firms, controlling for the R&D intensity of the 

industry. 
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Table 1: Explanatory variables and expected signs8 

Determinant Definition 

Expected sign for  
relationship with  
business  failure 
risk 

Age Number of years the establishment is operating in the 
respective year. 

(-) 

Age
2
 Quadratic term of age. (+) 

Start-up size Number of employees in the establishment at the time of 
set-up. 

(-) 

High education level Binary variable with the value = 1 if the number of highly 
qualified employees in the establishment is above the 
mean value of the number of highly qualified employees 
in all establishments; value = 0 otherwise. 

(-) 

R&D intensive Binary variable with the value = 1 if the industry is 

classified as R&D intensive
9
; value = 0 otherwise. 

(+/-) 

High-tech Binary variable with the value = 1 if the industry is 

classified high-tech
10

; value = 0 otherwise. 

(+/-) 

Minimum efficient size 75
th
 percentile of establishment size when establishments 

are ordered by the number of employees.
11

 
(+) 

Industry employment 
growth 

Yearly percent change of the number of employees in the 
industry (3-digit level). 

(+/-) 

Industry start-up rate Number of yearly start-ups in an industry per 1,000 
employees in the respective industry and year. 

(+) 

Capital intensity Capital stock divided by the number of employees 
multiplied by the hours worked by the employees per 
industry (2-digit) and year (Source: EU KLEMS 
Database). 

(+/-) 

Labor unit costs  
 

Compensation of employees over gross output per 
industry (2-digit) and year (Source: EU KLEMS 
Database). 

(+) 

Share of regional R&D 
employees 

Number of employees in the region with a degree in 
engineering or natural science 
(Source: German Federal Statistic Office). 

(+) 

                                            
8
 The correlation of all variables used in the analysis is displayed in Table A1 in the Appendix. 

9
 According to Grupp and Legler (2000), manufacturing industries are classified as R&D-

intensive if the ratio of R&D expenditures over sales is 3.5 percent and higher.   

10
 High-tech industries (Grupp and Legler, 2000) have a ratio of R&D expenditures over sales 

higher than 8.5 percent. 

11
 The minimum efficient size of the respective industry is defined as the number of employees 

that the establishments have to achieve in order to be profitable (Wagner 1994; Audretsch 
1995). It is measured by the 75th percentile of establishment size of the respective industry and 
year,i.e. 75% of all establishments in this industry have at least this certain number of 
employees.   
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Regional employment 
growth 

Yearly percent employment change in the respective 
region. 

(-) 

Regional start-up rate Number of yearly regional start-ups per 1,000 employees 
in the respective region and year. 

(+) 

Specialization index Employment share of industry i in region j, relative to the 
respective industry‘s 

share in national employment.
12

 

(-) 

Specialization index
2
 Quadratic term of specialization index. (+) 

Employment density Number of inhabitants in a region per square kilometer 
(log). 

(+/-) 

East Binary variable with the value = 1 if the establishment is 
located in East Germany, value = 0 for location in West 
Germany. 

(+/-) 

  

4. Results 

A first visual impression of survival chances of new businesses over time can be 

provided by a non-parametric kernel smoothed estimate of the hazard function 

(Figure 1).13 It indicates the probability that a business fails in a particular period 

given that is has survived up to this period. In general, we found that the hazard 

rate first increases up to the second year of survival and then continuously 

decreases until the sixth year in East Germany and the ninth year in West 

Germany. After this minimum has been attained hazard rates increase 

monotonically at least until year thirteen.14 In general, the survival probability of 

new businesses seems to be higher in the West as compared to the East. Since 

the pattern of failure risk during the first four years after entry is about parallel for 

both parts of the country, one can say that both East and West German 

establishments are faced with a liability of newness and a liability of 

adolescence to about the same manner. Beginning in the fourth year, however, , 

                                            
12

 This specialization index measures Marshallian specialization externalities and is calculated 
according to Feldman and Audretsch (1999), Paci and Usai (1999), and van der Panne (2004). 

13
 Since the estimator of the hazard function requires a large number of failures at each time 

point to avoid too much variability in the values and the estimator is undefined at points where 
there are no observed events, we used an elaborate method of averaging called kernel 
smoothing (for details, see Klein and Moeschberger, 2003)).   

14
 The kernel smoothed estimates of the hazard function have to be interpreted with caution 

since they are not reliable in the right tail where the number of subjects still being followed is 
rather small (Hosmer et al., 2008). 
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the gap between East and West German businesses in terms of business 

survival starts to grow and persist for the rest of the observation period. Possible 

explanations for a higher failure risk of East German establishments after about 

4 years are manifold. For example, East German businesses, on average, tend 

to have inferior resource endowments in terms of financial resources, 

entrepreneurial skills, human capital, experience in operating a business, etc. 

and worse local market and demand conditions than their West German 

counterparts. Since the number of start-ups and businesses in East Germany is 

much higher during the first years (1991-1996), the characteristics  of the hazard 

rate for Eastern Germany for the first 4-6 years tends to be mainly influenced by 

businesses being set up during the first years after reunification, the time in 

which the window of opportunity still lasts. Thus, the pattern of hazard rates 

(Figure 1) can also be regarded as a confirmation of the ―density delay‖ 

hypothesis which states that organizations set-up at a time when the market was 

not very crowded have higher survival chances than organizations founded in 

periods with higher market density (Carroll and Hannan, 1989, 2000). Since the 

gap in terms of business survival between East and West does not start to grow 

before 199815, this implies a higher intensity of market selection and, thus, 

higher exit risk due to higher market density for East German businesses 

founded in the later years of the transformation process.16 Last but not least, 

most start-ups in East Germany are highly subsidized. Especially in the first 

years after the reunification of Germany, the nearly complete lack of 

entrepreneurial activity in the former German Democratic Republic (GDR) led to 

an ambitious political goal of fostering entrepreneurial activity in that region of 

the country with the hope of narrowing the gap between East and West 

Germany.  Hence, businesses involved in such programs have to survive 

                                            
15

 Since the earliest start-up time of the businesses in our sample is the year 1992, the gap of 
East and West German exit risk does not start before the year 1996, the time when the ―window 
of opportunity‖ began to close, the industry became more crowded, and competition intensified.  

16
 This explanation fits with the findings of Fritsch (2004) who showed that the survival chances 

of East German entry cohorts in the years 1993 to 1997 are relatively high and above the West 
German level, but the survival rates of later cohorts were below the West German level. But, of 
course, also start-ups from later years are included in the East German hazard rate, so that this 
interpretation has carefully to be taken into account. 
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without any financial assistance from a certain point of time after the program 

ends. In contrast to most West German businesses where the selection 

mechanisms already spawned the most efficient start-ups that were adapted to 

the environment and could consolidate their market positions, the failure risk for 

East German businesses seems to persist on a relatively high level after the 

subsidy programs end, whereas it continues to decrease in West Germany. 

On average, there were 212,505 manufacturing establishments in our 

dataset of which 103,942 (45.91 percent) failed during the period of analysis 

(Table 2). The mean survival time amounts to 6.58 years. About 25 percent of 

the establishments have a survival time of more than 10 years and 5 percent 

survived longer than 14 years. On average, the establishments started with 

three employees; just about 10 percent of all establishments started with more 

than 10 employees. Moreover, only 10 percent of the establishments had an 

above-average share of highly educated employees and were operating in 

industries classified as R&D-intensive, whereas 7 percent were active in high-

tech industries.    

Figure 1: Non-parametric hazard rates in East and West Germany 
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There are pronounced regional differences in the three-year (Figure 2) and 

the ten-year (Figure 3) survival rates which strongly indicate the importance of 

regional factors. Relatively high survival rates are particularly found in the 

southern regions of West and East Germany. Except for the regions around 

Hamburg, the survival rates were much lower in the northern part of the country, 

especially in the Ruhr area north-west of Cologne. This spatial pattern seems to 

primarily indicate a North-South divide than an East-West divide. Except for the 

highly agglomerated areas in the south of Germany, such as Stuttgart and 

Munich, survival rates appear to be lower survival in urbanized areas such as 

Berlin, Hamburg, the Ruhr area, and in Frankfurt.  

 

 

Figure 2: Regional distribution of the survival rates after 3 years 
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Figure 3: Regional distribution of the survival rates after 10 years 
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Table 2: Descriptive statistics 

Variable 
Number of 

observations Mean Median 25% perc 75% perc 90% perc 95% perc 99% perc Std. dev. Minimum Maximum 

            Survival time 212,505 6.58 6.00 3.09 9.67 12.87 14.00 14.25 3.94 1.00 14.50 

            Age 1 151,699 4.74 4.00 2.00 7.00 10.00 11.00 13.00 3.25 1.00 14.00 

Age
2
 1 151,699 32.98 16.00 4.00 49.00 100.00 121.00 169.00 40.78 1.00 196.00 

Start-up size (log) 1 098,113 1.04 1.10 0.00 1.61 2.30 2.64 2.94 0.88 0.00 3.00 

  

2.82 3.00 1.00 5.00 10.00 14.00 19.00 2.41 1.00 20.00 

High education level 1 151,699 0.11 0.00 0.00 0.00 1.00 1.00 1.00 0.31 0.00 1.00 

R&D intensive 1 151,699 0.24 0.00 0.00 0.00 1.00 1.00 1.00 0.43 0.00 1.00 

High-tech 1 151,699 0.07 0.00 0.00 0.00 0.00 1.00 1.00 0.26 0.00 1.00 

Minimum efficient size (log) 1 151,699 1.91 1.79 1.61 2.30 2.71 2.89 3.69 0.58 0.00 5.92 

  

6.79 5.99 5.00 10.00 15.00 18.00 40.00 1.79 1.00 372.50 

Industry employment 
Growth 1 031,581 0.11 0.09 0.03 0.15 0.26 0.40 0.69 0.15 -2.74 4.63 

Industry start-up rate (log) 1 151,481 2.95 3.00 2.39 3.58 4.03 4.44 5.54 0.94 -1.14 6.91 

Capital intensity (log) 1 151,699 -2.66 -2.86 -3.14 -2.30 -1.59 -1.37 -1.12 0.65 -4.01 -1.04 

Labor unit costs (log) 1 151,699 -1.27 -1.21 -1.41 -1.13 -1.06 -1.01 -0.95 0.19 -1.74 -0.91 

Share R&D employees (log) 1 051,492 3.95 3.96 3.47 4.38 4.77 5.01 5.46 0.64 1.76 7.06 

Regional employment 
growth 1 120,999 0.12 0.07 0.00 0.17 0.35 0.55 1.07 0.23 -5.67 3.48 

Regional start-up rate (log) 1 151,699 2.85 2.83 2.58 3.06 3.27 3.42 4.77 0.46 1.46 5.62 

Regional employment 
density (log) 1 151,699 3.67 3.33 2.66 4.54 5.84 6.21 6.55 1.31 0.43 6.76 

Regional specialization 
index 1 151,699 1.58E+03 3.99E+02 2.20E+02 1.02E+03 3.05E+03 5.40E+03 1.67E+04 1.92E+04 7.39E+01 1.32E+07 

Regional specialization 
index squared 1 151,699 3.69E+08 1.59E+05 4.85E+04 2.92E+07 9.33E+06 2.92E+09 2.78E+10 1.67E+11 5.46E+03 1.74E+14 

East Germany 1 151,699 0.37 0.00 0.00 1.00 1.00 1.00 1.00 0.48 0.00 1.00 
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Since we expected differences in the survival rates of East and West 

German businesses as well as between businesses belonging to R&D-intensive 

or high-tech industries compared to businesses in other industries, we 

conducted two non-parametric tests of equality of survival functions (Log-rank 

test and Wilcoxon-Breslow-Gehan test) across groups of businesses and 

stratified Log-rank tests of the equality of survival functions (Table 3). The 

results indicate statistically significant higher survival chances in West Germany 

as compared to East Germany as well as higher survival chances for 

businesses belonging to R&D-intensive industries and high-tech industries. 

Differences in survival rates between R&D-intensive industries and non-R&D-

intensive industries are, however only statistically significant in West Germany 

but not in East Germany. These results imply to additionally estimate the Cox 

proportional hazard model differentiated by the groups (East and West 

Germany, R&D- versus non R&D-intensive industries, high-tech versus non 

high-tech industries) to analyze the survival determinants more specifically.  

 

Table 3: Non-parametric tests for the equality of survival functions 

  East and West Germany    East Germany West Germany 

  Log-rank Wilcoxon   Log-rank Log-rank 

 
Chi

2              
Pr>Chi

2
 Chi

2            
Pr>Chi

2
 

 
Chi

2          
Pr>Chi

2
 Chi

2           
Pr>Chi

2
 

East Germany 35.28 (0.0000) 12.38 (0.0000) 
 

-- 
 

-- 
 

          R&D-intensive 39.87 (0.0000) 7.05 (0.0004) 
 

1.81 (0.1782) 44.89 (0.0000) 

          High-tech  411.01 (0.0000) 291.35 (0.0000) 
 

113.57 (0.0000) 296.17 (0.0000) 

 

Estimations of the multivariate Cox proportional hazard model (Table 4) 

indicate a u-shaped pattern of business survival over time. Accordingly, the 

relatively high risk of failure for young businesses first tends to decrease with 

age and then continuously increases again. The relatively high exit rates for 

older businesses that we find in our data may have a number of different 

reasons such as erosion of technology, products, business concepts, or 

management strategies. A further explanation could be that owners close their 
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business in order to retire or that they transfer their business to a successor, 

what is classified as an exit and an entry in our database.17 In addition, we found 

evidence supporting the liability of smallness hypothesis suggesting higher 

survival probabilities for businesses that start on a relatively large scale. The 

significantly negative sign for our measure of an industry‘s minimum efficient 

size clearly indicates that small scale entry is particularly critical in industries in 

which small entries face relatively large cost disadvantages compared to their 

efficiently scaled competitors. High quality of human capital as indicated by an 

above-average share of highly educated employees (employees with a tertiary 

degree) leads to a lower exit-risk.  

R&D intensity and a high-tech character of an industry have a strong 

positive effect on business survival rates.18 This result supports the argument 

that investment in R&D leads to a comparative advantage and higher survival 

chances. The level of capital intensity and labor unit costs in the respective 

industry were also statistically significant with the expected sign. This indicates 

that the higher the level of capital intensity and labor unit costs in an industry, 

the higher the risk of failure because a larger amount of resources is needed to 

attain the industry‘s minimum efficient size. 

Regional specialization in a certain industry clearly has a negative effect on 

survival chances. Hence, we do not find any evidence for localization economies 

on business survival. A relatively high start-up rate in the respective industry or 

region leads to comparatively low survival rates which may be explained by a 

relatively high intensity of competition that results from the high level of entry. 

According to our results prosperous growth in the particular industry or in the 

region is conducive to business survival. In estimations for East and West 

Germany together regional employment density has a highly significant positive 

                                            
17

 In the Social Insurance Statistics, new businesses are identified by the emergence of a new 
establishment number; accordingly, disappearance of an establishment number is counted as an 
exit. The establishment number is linked to the person responsible for the payment of social 
insurance contributions, which in case of non-incorporated firms is the business owner. Hence, 
in case of ownership change the Social Insurance Statistics records an exit and an entry. 

18
 By excluding the high-tech dummy from the regressions, we also obtained a significant 

negative coefficient for R&D-intensive industries. Due to space restrictions, we did not include 
two additional models, but the results can be ordered from the authors. 
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sign indicating lower survival prospects in agglomerations. This seems to hold 

particularly for West Germany while in the estimations for East Germany the 

regional employment density remains insignificant. While the regional share of 

R&D employees seems to be conducive to the survival of new businesses in 

West Germany our estimations indicate the opposite relationship for an duration 

analysis of businesses in East Germany. A possible explanation for this result 

might be a competitive disadvantage of R&D intensive businesses in East-

Germany. Thus East-German start-ups in regions with high shares of E&D 

employment might face relatively stronger competition from West-German or 

international firms that might result in relatively lower duration probabilities 

compared to other East-German start-ups that do not face such strong 

competition.  

There are a number of interesting differences among the determinants of 

survival between East and West Germany. On average, businesses located in 

East Germany face a higher exit risk than those in West Germany. Whereas 

agglomeration diseconomies can only be found for West German businesses, 

we found a negative impact of a high share of R&D employees for East German 

establishments, whereas we found a positive impact on business survival for 

West German establishments. Moreover, the negative impact of capital intensity 

and labor unit costs is much larger in East Germany than in West Germany.  

Table 3 shows the significant differences between the survival of East and 

West German establishments as well as between businesses belonging to R&D-

intensive or high-tech industries compared to other industries, and we estimate 

alternative models differentiated by these groups.  
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Table 4: Regression results 

Dep. Variable:  Hazard rate 
East and West 
Germany (I) 

West Germany 
(model II) 

East Germany 
(III) 

Age -0.416*** -0.406*** -0.443*** 

 
(-88.93) (-68.10) (-54.14) 

Age
2
 0.0125*** 0.0126*** 0.0120*** 

 
(28.15) (21.17) (16.31) 

Start-up size -0.125*** -0.121*** -0.140*** 

 
(-27.12) (-21.78) (-16.73) 

High education level -0.0848*** -0.0924*** -0.0725*** 

 
(-6.21) (-5.27) (-3.25) 

R&D intensive -0.00527 -0.0180 0.0259 

 
(-0.41) (-1.20) (1.08) 

High-tech -0.104*** -0.0914*** -0.144*** 

 
(-5.13) (-3.81) (-3.76) 

Minimum efficient size 0.200*** 0.190*** 0.223*** 

 
(12.32) (9.66) (7.83) 

Industry employment  -0.0818* -0.0738 -0.0767 

growth (-1.81) (-1.43) (-0.86) 

Industry start-up rate 0.0284** 0.0173 0.0545** 

 
(2.02) (1.01) (2.22) 

Capital intensity 0.114*** 0.0877*** 0.166*** 

 
(16.16) (10.21) (13.25) 

Labor unit costs 0.226*** 0.137*** 0.462*** 

 
(9.62) (5.02) (10.19) 

Regional share of R&D  -0.0089 -0.0370*** 0.131*** 

employees (-0.94) (-3.60) (5.51) 

Regional employment  -0.0531** -0.0474** -0.0597 

growth (-2.57) (-2.29) (-0.66) 

Regional start-up rate 0.0669*** -0.0111 0.209*** 

 
(3.29) (-0.39) (5.83) 

Regional employment  0.0617*** 0.0738*** 0.00499 

density (15.86) (15.58) (0.61) 

Regional specialization  5.19e-06*** 
 
5.21e-06*** 5.05e-06*** 

index (3.51) (2.72) (2.67) 

Regional specialization  -0.0000 -0.0000 -0.0000 

index squared (-1.35) (-1.09) (-1.36) 

East Germany 0.170*** 
  

 
(14.44) 

  Time dummies yes yes yes 

Number of observations 167,101 117,233 49,868 

Pseudo R-squared 0.0257 0.0237 0.0374 

LogPseudoLikelihood -892547 -598364 -244661 

Notes: Cox proportional hazard model. Robust z-statistics are given in parentheses. ***Statistically 
significant at the 1% level; **Statistically significant at the 5% level; *statistically significant at the 10% level. 
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The main differences between R&D intensive or high-tech businesses and non 

R&D intensive and non high-tech businesses (Table A2 and A3) are pertain to 

the impact of the minimum efficient size, to capital intensity and to labor unit 

costs in the respective industry. The negative relationship between the minimum 

efficient size and business survival is much stronger in R&D-intensive or high-

tech industries. Whereas the negative impact of capital intensity and labor unit 

costs is much stronger in R&D intensive industries than in non R&D intensive 

industries, we did not find any significant results related to these effects in high-

tech industries. 

5. Summary and Conclusions 

Employing a rich, establishment-level data set from German manufacturing for 

the years 1992 to 2005, we conducted a multidimensional analysis of business-, 

industry- and region-specific survival determinants. The estimations of a Cox 

proportional hazards model suggest that the probability of exit is higher for 

young, for relatively small as well as for mature businesses. Besides the general 

finding of a higher exit risk in high-density areas an above-average level of 

highly qualified employees working in an establishments decreases the 

probability of exit. Furthermore, establishments in capital-intensive industries, in 

industries with a relatively high minimum efficient size and with high labor unit 

costs face higher hazard rates. Establishments in high-tech industries enjoy 

better survival prospects. However, a specialized regional production structure 

increases the failure risk. Comparing East and West Germany we found higher 

survival chances in the West of the country. 

This paper provides evidence that regional industry specialization is not 

beneficial for the survival of newcomers in a respective industry, although the 

negative effect of regional industry specialization is decreasing for higher levels 

of specialization. This result adds some interesting points to the findings of 

Dumais et al. (2002) who discovered that closure is less likely in those regions 

that belong to the current geographic centers of an industry and tends to 

increase geographic concentration. Our results suggest that in German 
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manufacturing industries not only a business‘s entry but also its survival 

chances (in opposition to closure in general) are forces that reduce geographic 

concentration. Possible benefits from geographically bounded, within-industry 

spillovers seem to be of less importance than the counterforce of intensified 

local competition for survival.  

Since the results show that establishment size is positively related to 

business survival, it is important for a company to quickly achieve a minimally 

efficient size in order to be successful in the market. The comparatively high 

ancillary labor cost in Germany as well as labor market inflexibilities due to 

regulations such as dismissal protection may result in a severe disadvantage for 

new business survival in Germany. Although East Germany, on average, nearly 

converged to the West German level in terms of entrepreneurial activity 

(Schindele, 2009), entrepreneurship policy could do more than simply enhancing 

the number of start-ups in East German regions. Since East German businesses 

tend to have a higher failure risk, policy should focus on enhancing the quality of 

start-ups, especially in R&D and high-tech industries.   
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Appendix 

Table A1: Correlation table 

    1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

                     1 Survival time 1.00 
                  

  
0.00 

                  
                     2 Age 0.65 1.00 

                 

  
0.00 0.00 

                 
                     3 Age

2
 0.60 0.96 1.00 

                

  
0.00 0.00 0.00 

                
                     4 Start-up size 0.07 0.04 0.04 1.00 

               

  
0.00 0.00 0.00 0.00 

               
                     5 High education  0.03 0.03 0.03 0.18 1.00 

              

 
level 0.00 0.00 0.00 0.00 0.00 

              
                     6 R&D intensive 0.00 0.00 0.00 0.07 0.16 1.00 

             

  
0.24 0.00 0.00 0.00 0.00 0.00 

             
                     7 High-tech 0.00 0.05 0.05 0.00 0.13 0.49 1.00 

            

  
0.18 0.00 0.00 0.18 0.00 0.00 0.00 

            
                     8 Minimum efficient  -0.07 0.05 0.05 0.19 0.20 0.31 0.07 1.00 

           

 
size 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

           
                     9 Industry empl.  0.04 -0.34 -0.31 0.03 0.04 0.08 0.03 0.04 1.00 

          

 
growth 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

          
                     10 Industry start-up  0.08 -0.34 -0.31 -0.10 -0.17 -0.31 -0.23 -0.75 0.32 1.00 

         

 
rate 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

         
                     11 Capital intensity -0.02 0.11 0.10 -0.06 -0.09 -0.46 -0.19 -0.26 -0.24 0.11 1.00 

        

  
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

        
                     12 Labor unit costs 0.02 -0.28 -0.26 0.04 0.00 0.06 -0.05 0.08 0.42 0.28 -0.65 1.00 

       

  
0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

       
                     13 Share R&D  -0.06 -0.20 -0.20 -0.06 -0.01 0.06 0.05 -0.02 0.17 0.08 -0.10 0.09 1.00 

      

 
employees 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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to be continued… 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

14 Regional empl.  0.01 -0.30 -0.27 -0.03 -0.03 0.00 -0.04 -0.07 0.45 0.33 -0.11 0.26 0.21 1.00 
     

 
growth 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

     
                     15 Regional start-up  0.02 -0.39 -0.35 -0.03 -0.04 -0.02 -0.06 -0.15 0.40 0.55 -0.15 0.38 0.16 0.36 1.00 

    

 
rate 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

    
                     16 Employment  -0.05 -0.02 -0.02 0.00 0.04 0.05 0.07 -0.01 0.01 -0.02 -0.05 0.00 0.52 -0.03 -0.14 1.00 

   

 
density 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.00 

   
                     17 Spec. index 0.00 -0.02 -0.02 -0.01 0.00 -0.02 -0.01 -0.04 -0.02 0.06 0.01 0.00 0.01 0.02 0.04 0.00 1.00 

  

  
0.03 0.00 0.00 0.00 0.17 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 

  
                     18 Spec. index sq 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.01 -0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.79 1.00 

 

  
0.20 0.06 0.16 0.27 0.58 0.19 0.51 0.00 0.00 0.00 0.56 0.62 0.02 0.21 0.04 0.82 0.00 0.00 

 
                     19 East Germany 0.11 0.08 0.09 0.11 0.07 -0.03 -0.02 -0.05 0.10 0.14 0.00 0.08 -0.49 -0.17 -0.11 0.06 -0.01 0.00 1.00 

  
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.26 0.00 
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Table A2: Regression results for (non) R&D intensive businesses 

  
Non R&D 
intensive 

R&D 
intensive 

Non R&D 
intensive 

Non R&D 
intensive 

R&D 
intensive 

R&D 
intensive 

Dep. Var.: Hazard 
rate All All 

West 
Germany 

East 
Germany 

West 
Germany 

East 
Germany 

       Age -0.415*** -0.422*** -0.405*** -0.444*** -0.410*** -0.443*** 

 
(-78.54) (-41.83) (-60.11) (-48.16) (-32.09) (-24.83) 

Age2
 

0.0123*** 0.0132*** 0.0124*** 0.0121*** 0.0131*** 0.0119*** 

 
(24.60) (13.65) (18.56) (14.55) (10.11) (7.39) 

Start-up size -0.130*** -0.110*** -0.129*** -0.136*** -0.0934*** -0.158*** 

 
(-24.57) (-11.68) (-20.28) (-14.22) (-8.34) (-9.10) 

High education level -0.114*** -0.0377* -0.132*** -0.0938*** -0.0454* -0.0126 

 
(-6.49) (-1.71) (-5.72) (-3.34) (-1.65) (-0.34) 

High-tech 
 

0.0202 
  

0.0252 -0.00318 

  
(0.85) 

  
(0.90) (-0.07) 

Min. eff. Size 0.0427** 0.527*** 0.0332 0.0672** 0.533*** 0.508*** 

 
(2.23) (17.09) (1.42) (2.00) (14.49) (8.97) 

Industry empl. growth -0.191*** 0.0221 -0.218*** -0.0614 0.0530 -0.0733 

 
(-3.15) (0.31) (-3.13) (-0.51) (0.66) (-0.49) 

Industry startup rate -0.104*** 0.239*** -0.113*** -0.0789*** 0.212*** 0.302*** 

 
(-6.22) (9.33) (-5.52) (-2.69) (6.89) (6.50) 

Capital intensity 0.115*** 0.625*** 0.0861*** 0.174*** 0.653*** 0.508*** 

 
(15.48) (6.87) (9.55) (12.95) (6.18) (2.90) 

Labor unit costs 0.220*** 1.553*** 0.132*** 0.463*** 1.732*** 1.046*** 

 
(8.89) (7.53) (4.60) (9.56) (7.11) (2.72) 

Share R&D 
employees -0.00853 -0.00649 -0.0350*** 0.125*** -0.0415* 0.162*** 

 
(-0.79) (-0.33) (-2.98) (4.68) (-1.94) (3.05) 

Regional empl. 
growth -0.0752*** 0.0232 -0.0651*** -0.0890 0.0106 0.0509 

 
(-3.22) (0.53) (-2.78) (-0.87) (0.24) (0.26) 

Regional startup rate 0.0683*** 0.0619 -0.0210 0.227*** 0.0203 0.131* 

 
(2.97) (1.41) (-0.66) (5.61) (0.33) (1.69) 

Employment density 0.0637*** 0.0551*** 0.0725*** 0.0100 0.0772*** -0.00969 

 
(14.36) (6.79) (13.45) (1.09) (7.76) (-0.55) 

East Germany 0.165*** 0.188*** 
    

 
(12.37) (7.47) 

    Time dummies yes yes yes yes yes yes 

       Observations 128572 38529 89571 39001 27662 10867 

Pseudo R-squared 0.0261 0.0314 0.0238 0.0384 0.0303 0.0447 

LogPseudoLikelihood -676553 -173229 -450270 -187636 -118251 -44092 

       
Notes: Robust z-statistics are given in parentheses. ***Statistically significant at the 1% level; **statistically 
significant at the 5% level; * statistically significant at the 10% level. 
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Table A3: Regression results for (non) high-tech businesses 

  
Non high-
tech 

High-
tech 

Non high-
tech 

Non high-
tech High-tech High-tech 

Dep. Var.: Hazard 
rate All All 

West 
Germany 

East 
Germany 

West 
Germany 

East 
Germany 

       Age -0.414*** -0.461*** -0.403*** -0.443*** -0.459*** -0.468*** 

 
(-85.75) (-23.87) (-65.32) (-52.54) (-19.42) (-13.27) 

Age
2
 0.0123*** 0.0157*** 0.0124*** 0.0120*** 0.0168*** 0.0136*** 

 
(26.88) (9.03) (19.98) (15.78) (7.65) (4.44) 

Start-up size -0.127*** -0.103*** -0.125*** -0.136*** -0.0578** -0.212*** 

 
(-26.78) (-5.21) (-21.91) (-15.90) (-2.48) (-5.72) 

High education level -0.0831*** -0.114*** -0.0954*** -0.0659*** -0.107** -0.121* 

 
(-5.68) (-2.92) (-5.02) (-2.80) (-2.30) (-1.68) 

R&D intensive 0.00202 
 

-0.0109 0.0331 
  

 
(0.16) 

 
(-0.72) (1.36) 

  Min. eff. Size 0.174*** 0.346*** 0.166*** 0.191*** 0.321*** 0.497*** 

 
(10.65) (4.06) (8.42) (6.56) (3.27) (2.94) 

Industry empl. growth -0.157*** 0.106 -0.144** -0.160 0.0882 0.293 

 
(-3.19) (0.76) (-2.57) (-1.64) (0.57) (0.92) 

Industry startup rate 0.0189 -0.143 0.00748 0.0455* -0.164 -0.00974 

 
(1.34) (-1.57) (0.44) (1.82) (-1.59) (-0.05) 

Capital intensity 0.113*** -0.359 0.0877*** 0.164*** -0.188 -1.493** 

 
(15.92) (-1.03) (10.17) (12.91) (-0.48) (-2.05) 

Labor unit costs 0.216*** 0.561 0.128*** 0.456*** 0.850 -1.409 

 
(9.09) (0.86) (4.61) (9.87) (1.14) (-1.08) 

Share R&D 
employees -0.0137 0.0453 -0.0431*** 0.130*** 0.0299 0.172 

 
(-1.40) (1.14) (-4.06) (5.32) (0.70) (1.52) 

Regional empl. 
growth -0.0586*** 0.0161 -0.0537** -0.0620 0.0315 -0.213 

 
(-2.77) (0.18) (-2.53) (-0.66) (0.34) (-0.56) 

Regional startup rate 0.0624*** 0.119 -0.0279 0.226*** 0.302** -0.159 

 
(2.98) (1.35) (-0.96) (6.13) (2.39) (-1.05) 

Employment density 0.0627*** 0.0472*** 0.0743*** 0.00529 0.0773*** -0.00627 

 
(15.66) (2.90) (15.24) (0.63) (3.84) (-0.17) 

East Germany 0.165*** 0.217*** 
    

 
(13.60) (4.34) 

    Time dummies yes yes yes yes yes yes 
 
Observations 155711 11390 108994 46717 8239 3151 

Pseudo R-squared 0.0252 0.0463 0.0231 0.0371 0.0456 0.0645 

LogPseudoLikelihood -840482 -35415 -562433 -231069 -24206 -8644 

       
Notes: Robust z-statistics are given in parentheses. ***Statistically significant at the 1% level; **statistically 
significant at the 5% level; * statistically significant at the 10% level. 
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