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Abstract: 

Timely values of the gross regional product are rarely available. 

Annual GRP are often published with up to two years lag. The present 

paper evaluates a method of obtaining values of the GRP as soon as 

monthly and quarterly business cycle indicators become available. 

Building on earlier work on using bridge equations to obtaining 

quarterly values of GDP growth, a method is proposed were annual 

GRP growth is estimated using a large number of business cycle 

indicators.  In a GRP setting, the time series span is far shorter than in 

a GDP setting. This is addresses by using principal components to 

summarize the information available in the business cycle indicators. 

mailto:anna.norin@cerum.umu.se


 

 

Introduction 

Information on regional business cycles and regional economic growth is often available only 

at substantial delay. Data on the gross regional product can be published with as much as a 

two year lag. For regional decision makers it is vital to have access to timely information on 

the state of the regional economy. Relying only on national business cycle data may be 

misleading as regions may differ from the national economy regarding timing, frequency, and 

amplitude of business cycles. 

 

The present paper examines the possibility of “nowcasting” the gross regional product (GRP) 

to obtain accurate and up-to-date estimates. Nowcasting has to a large extent focused on using 

bridge equations where ancillary indicator information is “bridged” to the variable of interest
1
. 

Indicator information that is published at a higher frequency and/or with a shorter publication 

lag is then used to get estimates of current GRP. 

 

Previous research on bridge modelling has been used to obtain flash estimates of GDP and 

GDP growth both at the national and the supranational level. (Rünstler et al., 2009) use data 

from ten European countries and (Golinelli and Parigi, 2007)  include the European union, the 

euro area and the G7 countries in their analysis. The euro area has also been analyzed by for 

instance (Giannone et al., 2009), (Frale et al., 2010), (Castle et al., 2009), and (Baffigi et al., 

2004), while others have focused on individual countries (see e.g. (Barhoumi et al., 2010), 

(Nunes, 2005) and (Schumacher and Breitung, 2008)).  Here, the focus is instead regions 

within a country and the issues that arise in that context. The method is applied to the 21 

Swedish regions. 

 

In a regional application, the degrees of freedom problem is even more acute than on national 

level. GRP data are at best published annually resulting in very short time series. This limits 

the number of variables that can be allowed in the bridge equation. Different approaches have 

been suggested and tested empirically. One strand of literature have focused on forecast 

combination where many bridge equations with one, e.g. (Monaco, 2003), or a small set of 

indicators, see e.g. (Baffigi et al., 2004), are estimated and then combined or pooled. Another 

strand of the literature have focused on dynamic factor models where factors are extracted 

from large numbers of indicators. Some studies using more than 400 indicators (see 

                                                 

1
 The approach can also be used for forecasting. One way this can be done is by  obtaining future values of the indicator 

variables through univariate methods. A different way is to formulate the model in terms of past values and make h-step 

ahead predictions. 



 

(Barhoumi et al., 2010) for a table summary of some of these studies). Recent papers suggest 

that indicator sets as small as 20 may be just as good or better than larger indicator sets (see 

(Schumacher and Breitung, 2008) for a contradictory result).   

 

Here, the static factor formulation of (Stock and Watson, 2002) is used. By using a static 

formulation the factors can be extracted using principal components. This is an advantage as it 

reduces the complexity of the analysis. Furthermore, the number of indicators must not be 

large for the approach to be able to provide accurate nowcasts. (Barhoumi et al., 2010) 

showed that the static formulation of (Stock and Watson, 2002) outperformed different 

dynamic factor formulations. 

   

One important issue concerns the choice of indicator variables. Which indicator variables are 

of interest in a regional setting? To large extent the indicator variables are the same as in 

national nowcasting but the effects are allowed to vary for different regions. On a regional 

level, there are some indicator data that is published more promptly than GRP. A comparison 

is made to see whether including the region specific information improves on the nowcasting 

performance. 

 

The static factor nowcasts are compared to the pure forecast from a benchmark AR(1) model. 

The models are evaluated by estimating the models using a recursive sample scheme and 

calculating the root mean squared error. 

 

The following section describes the estimation approach. Subsequently is a section describing 

the data set used. Results concerning nowcasting accuracy are presented next, followed by 

some concluding remarks. 

 

Nowcasting Estimation 

Consider then the bridge equation where the gross regional product,   , is linearly related to 

the factors    according to 

                     (1) 

and where       and      are lag polynomials in nonegative powers of L. The autoregressive 

formulation for the factors is to introduce some dynamics into the static factors (Stock and 

Watson, 2002).  



 

 

The factors are extracted from the indicator variables using principal component analysis. In 

essence this reduces the dimension of the indicator set, i.e. it reduces the number of variables, 

by a finding a new smaller set of uncorrelated variables containing most of the variation in the 

original data (Jolliffe, 2002). The approach was suggested for forecasting by (Stock and 

Watson, 2002) and has also been applied by (Barhoumi et al., 2010) and (Schumacher and 

Breitung, 2008) in this context. The factors are related to the indicators according to 

           (2) 

where the   are the factor loadings. In general, the factors in the above expression will not 

theoretically be the same as the principal components.  

 

After factors have been extracted, Eq. (1) can be estimated using ordinary least squares 

regression. Decisions must be made concerning the number of factors and lags of factors and 

GRP to include. Several earlier studies have relied on different automatic selection procedures 

such as autometrics (Castle et al., 2009) or some other implementation of the general-to-

specific methodology, e.g.  (Barhoumi et al., 2010). For an a recent introduction to automatic 

modelling, see (Doornik, 2008). It is also possible to use some type of information criterion 

for choosing between alternative model specifications. Here, the latter is used combined with 

exploratory data anlysis due to the small sample that is available. An alternative for future 

research would be to use the algorithm for general-to-specific modelling that can handle more 

variables than observations. 

 

Benchmark model is the autoregressive AR(1) model where the GRP is related to its past 

values according to  

             (3) 

For the benchmark model the obtained preditions will be pure forecasts. The forecasts are 

obtained as h-step ahead predictions. 

 

The nowcasts are evaluated using a recursive scheme for out-of-sample nowcasts. Initially, 

the model is estimated for the years 1993-2003. Nowcasts are then calculated up to 2007. The 

model is then reestimated after adding one observation (year) at a time and new nowcasts are 

obtained. The nowcasting accuracy is evaluated using the root mean squared error (RMSE) 

given by 
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where h is the nowcasting horizon. Given the extraordinariness of the 2009 downturn, the 

models are also evaluated according to whether they predict negative growth in 2009. 

 

 

Data Description 

Indicator data sets previusly used in forecasting with dynamic factor models are often very 

large with some studies using more than 400 indicator variables. As has been mentioned this 

does not necessarily improve on forecasting performance. Very large indicator data sets also 

entail a data collection cost as data are continously revised and updated. Earlier applications 

of bridge models relied on the other hand on a few select indicators. Here, macroeconomic 

variables are included on the basis of availability. All indicators published no later than three 

months into the new year are included in the indicator set. In a second bridge model, the 

indicator set contain the same variables but with region specific data whenever possible. Data 

is available since 1993, including official GRP data from Statistics Sweden. Data source for 

all variables is Statistics Sweden.  

 

The indicator sets are available such that a nowcast can be made for year t at t+3 months. This 

departs from earlier studies including all the available information at a particular time point. 

Indicators not yet reported are then either forecasted using univariate methods  or a kalman 

filter approach where the missing observations are updated using the filter. Early estimates 

based on less information tend to be unreliable.  The trade-off is then between timeliness and 

accuracy. By choosing to base nowcasts on complete indicator sets the nowcasts can be 

released one quarter into the following year, well ahead of official data which is preliminarily 

released at t+18 months.  

 

All variables are evaluated with respect to stationarity. Time series plots together with the 

augmented Durbin-Watson test are used to determine the appropriate transformations to 

achieve stationarity. Most of the variables are tranformed by taking logarithms and then 

differencing, i.e. a growth formulation. The extraction of the principal components further 

require standardizing the indicators to mean zero and variance 1. 



 

Table 1: Nowcasting accuracy og the bridge and benchmark models - recursive RMSE and 2009 indicator 

 AR(1) BM1 BM2 

Region RMSE 09↓ RMSE 09↓ RMSE 09↓ 

01 Stockholm 0.77  1.00 x 1.02 x 

03 Uppsala 0.60  1.00  0.94  

04 Södermanland 1.50  1.00  0.89  

05 Östergötland 0.41  1.00 x 0.75 x 

06 Jönköping 2.15  1.00 x 0.89 x 

07 Kronoberg 1.28  1.00 x 0.97 x 

08 Kalmar 0.42  1.00 x 1.16 x 

09 Gotland 0.11  1.00 x 0.50 x 

10 Blekinge 0.60  1.00 x 1.04 x 

12 Skåne 2.83  1.00 x 0.91 x 

13 Halland 0.54  1.00  0.98  

14 Västra Götaland 0.39  1.00  0.95 x 

17 Värmland 0.66  1.00 x 0.93 x 

18 Örebro 0.79  1.00 x 1.00 x 

19 Västmanland 1.11  1.00 x 1.33 x 

20 Dalarna 1.71  1.00  1.11  

21 Gävleborg 1.70  1.00 x 1.72 x 

22 Västernorrland 0.30  1.00  1.03  

23 Jämtland 0.42  1.00  0.99  

24 Västerbotten 0.85  1.00  1.17  

25 Norrbotten 1.44  1.00  0.65  

Note: The RMSE values a reported relative to the RMSE of the BM1 model. The BM1 model is the 

benchmark model including all available indicators in the factors. The BM2 model consider the 

same indicators set as BM1 but replaces with regional specific information for 4 of the indicators. 

The x in the 09↓ columns indicate thet the specification predicts negative growth in 2009. 

 

 

Estimation Results 

The bridge model is estimated using the different indicator sets discussed above and the 

nowcasting accuracy is presented in table x. Each specification is estimated separately for all 

Swedish regions. In all there are 21 regions, 2 model specifications (the bridge model and the 

AR(1) benchmark), and for the bridge model three different indicator sets are used. The 

RMSE values are presented relative the RMSE for the BM1 model. The BM1 model is the 

bridge model including all available indicators three months into the present year. The BM2 

model use the same indicator set but replace four of the indicators with regional specific data. 

The results indicate that the BM1 model perform better than the benchmark for eight of the 21 

regions. Adding regional specific data does improve forecasting accuracy according to the 



 

RMSE for six of the eight regions were a bridge model specification has better accuracy than 

the benchmark model. The evidence for the BM specifications is not compelling although 

they are suitable for some regions. In 2009 however, Sweden experienced substantial negative 

growth at a national level. Swedish GDP fell about 5% according to both Statistics Sweden 

and Konjunkturinstitutet. Likely, this negative growth is experienced by all regions in varying 

degree. The benchmark AR(1) model fail to detect any negative growth in 2009 while the 

bridge model specifications predict negative growth for 12 and 13 of the regions, respectively. 

This indicates an advantage of the bridge models in detecting large unexpected changes. 

 

  



 

Table 2: Informative content of model predictions (RMSE relative to sample standrad deviation) 

Region AR(1) BM1 BM2 

01 Stockholm 0.68 0.89 0.91 

03 Uppsala 1.07 1.79 1.68 

04 Södermanland 1.64 1.09 0.97 

05 Östergötland 0.57 1.42 1.06 

06 Jönköping 1.68 0.78 0.70 

07 Kronoberg 1.72 1.35 1.30 

08 Kalmar 0.77 1.84 2.13 

09 Gotland 0.26 2.50 1.25 

10 Blekinge 0.52 0.87 0.91 

12 Skåne 1.55 0.55 0.50 

13 Halland 0.70 1.29 1.27 

14 Västra Götaland 0.74 1.88 1.79 

17 Värmland 0.69 1.05 0.97 

18 Örebro 1.19 1.50 1.50 

19 Västmanland 1.47 1.33 1.76 

20 Dalarna 1.38 0.81 0.90 

21 Gävleborg 0.92 0.54 0.92 

22 Västernorrland 0.43 1.42 1.46 

23 Jämtland 0.67 1.61 1.59 

24 Västerbotten 1.09 1.28 1.51 

25 Norrbotten 1.66 1.15 0.75 

Note: RMSE estimates reported relative to the standard 

deviation in the sample. 

 

By reporting RMSE relative to the sample standard deviation an indication of the infomative 

content of the nowcast can be obtained (Schumacher and Breitung, 2008), see table 2. The 

benchmark model have values below one for 11 of the regions indicating informative 

forecasts for these 11 regions. The regional specific bridge model turn out to be more 

informative than the bridge model with only national indicators, with 9 regions having values 

below one for BM2 compared to six regions for BM1. 

 

Concluding Remarks 

The usefulness of applying bridge models to obtain accurate and up-to-date estimates of the 

gross regional product is examined for the 21 Swedish regions. The results are mixed. For a 

number of regions the bridge modelling does provide informative nowcasts which improves 

on the pure forecasts from an AR(1) model, but far from all regions. However, when it comes 

to considering the ability of predicting the substantial downturn of 2009,  the benchmark 



 

AR(1) specification failed to predict negative growth for any of the regions. On the other 

hand, both bridge model specifications did so for a majority of the regions indicating an 

advantage for bridge modelling to detect unexpected and large deviations. 

 

The bridge models examined here are based on indicators available three months into the 

present year. Two routes to further the analysis is to postpone nowcasting until more data 

becomes available or to use univariate forecasts of additional indicators. Given the 

improvement in nowcasting accuracy by including regional specific information the inclusion, 

if possible, of additional regional specific information could be an interesting extension. 

However, earlier research does not necessarily favor additional data as a means of improving 

forecasts. For instance (Barhoumi et al., 2010) find that the smallest indicator set performed 

best in their analysis. A third approach might then be to be more selective in choosing 

indicators for the principal component analysis. 

 

An interesting area for further research could be to use even more disaggregated data, but not 

necessarily on a geographical level. By disaggregating across sectors or industries perhaps 

more informative nowcasts can be obtained. The public sector has been known to increase 

output in times of recession for the manufacturing sector. 
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