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Abstract

We study the importance of noncognitive skills in explaining differences in the labor market

performance of individuals by means of machine learning techniques. Unlike previous em-

pirical approaches centering around the within-sample explanatory power of noncognitive

skills our approach focuses on the out-of-sample forecasting and classification qualities of

noncognitive skills. Moreover, we show that machine learning techniques can cope with the

challenge of selecting the most relevant covariates from big data with a whopping number of

covariates on personality traits. This enables us to construct new personality indices with

larger predictive power.

In our empirical application we study the role of noncognitive skills for individual earnings

and unemployment based on the British Cohort Study (BCS). The longitudinal character

of the BCS enables us to analyze predictive power of early childhood environment and early

cognitive and noncognitive skills on adult labor market outcomes. The results of the analysis

show that there is a potential of a long run influence of early childhood variables on the

earnings and unemployment.
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1 Introduction

The role of noncognitive skills in explaining individual differences in educational attainment and

labor market success has been documented by labor economists and personality psychologists

in numerous empirical and experimental studies. There is little doubt that beyond cognitive

abilities, individual differences in noncognitive skills explain a large fraction of observed variation

in individual labor market outcomes. Existing empirical evidence includes studies investigating

the effects of noncognitive skills on earnings (Nyhus and Pons (2005) Mueller and Plug (2006)),

job search (Uysal and Pohlmeier (2011), Viinikainen and Kokko (2012), Caliendo et al. (2014a)),

occupational choice (John and Thomsen (2014)), self-employment (Caliendo et al. (2014b) ) and

educational attainment (Duckworth and Seligman (2005), Piatek and Pinger (2016)). Borghans

et al. (2008a) and Almlund et al. (2011) provide comprehensive overviews over the empirical

findings from labor economics and personality psychology.

In this paper, we study the importance of noncognitive skills in explaining difference in the

labor market performance of individuals by means of machine learning techniques. Empirical

studies based on large-scale observational data usually contain a large number of measures of

cognitive and noncognitive skills. Typically, some type of dimension reduction technique is

applied in order to reduce the dimensionality problem and to obtain interpretable empirical

results. Predominantly, this is done ex-ante via preprocessing the data by principal component

analysis (PCA) and related factor modeling strategies or simply by index building. Moreover,

some type of dimension reduction is implicitly accomplished by focusing on certain personality

concepts (e.g. Big Five, locus of control) and disregarding covariates reflecting more closely

alternative (complementary or competing) personality concepts. While conventional statistical

approaches are mainly concerned with the within-sample explanatory power of noncognitive

skills, the approach pursued in this paper is in the tradition of the machine or statistical learning

literature to data analysis by focusing on the out-of-sample forecasting or classification qualities

of noncognitive skills.

Our exploratory approach to the data may contribute to a better understanding of the im-

portance of noncognitive skills for individual labor market performance. First, variable selection

is strictly based on pseudo-out-of-sample performance, i.e. the selected empirical models have a

higher external validity. Second, machine learning techniques can easily cope with the challenge
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of selecting the most relevant measures from data sources with a whopping number of covariates

on personality traits. Thus, they are not prone to within-sample over-fitting, a problem that

is likely to occur if many highly correlated covariates are available. Third, machine learning

techniques are particularly suitable for sparse modeling, i.e. they are able to select relevant

variables and/or sets of variables among a large number of potential alternative specifications

and provide final specifications which are easy to interpret.

Thus far practical experience with machine learning techniques in the context of psycho-

metric or econometric studies is rather limited. It is the aim of this study to investigate to

what extent and how machine learning techniques can contribute to a better understanding of

the impact of noncognitive skills on the individual labor market performance. In the center

of our approach is the group lasso (Yuan and Lin, 2006), as an L1-norm penalization strategy

(“lassoing”) is able to select relevant regressors out of a large set of covariates and fixing less

relevant covariates to zero. In addition to the simple lasso (Tibshirani (1996)), grouping leads

to a further dimension reduction by selecting complete sets of variables for the model specifica-

tion while suppressing the impact of less relevant groups. In particular, we show how lassoing

and grouping can be used to construct context related indices of noncognitive skills. These

indices incorporate the most relevant information from a larger set of factors of noncognitive

skills where the weights are determined by the predictive relevance for a given outcome vari-

able. In this sense, our approach can be seen as an alternative to the Bayesian exploratory

factor approach by Conti et al. (2014) that also produces low-dimensional aggregates from high

dimensional psychological measurements.

In our empirical study we construct such context related indices of noncognitive skills for

individual wages and for unemployment. But our approach is not restricted to the empirical

questions studied here, but has the potential to be a useful tool in similar settings where indices

are constructed to reduce dimensionality of the estimation problem and where the focus of

interest is external validity. In particular, our approach may have practical implications for

pre-employment screening by providing valuable information to what extent a job candidate is

likely to perform well in the job he is assigned for.

The fundamental identification problem of the impact of personality on labor market out-

come in the presence of the panoply of personality traits and concepts and their corresponding
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measurements is discussed at length by Almlund et al. (2011) and Borghans et al. (2011). All

psychological measurements of personality are calibrated on measured behavior. In this context,

the inability to disentangle behaviors that depend on a single trait or ability gives rise to a fun-

damental identification problem (Heckman and Kautz (2012)). By incorporating all covariates

potentially capturing cognitive and noncognitive skills in several dimensions, our approach is

mainly explorative in nature and circumvents any attempts of causal identification. Rather than

focusing on one specific dimension of personality (e.g. locus control, self-esteem, Big Five factor

et al.) the predictive power of a factor is analyzed in the presence of other competing factors

and thereby reducing the omitted variable bias. An obvious example are interpersonal Big Five

traits Extraversion and Openness, which are closely related to the concept of Locus of Control.

Tables 13 and 14 in Appendix give the correlations between different factors of personality for

males and females of the British Cohort Study. Based on the assessment by the mothers at

the age ten of the child the correlations between Agreeableness and Emotional Stability and

Extraversion and Emotional Stability exceed 0.5. Similarly, the correlation between Self-esteem

and Locus of Control amount to .35 and .41 for males and females, respectively. Ignoring one

of the factors would seriously overemphasize the role of the included personality traits.

Our argument can be extended to the impossibility to separate properly between cognitive

and noncognitive skills. While Deke and Haimson (2006) report rather moderate correlations

between maths skills and locus of control based on data of the US National Education Longitu-

dinal Survey, Burks et al. (2009) argue that cognitive skills are related to economic preferences

in different choices of domain. For instance, individuals with higher cognitive skills are more

likely to be patient in the short and the long-run and to show a greater social awareness by being

able to predict the behavior of others more accurately. A high conscientiousness of individual

at the work place may simply reflect the ability to plan due to higher cognitive skills.

In the same spirit, Segal (2012) points out that scores obtained in cognitive skill tests may

simply reflect the test-takers personality traits. If individuals differ not only in their cognitive

abilities but also in their test taking motivation, then in the absence of performance based

incentives higher test scores do not necessarily imply higher cognitive ability. Therefore, strong

positive correlations between high scores on unincentivized cognitive skills tests and future

labor market success observed in many empirical studies maybe due to intrinsic motivation. As
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a consequence, failure to appropriately control for personality may overemphasize the impact

of cognitive skills on labor market performance.

The paper is organized as follows. In Section 2 we introduce our group lasso approach to

select measures of noncognitive skills and compare it with traditional factor analytic approaches.

In Section 3 we describe a sample from the British Cohort Study (BCS) which serves as a basis

for our empirical application. Section 4 contains the empirical findings for individual wages and

for unemployment, while Section 5 concludes and provides an outlook on future research.

2 A Machine Learning Approach to Select Skill Factors

Machine learning techniques are widely used in settings when a researcher wants to learn about

a model from a big amount of data. A variety of algorithms was designed to deal with large

datasets yielding estimable parsimonious models. In this paper, we want to analyze which

noncognitive skills play an important role in predicting labor market outcomes. Depending on

the broadness of the survey, the number of questions about noncognitive skills can be arbitrarily

large. Unless there is a prior idea which questions are measuring the same concept, a machine

learning technique has to be applied to unveil the grouping of the questions. Therefore as a first

step, we use clustering techniques to collect many survey questions into groups representing

particular noncognitive skills. The questions in a group are then used to create a noncognitive

skill index. In the second step, we plug the grouped variables into the model and let group

lasso to decide which of these indices are important for predicting labor market outcomes and

to estimate the index weights. The results of the group lasso are compared with alternative

index constructions and alternative models.

2.1 Lq-Regularization

In order to understand how the group lasso helps to select and estimate index weights, the idea

behind Lq regularization is introduced. Consider the following optimization problem

min
β

∥Y −Xβ∥22 s.t.

p∑
j=1

|βj |q ≤ s, (1)
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where ∥Y −Xβ∥22 represents sum of squared errors of a linear model and s is a chosen constant

for q ≥ 0. The advantage of the L1-regularization (i.e. q=1, lassoing) over the L2-regularization

(q=2, ridging) is that under the given restriction there is a high probability that some of the

parameters will be set to zero at the minimum. The lasso is therefore able to select the relevant

explanatory variables in one-step and to choose a sparse specification among a large set of

possible specifications. The parameter q can take any positive value leading to different model

specifications. However, it can be shown that only for 0 ≤ q ≤ 1 there is a non-zero probability

to select variables and to shrink the impact of less relevant variables to zero (e.g. Hastie et al.

(2009)).

The primal problem (1) is equivalent to

min
β

∥Y −Xβ∥22 + λ

p∑
j=1

|βj |q. (2)

The term
∑p

j=1 |βj |q is called a penalty term and λ serves as the regularization (or penalty)

parameter. For 0 ≤ q ≤ 1, the choice of λ influences the sparsity of the solution (i.e. how many

parameters are set to 0). The larger λ, the more sparse is the specification obtained. When

q = 1, the (2) is called LASSO (Least Absolute Shrinkage and Selection Operator) optimization

problem introduced by Tibshirani (1996) and part λ
∑p

j=1 |βj | is called a L1-norm penalty.

2.2 Group Lasso

Consider now the case where covariates (e.g. facets in the Big Five framework or any set of

items to describe noncognitive skills) can be divided into J groups with kj covariates in group

j. Further, let N be the number of observations. The group lasso introduced by Yuan and Lin

(2006) is used, when it is desirable to select a whole group of variables. This is achieved by

solving:

min
β

∥Y −
J∑

j=1

Xjβj − Zδ∥22 + λ
J∑

j=1

√
kj∥βj∥2, (3)

where Y is an N × 1 vector of the dependent variable, Xj is an N × kj matrix of covariates

corresponding to the j-th group, βj is a kj × 1 parameter vector for group j, Z are covariates

which do not belong to any group, δ is a vector of parameters which are not regularized and λ

is a regularization parameter. Since q = 0.5 in this case, the choice of λ determines how many
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groups are selected.1 The larger λ, the more elements in the penalty term
∑J

j=1

√
kj∥βj∥2 are

forced to zero in order to minimize (3). In this case, the elements are Euclidean norms. A

Euclidean norm is equal to zero, when all the components are zero. This means that the whole

group is eliminated from the model and sparsity in groups is achieved. Therefore, the group

lasso is a natural approach to select the best predicting group of variables related to a certain

personality theory among a large set of competing personality theories.

Lassoing and group lassoing as briefly described are not restricted to the estimation linear

regression models. They can easily be extended to the estimation of nonlinear models. For our

application to individual unemployment below, we use a penalized maximum logit approach

where the the least squares part of objective function in (2) is replaced by the negative log

likelihood of the logit model.

2.3 Index Construction

In the following, we use the properties of Lq-norm regularization for the construction and

selection of skill indices. The selection of the indices is based on their ability to predict a

given outcome variable. In the sense, the weighting scheme of the lasso-based indices is context

related.

Let us now assume that the grouping of the questions/items is given. More details about

how ex-ante grouping can be achieved by clustering as used in this paper can be found at

the end of Subsection 3.2. For example, let Ci1, Ci2, . . . , CiK be the responses of individual i

on K different questions related to conscientiousness and Ei1, Ei2, . . . , EiL be the responses of

individual i on L different questions related to extraversion, then the indices take the following

form:

ICC
i =

K∑
j=1

ωC
j Cij , where

∑
j

|ωC
j | = 1,

ICE
i =

L∑
j=1

ωE
j Eij , where

∑
j

|ωE
j | = 1.

The next question is what index weights ωA
j , A = {C,E} the questions should get. In this paper,

we implemented the following three weighting schemes:

1One of the options how to select the optimal λ is a K-fold cross-validation. See e.g. Hastie et al. (2009) for
more details.
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1. Imposing equal weights: ω̂C
j = 1/K, ω̂E

j = 1/L.

2. Estimate the weights by the PCA: ω̂A
j = πPCA,A

j /
∑

j |π
PCA,A
j | by taking loadings of the

first component as πPCA,A
j ’s.

3. Estimate the weights using a group lasso penalty on the following model (for illustration

we assume a linear model)

Yi =βC
1 Ci1 + βC

2 Ci2 . . . β
C
KCiK︸ ︷︷ ︸

total impact of C on Y

+βE
1 Ei1 + βE

2 Ei2 . . . β
E
LEiL︸ ︷︷ ︸

total impact of E on Y

+

· · ·+OtherControls′iδ + εi,

yielding situation specific weights: ω̂A
j =

β̂A
j∑

j |β̂A
j |
. Additionally, the group lasso also selects

the most relevant groups (indices) for the model, e.g. the group lasso might assign zero

coefficients to all conscientiousness questions, i.e. β̂C
j = 0, ∀j. In this case, all the ω̂C

j will

get zero values and conscientiousness would be considered as irrelevant for predicting Yi.

Notice that only group lasso has a selection property, i.e. it chooses only the most relevant

indices in the model. The models using equally weighted indices or PCA indices have all the

indices in.

2.4 Model

As in the previous subsection, we assume that the grouping of the questions is known. We want

to estimate the model of the following form:

Yi = g(α+ Indices′i γ +OtherControls′i δ) + εi, (4)

where Yi is the labor market outcome of interest, e.g log of an hourly gross wage or unemploy-

ment. The function g(·) is chosen according to the modeled dependent variable. In a case of

continuous dependent variable, g(·) returns a linear regression model. In a case of a binary

dependent variable, a conditional mean of a logit model is returned by g(·). Non-cognitive

skills are captured in the indices. Models taking equally weighted indices and PCA indices will

have all 10. Models based on group lasso results will have only the selected indices. Vector of
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other controls represents variables which are included to avoid an omitted variable bias. Vector

(α, γ′, δ′)′ contains unknown parameters to be estimated. And εi is the error term.

To compare different index construction strategies and different models, the following model

specifications are analyzed:

A. Restricted models:

1. Model with control variables only (γ = 0),

2. Model with noncognitive skills only (δ = 0).

B. Model with noncognitive skills collected in equally weighted indices, with and without

schooling (highest achieved qualification).

C. Model with noncognitive skills collected in PCA indices, with and without schooling (high-

est achieved qualification).

D. Model with noncognitive skills collected in group lasso indices, with and without schooling

(highest achieved qualification).

The whole estimation procedure is summarized below:

1. Estimate the PCA weights with the noncognitive data from the training set (50% of

observations).

2. Compute the equally weighted and PCA indices.

3. Estimate the group lasso model on the training set (50% of observations to get reliable

weights). Get the optimal lambda by a 5-fold cross-validation.

4. Estimate the model (4) on the validation set (25% of the observations) to avoid potential

overfitting by using the same data twice for the ωj and γ estimates. Regarding the

estimation of (4), linear models are estimated by OLS with White heteroscedastic errors

and logit models are estimated by maximum likelihood.

5. Evaluate the out-of-sample performance on the test set (25% of the observations).
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3 Data

Our empirical study is based on data from the British Cohort Study (BCS). The BCS is a

wide-ranging data set containing a rich variety of variables of the study members and their

families regarding medical, physical, educational, social and economic development as well as

several measurements of noncognitive skills. The collection of data began in 1970. Babies born

in a particular week in 1970 were tracked during their childhood, youth and adult life roughly

every four to five years.

The BCS has been used in several empirical studies on the link between personality traits

and labour market outcomes. Notable examples are Prevoo and ter Weel (2015), who analyze

the effect of early conscientiousness on a variety of adult outcomes, Blanden et al. (2007) for

role of noncognitive skills for intergenerational mobility and Uysal (2015) for the causal effects

of education on earnings.

The longitudinal character of the data set enables us to analyze impact of early childhood

environment and early cognitive and noncognitive skills on adult labor market outcomes. The

adult outcomes were taken from the 2004, 2008 and 2012 waves, i.e. when the study members

were 34, 38 and 42 years old. The data on cognitive and noncognitive skills were taken from

the 1980 wave, when the study members were 10 years old.

3.1 Outcome Variables

We choose individual wages and unemployment as major outcome variables to analyze the

predictive power of noncognitive skills on labor market outcomes. Regarding the unemployment

variable, study members who reported that they are: full-time employed, part-time employed

or self-employed are coded as “Employed”. Those who reported that they are unemployed and

look for a job are coded as “Unemployed”. Study members who reported they are in full-time

education, on a government scheme for training, sick, disabled, looking after the family, wholly

retired or do not fit in any category are discarded from the sample. Across all the waves, the

level of unemployment rate is between 2-3%.

For the wage analysis, an hourly gross wage was computed from the available data. The

variables reported are gross pay, period of the reported gross pay (minimal period is one week)

and amount of hours worked in a week. A weekly gross pay is constructed based on the gross
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pay and the period of the reported gross pay. Dividing this result by hours worked in a week

yields the hourly gross wage. The lower and upper 1% quantiles of the hourly gross wages were

discarded from the sample to eliminate extreme outliers from the analysis. The lower quantile

is around 2£ in the 2004 wave and around 4£ in the later waves. The upper quantile in all

three waves is around 90£.

All model specifications are estimated separately for the samples of males and females to

capture gender specific effects on the labor market. The numbers of observations available for

the analysis after cleaning and matching the data from 1980 to the adult waves are captured

in Table 5 of Appendix A.1. Especially in the case of wages, the later waves exhibit a higher

dropout/non-response rate. Since each wave is estimated separately in the analysis and we are

interested mainly in the predictive power, the dropout rate is not considered as an issue for the

analysis.

3.2 Non-cognitive skills

There are several questionnaires in the BCS measuring behavior and personality of the study

members. Answers to the questionnaires are traditionally collected into indexes (scales) repre-

senting particular noncognitive skills. We follow this approach. For a construction of the index,

the answers have to be represented by points and have their corresponding index weights. The

point representation of the answers is described below.

At the age of 10 (in the 1980 wave), the study members were asked to complete two question-

naires: the Self-Esteem Scale (LAWSEQ) introduced by Lawrence (1973, 1978) and the Locus

of Control Scale (CARALOC) based on Gammage (1975). Self-esteem is a concept capturing a

self-evaluation of one’s own worthiness. In the BCS study, the Self-Esteem Scale comprises from

12 “Yes/No/I don’t know” questions listed in Table 9 (excluding distractor questions). Mimick-

ing the scheme from Lawrence (2006), all “Yes” answers get 1 point and all “No” answers get 2

points. The exception is Question 1, for which a “No” answer gets 1 point and a “Yes” gets 2

points. “I don’t know” answers get 1.5 points. The higher score represents higher self-esteem.

The Locus of Control Scale is supposed to capture how much one believes that he is in

control of his life (Rotter, 1966). Within this concept, people are then described as internalizers

or externalizers. An internalizer thinks that he has a control over the outcomes in his life and
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that he can influence them by his own actions. An externalizer thinks that the outcomes in

his life are determined by higher forces, luck and other external factors out of his control. The

Locus of Control Scale in the BCS is covered by 16 “Yes/No/I don’t know” questions listed in

Table 10 (excluding distractors). Except of question 8, “Yes” gets 1 point, “I don’t know” 1.5

point and “No” gets 2 points in a similar logic used for the self-esteem scale. In the case of

question 8, “Yes” gets 2 points and “No” 1 point. Higher scores represent an internalizer.

In the 1980 wave, mothers of the study members were asked to answer a set of questions

about the behavior of their 10 years old children. In total, there were 38 questions which are

listed in Table 11. Mothers answered on a scale from 0 to 100, where 0 indicates “Certainly”

and 100 indicates “Does not apply”. Based on these questions, two well known instruments

- the Rutter Behavior Scale (Rutter, 1967; Rutter et al., 1970) and the Conners Rating Scale

(Conners, 1969) - are typically constructed in the literature to capture hyperactivity and anti-

social behavior, see e.g. Conti et al. (2014) or Uysal (2015). Instead of applying the two

measures mentioned above, we follow a strategy outlined in Butler et al. (1982) where they use

a PCA to identify new more detailed scales. A similar approach is applied in Prevoo and ter

Weel (2015) who use PCA and cluster analysis to identify new scales. In our study, we focus

on machine learning techniques. Therefore, we decided to apply cluster analysis.

The results of the cluster analysis are captured in Figure 1. We use a hierarchical clustering

based on Ward’s method, which starts with single clusters and in each step decides which pair to

merge such that the within-cluster variance minimally increases (Ward Jr, 1963). The outcome

of the hierarchical clustering is a dendogram which plots the whole path of the merging steps.

With the help of Figure 1, the procedure can be illustrated as follows. The algorithm starts

with 38 clusters, i.e. each question is a cluster. In the next step, the algorithm finds 2 clusters

which are the most similar to each other and merges them. In this case, it merges first clumsy

and trips yielding 37 clusters. Then the algorithm finds again the two most similar clusters

and merges them until there is only 1 cluster with all the questions. The order of merging steps

is represented in the Figure 1 by the height level of the junctions. The lower the level, the

earlier in the algorithm the clusters were merged.

The next step is how to choose the optimal level of clustering. For the hierarchical modeling,

one of the recommended methods is to plot the number of clusters against a measure of similarity
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(Mooi and Sarstedt, 2011, Ch. 9). Based on this plot, one looks for a break (jump) which

represents that the algorithm put together clusters which are too dissimilar and the merging

should stop. In our case we plot the number of clusters against the increase in the within sum

of squares after merging, sometimes called as a “merging cost” (Pragarauskaite and Dzemyda,

2012). When the merging cost is relatively too high, the merging should stop as the newly

created cluster is too heterogeneous. The analysis of merging costs suggests 8 clusters since

going from 8 to 7 clusters is relatively costly, see Figure 2. These 8 clusters are represented by

red boxes in Figure 1 and got following labels:

• MC = Motor Control,

• HEC = Hand-Eye-Coordination,

• T = Behavioral Trauma,

• E = Extraversion,

• C = Conscientiousness,

• H = Hyperactivity,

• A = Agreeableness,

• ES = Emotional Stability.

In total, we have 10 indices for the analysis. The 8 clusters from the mother-rated items, self-

esteem scale and the locus of control scale. For a preliminary analysis, Table 13 and 14 contain

correlation between all 10 equally weighted indices and Ability measured by a Friendly Math

Test. The results show that there is a slightly positive correlation between locus of control and

Ability indicating a potential that there might be a channel between noncognitive and cognitive

skills.

The 4 personality traits coming from Big Five (E, C, A and ES) are very similar to the

clusters obtained in Prevoo and ter Weel (2015). Blanden et al. (2007) point out that the

relevant variables in the BCS70 are rather close to the variables of Five Factor model.

3.3 Background Variables

As controls in the regressions, we use the variables listed in Table 8. The home environment is

captured in the social class of the family, the cognitive skills are captured in the ability variable

based on a Friendly Math Test, effect of schooling is captured in the level of the highest achieved
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qualification. The last 3 variables are capturing the effects of being non-british, having children

and being married.

Figure 1: Clusters of Mother-rated Items
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4 Empirical Results

4.1 Wage Predictions

Table 1 contains the results of the wage equation augmented by cognitive and noncognitive skill

factors for the 34 year old workers. Compared to conventional cross-sectional estimates of wage

equations the coefficient estimates are not well determined, due to a rather small variation in

the dependent variable at the beginning of the life-cycle, the cohort structure of the data and

the comparatively small size of the samples (N = 443, 423).2 Only the coefficient on the ability

variable (math score) and the children variable for the sample of the females are statistically

significant different from zero at the conventional levels. The out-of-sample performance is

measured by the out-of-sample R2, which is based on the out-of-sample residuals obtained from

test set. Note, that the out-of-sample R2 is not bounded to the 0-1 range. In fact, it may

take on negative values which would indicate that the model under consideration has lower

predictive power than an intercept only model. This case, however, never occurred for any of

our specifications.

A number of empirical studies show that noncognitive skills effect labor market performance

2See Table 7 in the Appendix A.1.
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directly, but also indirectly through higher education attainment. Therefore, we present a re-

duced form wage equation without the education variables as well as wage equation conditional

on education such that the effects of cognitive and non-cognitive skills on wages have to be

interpreted as conditional effects given education. The additional explanatory power of educa-

tion variables turns out to be moderate within and out-of-sample. By including the education

variables the predictive power increases only by less than 1 percent for the males and around 9

percent for the females, where the latter result for the females is driven by the contribution of

the highest education group (HighQual5) to the overall fit.

The prediction exercise reported in Table 1 was repeated for the samples of the 38 year old

and the 42 year old, see Tables 15 and 16 in Appendix A.1. Most interestingly, the predictive

power remains fairly constant for the wages earned at 38 and 42. This holds for the wage

equation with and without the education variables. The high stability of the prediction power

of the non-cognitive skill variables measured at age 10 for wages measured at ages 34, 38 and

42 maybe seen as an additional support of the hypothesis that non-cognitive skills remain fairly

constant over the life-cycle.

The predictive performance of the wage equation is also robust with respect to the way how

noncognitive skills are measured. Constructing more sophisticated measures of noncognitive

skills by means of principle components does not improve the estimates within and out-of-

sample. Comparing the findings based on the equally weighted index (Table 1 and Tables 15

and 16 in Appendix A.1) with ones based on the PCA-based indices (Tables 17, 18 and 19 in

Appendix A.1) shows that no measurement strategy dominates the other.

Table 2 contains the results for the wage equation of the 34 year old based on the group

lasso. Here the indices for the non-cognitive skills are computed using a group lasso, so that

the situation specific weights for the facets are taken into account. The optimal shrinkage

parameter is evaluated by 5-fold cross validation. The out-of sample prediction performance in

terms of the R2 improves slightly over the estimates based on the EW- and the PCA indices.

But note that the admittedly small prediction improvement of the group lasso is obtained

by incorporating fewer factors. For the group lasso specifications the number of explanatory

variables are reduced to 16 for the males and 11 for the females compared to 21 parameters for

the models using conventionally constructed indices. Most interesting, the group lasso selects
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the indices for Conscientiousness (X.C), Behavioral Trauma (X.TR), Self-Esteem (X.SE) and

Locus of Control (X.LC) for the wage equation of the males as valuable predictors, but excludes

them for the wage equation of the females (see also Figures 3 and 4 in Appendix A.2). We

interpret this as an indication that these non-cognitive factors are picked-up completely by the

education variables for the case of the females. The group Hand-Eye Coordination (X.HEC)

selected for the wage equation of the females does not play a role any more for the samples at

later stages of the life-cycle.

Our results are confirmed for the wage predictions at ages 38 and 42 (see Tables 20 and 21 in

Appendix A.1). Again the non-cognitive skill factors reveal some predictive power for the males

but not for the females conditional on education and cognitive ability. In fact, the prediction

quality increases over the life-cycle. For both, the samples for the males and the females at age

42, the predictive R2 increases by around 3 percent compared to the values obtained for age 34.
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Table 1: Wage Equation Estimates with EW Index, Sample 34Y

Male Female Male Female

Intercept 2.1876∗∗∗ 2.1783∗∗∗ 2.1524∗∗∗ 2.1094∗∗∗

(0.0802) (0.0726) (0.1096) (0.1409)
MC 0.0100 0.0299 0.0159 0.0302

(0.0239) (0.0320) (0.0252) (0.0305)
HEC 0.0196 0.0178 0.0151 0.0197

(0.0236) (0.0273) (0.0236) (0.0278)
C −0.0133 −0.0197 −0.0020 −0.0083

(0.0339) (0.0247) (0.0339) (0.0248)
H 0.0212 0.0558∗ 0.0196 0.0517∗

(0.0313) (0.0275) (0.0316) (0.0256)
A −0.0295 0.0315 −0.0209 0.0281

(0.0287) (0.0317) (0.0294) (0.0314)
ES 0.0124 −0.0185 0.0038 −0.0146

(0.0330) (0.0286) (0.0343) (0.0277)
TR 0.0124 −0.0152 0.0097 −0.0094

(0.0227) (0.0223) (0.0225) (0.0232)
E −0.0106 0.0147 −0.0148 0.0151

(0.0282) (0.0244) (0.0275) (0.0231)
SE 0.0158 0.0159 0.0181 0.0118

(0.0232) (0.0270) (0.0233) (0.0259)
LC 0.0528∗ 0.0538∗ 0.0354 0.0441

(0.0247) (0.0268) (0.0259) (0.0250)
Ability10Y 0.1360∗∗∗ 0.1598∗∗∗ 0.1118∗∗∗ 0.1360∗∗∗

(0.0260) (0.0266) (0.0271) (0.0269)
SocialClass10Y 0.0709∗∗∗ 0.0433∗ 0.0661∗∗∗ 0.0303

(0.0188) (0.0173) (0.0193) (0.0175)
NonBritish −0.0707 0.1057 −0.0550 0.0778

(0.1389) (0.1247) (0.1396) (0.1140)
Children 0.0518∗ −0.1297∗∗∗ 0.0564∗ −0.1138∗∗∗

(0.0248) (0.0213) (0.0245) (0.0226)
Married 0.0380 0.0591 0.0312 0.0567

(0.0631) (0.0499) (0.0629) (0.0490)
HighQual1 −0.1183 −0.0136

(0.1106) (0.1285)
HighQual2 −0.0424 −0.0387

(0.0947) (0.1154)
HighQual3 0.1133 0.0002

(0.1021) (0.1319)
HighQual4 0.1265 0.2219

(0.1011) (0.1223)
HighQual5 0.1989 0.3204∗

(0.1197) (0.1612)

R2 (In sample) 0.2181 0.2982 0.2451 0.3547
R2 (Out of sample) 0.1547 0.1353 0.1638 0.2237

Least squares estimates of the wage equation for the sample of the 34 year old,
augmented by skill factors based on equally weighted indices (EW). Dep.
var.: log hourly gross wage, White s.e., ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05 .

16



Table 2: Group Lasso Wage Equation Estimates: Sample 34Y

Male Female

Intercept 2.1159∗∗∗ 2.0952∗∗∗

(0.1047) (0.1321)
Ability10Y 0.1106∗∗∗ 0.1636∗∗∗

(0.0260) (0.0243)
SocialClass10Y 0.0719∗∗∗ 0.0298

(0.0189) (0.0168)
NonBritish −0.0451 0.0647

(0.1361) (0.1109)
Children 0.0547∗ −0.1149∗∗∗

(0.0238) (0.0224)
Married 0.0310 0.0655

(0.0588) (0.0486)
HighQual1 −0.1133 −0.0208

(0.1112) (0.1247)
HighQual2 −0.0101 −0.0521

(0.0898) (0.1143)
HighQual3 0.1434 0.0079

(0.0988) (0.1270)
HighQual4 0.1487 0.2310

(0.0957) (0.1186)
HighQual5 0.2397∗ 0.3360∗

(0.1123) (0.1566)
X C 0.0108

(0.0736)
X TR 0.0136

(0.0287)
X SE 0.0691

(0.0456)
X LC 0.1335∗

(0.0649)
X HEC 0.0392

(0.0485)

R2 (In sample) 0.2434 0.3345
R2 (Out of sample) 0.1721 0.2314

Group Lasso estimates of the wage equation for the sample of the 34 year old,
augmented by skill factors based on group lasso weighted indices. Dependent
variable: log hourly gross wage, White s.e., ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05,
post-lasso standard errors.
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4.2 Unemployment Classifications

Due to the rather low unemployment rates of around 2 percent in our different samples, the

precision of the coefficient estimates is rather low. Moreover, the uneven distribution of the bi-

nary outcome variable leads to a high prediction accuracy (share of correct predictions) within-

and out-of-sample despite the low precision of the coefficient estimates. In the following, we

therefore discuss out-of-sample predictions in terms of sensitivity and specificity. All results

reported below are based on cut-off thresholds chosen to maximize Youden’s J-statistic. Geo-

metrically, the maximum Youden’s J-statistic maximizes the vertical distance of the Receiver

Operating Characteristic (ROC) curve from a 45 degree or chance line. The sensitivity value is

a most interest, if the prediction exercise is to select a model that is most successful in predicting

individual unemployment within the group of the unemployed (share of true positives among

the positives), e.g. in order to use the model to select candidates for an intervention .

All models are estimated by maximum likelihood logit using the equally weighted index,

the PCA index and the group lasso index. To get the group lasso index a penalized maximum

likelihood method was implemented. Table 3 reports on the results when only the noncogni-

tive skill factors are used. The predictive power of this equation is rather high compared to

the augmented specifications which include in addition conventional regressors such as socio-

economic controls (married, children, social class), and cognitive ability educational attainment

(see Tables 23 and 23 in Appendix A.1). Even without conventional economic predictors the

classification is rather high. The sensitivity improves somewhat (but not in all cases) when

additional covariates are included. Interestingly, contrary to the wage predictions, the quality

of the unemployment classifications (within- and out-of-sample) turn out to be sensitive to the

construction of the index and varies across gender and across the different samples.3

Table 4 contains the results based on the group lasso estimates for the samples of the 34 year

old and the 42 year old. Agreeableness turns out to be the most important predictor. The lasso

leaves this index in for the sample of the 34 year old females and for both, males and females

at age 42. Emotional stability has some predictive power for the younger males in explaining

unemployment. The out-of-sample sensitivity is .54 and .7 for the 34 year old males and females

and even increases for the classifications at age 42 with values of .67 and .60.

3Our estimates for the sample 38Y and 42Y can be obtained from the authors on request.
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Table 3: Unemployment Equation Estimates, Skill Factors only, Sample 34Y

EWI - M EWI - F PCA - M PCA - F

Intercept −3.9869∗∗∗ −4.3081∗∗∗ −3.9509∗∗∗ −4.3040∗∗∗

(0.3491) (0.4569) (0.3407) (0.4582)
MC 0.2483 −1.2238 0.2640 −1.3044

(0.2474) (0.7934) (0.2500) (0.8645)
HEC −0.0513 0.0702 −0.1394 0.0596

(0.2948) (0.4425) (0.3100) (0.5122)
C 0.7395∗∗ 0.1784 0.7130∗∗ 0.1786

(0.2525) (0.3904) (0.2491) (0.3925)
H 0.3857 0.0615 0.3721 0.0977

(0.3568) (0.4426) (0.3509) (0.4437)
A 0.2581 −0.1365 0.2595 0.0705

(0.2570) (0.4780) (0.2509) (0.4755)
ES −0.1719 0.4672 −0.1211 0.4453

(0.3682) (0.4260) (0.3637) (0.4354)
TR 0.1757 −0.1643 0.1862 −0.1259

(0.2740) (0.3099) (0.2716) (0.3100)
E −0.8630∗ −0.1806 −0.8437∗ −0.2596

(0.3956) (0.4177) (0.4044) (0.4331)
SE 0.2385 0.3775 0.1704 0.3646

(0.2866) (0.3731) (0.2920) (0.3963)
LC −0.1099 0.1292 −0.0876 0.0883

(0.2668) (0.3679) (0.2607) (0.3708)

Accuracy (In sample) 0.8482 0.4133 0.5784 0.7048
Specificity (In sample) 0.8571 0.4030 0.5697 0.7062
Sensitivity (In sample) 0.5789 0.9091 0.8421 0.6364
Accuracy (Out of sample) 0.8314 0.4399 0.5616 0.7301
Specificity (Out of sample) 0.8483 0.4401 0.5638 0.7360
Sensitivity (Out of sample) 0.0769 0.4286 0.4615 0.2857
Cutoff 0.0463 0.0121 0.0240 0.0235

ML logit estimates of the unemployment equation for males and females based on
skill factors only. Dependent variable: unemployed = 1, employed = 0,
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
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Table 4: Unemployment Equation Estimates, Lassoed Factors, Sample 34Y and 42Y

34Y 42Y
Male Female Male Female

Intercept −1.6969∗ −2.4697∗ −3.0889∗∗ −5.7916∗∗

(0.8160) (1.1288) (1.1093) (2.1778)
Ability10Y −0.5085 −0.1970 −0.4110 −0.6498

(0.2805) (0.3315) (0.3268) (0.4823)
SocialClass10Y −0.2363 0.1679 0.3103 −0.1784

(0.1972) (0.2559) (0.2626) (0.4552)
Children 0.3365 −0.2470 −0.2980 1.0053∗

(0.3248) (0.3651) (0.3182) (0.4485)
Married −2.3647∗∗∗ −1.3826∗ −1.3886 −2.3019

(0.7155) (0.6727) (0.7540) (1.2735)
HighQual1 −0.5688 −1.2702 −1.0720 0.1571

(0.6829) (0.8245) (0.7840) (1.3877)
HighQual2 0.4234 −1.2743 −1.3688 0.6739

(0.6853) (0.8624) (0.9284) (1.4313)
X ES −0.4248

(0.8221)
X A 1.0806 −1.8265 −2.0674∗

(0.6759) (1.0670) (1.0003)

Accuracy (In sample) 0.8347 0.7048 0.7759 0.7314
Specificity (In sample) 0.8415 0.7043 0.7771 0.7306
Sensitivity (In sample) 0.6316 0.7273 0.7273 0.8000
Accuracy (Out of sample) 0.8314 0.6821 0.7945 0.7002
Specificity (Out of sample) 0.8379 0.6835 0.7961 0.7015
Sensitivity (Out of sample) 0.5385 0.5714 0.6667 0.6000
Cutoff 0.0552 0.0209 0.0275 0.0050

Group Lasso logit estimates of the unemployment equation for males and females,
lassoed skill factors, sample Y34. Dependent variable: unemployed = 1, employed = 0,
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05, post-lasso standard errors.
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5 Conclusion

This paper takes a closer look on the predictive power of non-cognitive skills for labor market

outcomes by means of machine learning techniques. This existence of considerable predictive

power of noncognitive skills has been claimed in many empirical studies which led to the claim

that public policies should pay more attention to programs to enhance these skills (Heckman

and Kautz (2012)). This paper is trying to provide further evidence on this hypothesis based

on real out-of-sample forecast.

The group lasso approach proposed here accounts for several desirable features. It guar-

antees a parsimonious selection of factors and avoids over-fitting in the presence of data sets

containing a large number of skill factors. Moreover lassoing helps to construct context related

skill indices and select only those indices which are most relevant in predicting a certain out-

come variable. We show that our group lasso approach cannot generally be outperformed by

standard approaches using equally weighted indices or PCA based indices. In fact, the latter

two conventional approaches turn out to be rather instable.

Our empirical findings are based on data from the BCS containing life cycle information of

individuals born in 1970. Admittedly, expecting non-cognitive skill factors which were surveyed

at the age of 10 to be predictors of individual labor market outcomes 24, 28 and 32 years later

is very ambitious. Nevertheless, these factors seem to have some explanatory power for wages

and unemployment many years later. The predictive power does not significantly decrease with

the length of the prediction horizon.

The BCS is a very rich, but also very specific data source in terms of its design and the defi-

nition of non-cognitive skill factors. Therefore, in future work our findings should be confronted

with results based on different data sources with alternative definitions of the skill factors and

different forecasting horizons. Moreover, the choice of the shrinkage parameter of the group

lasso is rather conventionally chosen by means of 5-fold cross-validation. Here we see room for

further improvement, since cross-validation is known to yield rather unstable estimates of the

optimal shrinkage parameter. Future work should consider stability selection strategy based on

subsampling to create more stable solutions as proposed by Meinshausen and Bühlmann (2010).
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A Appendix

A.1 Tables

A.1.1 Variable Definitions Summary Statistics

Table 5: Number of Observations

Unemployment Wage
Male Female Male Female

34Y 2372 2166 1771 1693
38Y 1878 1704 1186 1320
42Y 1890 1668 882 859

Table 6: Number of Observations, Unemployment Equation

Training Set Validation Set Test Set Total

34Y
Male 1186 593 593 2372
Female 1083 541 542 2166

38Y
Male 939 469 470 1878
Female 852 426 426 1704

42Y
Male 945 472 473 1890
Female 834 417 417 1668

Table 7: Number of Observations, Wage Equation

Training Set Validation Set Test Set Total

34Y
Male 885 443 443 1771
Female 846 423 424 1693

38Y
Male 593 296 297 1186
Female 660 330 330 1320

42Y
Male 441 220 221 882
Female 429 215 215 859
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Table 8: Description Control Variables

Variable Description

SocialClass10Y social class of the family at the age of 10,
the better occupation of the parents taken.
6 categories: = 6 if professional,
= 5 if managerial-technical,
= 4 if skilled non-manual, = 3 if skilled manual,
= 2 if partly skilled, = 1 if unskilled

Ability10Y standardized score of a “Friendly Math Test”
taken at the age of 10

HighQual• • = Level of the Highest Achieved Qualification
(see Table 12 for the definitions)

NonBritish = 1 if non-British and non-Irish background,
= 0 if British background

Children number of children in the household
Married = 1 if married/cohabiting, = 0 if not married

Table 9: Non-cognitive Skills Measures: Self-Esteem

Self-Esteem Scale Questions
1 Do you think that your parents like to hear about your ideas?
2 Do you often feel lonely at school?
3 Do other children often break friends or fall out with you?
4 Do you think that other children often say nasty things about you?
5 When you have to say things in front of teachers, do you usually feel shy?
6 Do you often feel sad because you have nobody to play with at school?
7 Are there lots of things about yourself you would like to change?
8 When you have to say things in front of other children, do you usually feel foolish?
9 When you want to tell a teacher something, do you usually feel foolish?
10 Do you often have to find new friends because your old friends are playing with

somebody else?
11 Do you usually feel foolish when you talk to your parents?
12 Do other people often think that you tell lies?

Answers coded as: “Yes” = 1 point, “No” = 2 points and “I don’t know” = 1.5 point,
except Question 1 for which the points for “Yes” and “No” are switched. Higher score
indicates higher self-esteem.
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Table 10: Non-cognitive Skills Measures: Locus of Control

Locus of Control Scale Questions
1 Do you feel that most of the time it’s not worth trying hard because things never

turn out right anyway?
2 Do you feel that wishing can make good things happen?
3 Are people good to you no matter how you act towards them?
4 Do you usually feel that it’s almost useless to try in school because most children

are cleverer than you?
5 Is a high mark just a matter of “luck” for you?
6 Are tests lust a lot of guess work for you?
7 Are you often blamed for things which just aren’t your fault?
8 Are you the kind of person who believes that planning ahead makes things turn

out better?
9 When bad things happen to you, is it usually someone else’s fault?
10 When someone is very angry with you, is it impossible to make him your friend

again?
11 When nice things happen to you is it only good luck?
12 Do you feel sad when it’s time to leave school each day?
13 When you get into an argument is it usually the other person’s fault?
14 Are you surprised when your teacher says you’ve done well?
15 Do you usually get low marks, even when you study hard?
16 Do you think studying for tests is a waste of time?

Answers coded as: “Yes” = 1 point, “No” = 2 points and “I don’t know” = 1.5 point,
except Question 8 for which the points for “Yes” and “No” are switched. Higher score
indicates an internalizer.
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Table 11: Non-cognitive Skills Measures: Mother-rated Items (after clustering)

Motor Control (MC) Items
1 Child drops things which are being carried
2 Child is noticeably clumsy
3 Child trips or falls easily into objects or other people

Hand Eye Coordination (HEC) Items
4 Child has twitches mannerisms or tics of the face and body
5 Child has difficulty picking up small objects
6 Child has difficulty in using scissors

Conscientiousness (C) Items
7 Child cannot settle to anything for more than a few moments
8 Child is inattentive, easily distracted
9 Child fails to finish things he/she starts, short attention span
10 Child has difficulty concentrating on any particular task though may return to it frequently

Hyperactivity (H) Items
11 Child is squirmy or fidgety
12 Child is very restless, i.e. running often, jumping up and down
13 Child shows restless or over-active behavior
14 Child hums or makes other odd noises at inappropriate times
15 Child is given to rhythmic tapping or kicking

Agreeableness (A) Items
16 Child frequently fights with other children
17 Child bullies other children
18 Child interferes with the activity of others
19 Child is often disobedient
20 Child often tells lies
21 Child often destroys own or others’ belongings
22 Child sometimes takes things belonging to others

Emotional Stability (ES) Items
23 Child cries for little cause
24 Child often appears miserable, unhappy
25 Child is sullen or sulky
26 Child is irritable
27 Child changes mood quickly and drastically
28 Child displays outbursts of temper, explosive or unpredictable behavior
29 Child’s requests must be met immediately, easily frustrated
30 Child is impulsive, excitable

Behavioral Trauma (TR) Items
31 Child frequently sucks thumb or fingers
32 Child frequently bites nails or fingers

Extraversion (E) Items
33 Child is not much liked by other children
34 Child tends to do things on his own
35 Child is fussy or over particular
36 Child is often worried
37 Child tends to be fearful or afraid of new things or new situations
38 Child becomes obsessional about unimportant things

Answers coded on a scale from 0 to 100 where 0 = “certainly” and 100 = “does not apply”.
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Table 12: Mapping of Educational Qualifications into Levels

Merged Level General Vocationally-related Occupational
Level (Academic) (Applied) (Vocational)

2 5 Higher Degree NVQ level 5
PGCE

2 4 Degree BTEC Higher NVQ level 4
HE Diploma Certificate/Diploma Professional degree level

HNC/HND qualifications
Nursing/paramedic

Other teaching training
qualification

City & Guilds Part 4/Career
Ext/Full Tech

RSA Higher Diploma

1 3 A level Advanced GNVQ NVQ level 3
AS levels BTEC National Diploma City & Guild Part

Scottish Highers ONC/OND 3/Final/Advanced Craft
Scottish Cert of Sixth-Year RSA Advanced Diploma

Studies Pitmans level 3

1 2 GCSE grade A*-C Intermediate GNVQ NVQ level 2
O levels grade A-C BTEC First Certificate Apprenticeships
O levels grade D-E BTEC First Diploma City & Guilds Part

CSE grade 1 Other BTEC 2/Craft/Intermediate
Scottish standard City & Guilds Part 1/Other

grades 1-3 RSA First Diploma
Scottish lower or Pitmans level 2
ordinary grades

0 1 GCSE grade D-G Foundation GNVQ NVQ level 1
CSEs grades 2-5 Other GNVQ Other NVQ
Scottish standard Units towards NVQ

grades 4-5 RSA Cert/Other
Other Scottish school Pitmans level 1

qualification Other vocational qualifications
HGV

0 0 None None None

Source: Bynner et al. (2002)

Table 13: Correlation Matrix for Equally Weighted Indices for Males - 34Y

MC HEC C H A ES TR E SE LC

HEC 0.45
C 0.35 0.28
H -0.34 -0.24 -0.56
A 0.36 0.37 0.48 -0.48
ES 0.34 0.29 0.42 -0.52 0.58
TR -0.14 -0.16 -0.14 0.16 -0.20 -0.17
E 0.28 0.30 0.26 -0.33 0.30 0.52 -0.18

SE -0.05 0.01 -0.14 0.05 -0.05 -0.08 0.03 -0.09
LC 0.01 -0.01 -0.09 0.00 -0.06 -0.03 0.01 -0.03 0.35

Abil -0.05 -0.07 -0.32 0.12 -0.18 -0.13 0.05 -0.06 0.16 0.25

32



Table 14: Correlation Matrix for Equally Weighted Indices for Female - 34Y

MC HEC C H A ES TR E SE LC

HEC 0.44
C 0.42 0.33
H -0.42 -0.32 -0.57
A 0.42 0.50 0.50 -0.51
ES 0.35 0.31 0.45 -0.56 0.60
TR -0.16 -0.19 -0.18 0.21 -0.23 -0.20
E 0.26 0.31 0.33 -0.39 0.40 0.53 -0.17

SE -0.09 -0.05 -0.13 0.10 -0.08 -0.11 0.08 -0.08
LC -0.05 -0.04 -0.12 0.09 -0.09 -0.07 0.08 -0.03 0.41

Abil -0.06 -0.05 -0.25 0.14 -0.16 -0.10 0.05 -0.07 0.12 0.26
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A.1.2 Further Estimation Results

Table 15: Wage Equation Estimates with EW Index, Sample 38Y

Male Female Male Female

Intercept 2.3876∗∗∗ 2.1567∗∗∗ 2.2026∗∗∗ 2.0002∗∗∗

(0.0688) (0.0707) (0.1049) (0.1420)
MC 0.0160 0.0637∗ 0.0100 0.0541

(0.0453) (0.0322) (0.0433) (0.0330)
HEC −0.0390 0.0449 −0.0380 0.0367

(0.0335) (0.0313) (0.0328) (0.0284)
C −0.0056 −0.0533 −0.0013 −0.0516

(0.0269) (0.0348) (0.0274) (0.0349)
H 0.0211 −0.0365 0.0140 −0.0481

(0.0297) (0.0393) (0.0292) (0.0390)
A −0.0038 0.0114 0.0062 −0.0010

(0.0358) (0.0355) (0.0351) (0.0321)
ES −0.0204 −0.0387 −0.0150 −0.0373

(0.0307) (0.0312) (0.0308) (0.0301)
TR −0.0172 0.0050 −0.0085 0.0016

(0.0247) (0.0272) (0.0249) (0.0256)
E −0.0062 0.0026 −0.0074 0.0143

(0.0290) (0.0329) (0.0282) (0.0322)
SE −0.0301 −0.0025 −0.0193 0.0106

(0.0247) (0.0267) (0.0246) (0.0266)
LC 0.0676∗ 0.0709∗∗ 0.0529 0.0396

(0.0279) (0.0260) (0.0284) (0.0254)
Ability10Y 0.1541∗∗∗ 0.1340∗∗∗ 0.1381∗∗∗ 0.0899∗∗

(0.0322) (0.0321) (0.0336) (0.0344)
SocialClass10Y 0.0329 0.0714∗∗∗ 0.0205 0.0535∗∗

(0.0188) (0.0200) (0.0186) (0.0204)
NonBritish 0.1150 0.2260∗∗ 0.0796 0.1294

(0.1495) (0.0845) (0.1546) (0.0907)
Children 0.0640∗ −0.0557∗ 0.0602∗ −0.0447

(0.0254) (0.0240) (0.0246) (0.0240)
Married 0.0551 0.0422 0.0415 0.0424

(0.0605) (0.0514) (0.0602) (0.0508)
HighQual1 0.1975 0.0950

(0.1327) (0.1628)
HighQual2 0.1383 0.0680

(0.1075) (0.1346)
HighQual3 0.2084∗ 0.0861

(0.1037) (0.1401)
HighQual4 0.3455∗∗∗ 0.3544∗

(0.0998) (0.1380)
HighQual5 0.2538∗ 0.4448∗

(0.1220) (0.1916)

R2 (In sample) 0.2718 0.2169 0.3110 0.2975
R2 (Out of sample) 0.1966 0.1857 0.2621 0.3077

Least squares estimates of the wage equation for the sample of the 38 year old,
augmented by skill factors based on equally weighted indices (EW). Dependent
var.: log hourly gross wage, White s.e., ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05 .
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Table 16: Wage Equation Estimates with EW Index, Sample 42Y

Male Female Male Female

Intercept 2.4595∗∗∗ 2.5901∗∗∗ 2.4518∗∗∗ 2.1193∗∗∗

(0.1095) (0.1167) (0.1566) (0.2766)
MC 0.0283 0.0292 0.0248 0.0374

(0.0267) (0.0355) (0.0295) (0.0384)
HEC −0.0270 0.0293 −0.0312 0.0323

(0.0345) (0.0427) (0.0347) (0.0387)
C −0.0904∗ −0.0610 −0.0689 −0.0771

(0.0439) (0.0483) (0.0433) (0.0473)
H 0.0480 −0.0136 0.0649 −0.0130

(0.0428) (0.0475) (0.0432) (0.0482)
A 0.0034 0.0138 0.0257 0.0504

(0.0517) (0.0413) (0.0494) (0.0361)
ES −0.0720 0.0374 −0.0677 0.0187

(0.0382) (0.0394) (0.0390) (0.0389)
TR −0.0514 0.0190 −0.0453 0.0410

(0.0364) (0.0358) (0.0380) (0.0309)
E 0.0943∗ −0.0300 0.0814 −0.0258

(0.0449) (0.0379) (0.0494) (0.0347)
SE −0.0128 0.0097 −0.0038 0.0136

(0.0316) (0.0432) (0.0314) (0.0413)
LC 0.0341 0.0711 0.0077 0.0252

(0.0385) (0.0405) (0.0417) (0.0411)
Ability10Y 0.0909∗ 0.1428∗∗ 0.0612 0.0686

(0.0355) (0.0494) (0.0366) (0.0463)
SocialClass10Y 0.0833∗∗ 0.0459 0.0632∗ 0.0219

(0.0275) (0.0318) (0.0277) (0.0303)
NonBritish −0.2862 0.5622∗∗ −0.3669 0.2949∗∗

(0.2090) (0.1691) (0.1969) (0.1021)
Children 0.0480 −0.1199∗∗ 0.0361 −0.1228∗∗∗

(0.0327) (0.0392) (0.0330) (0.0344)
Married 0.2020∗ −0.0313 0.2005∗ 0.0275

(0.0790) (0.0828) (0.0805) (0.0752)
HighQual1 0.0185 0.3826

(0.1661) (0.3113)
HighQual2 −0.0792 0.2323

(0.1306) (0.2762)
HighQual3 0.1055 0.3608

(0.1329) (0.2817)
HighQual4 0.1810 0.6897∗

(0.1305) (0.2776)
HighQual5 0.3821∗ 0.9028∗∗

(0.1759) (0.2875)

R2 (In sample) 0.2524 0.2303 0.3066 0.3831
MSE (In sample) 0.1925 0.2332 0.1785 0.1869
R2 (Out of sample) 0.1146 0.0392 0.1501 0.2414
MSE (Out of sample) 0.2163 0.2576 0.2076 0.2034

Least squares estimates of the wage equation for the sample of the 42 year old,
augmented by skill factors based on equally weighted indices (EW). Dependent
var.: log hourly gross wage, White s.e., ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05 .

35



Table 17: Wage Equation Estimates with PCA Index, Sample 34Y

Male Female Male Female

Intercept 2.1891∗∗∗ 2.1740∗∗∗ 2.1718∗∗∗ 2.1021∗∗∗

(0.0792) (0.0726) (0.1086) (0.1414)
MC 0.0062 0.0273 0.0123 0.0283

(0.0249) (0.0341) (0.0259) (0.0321)
HEC 0.0267 0.0172 0.0235 0.0173

(0.0287) (0.0286) (0.0287) (0.0296)
C −0.0156 −0.0199 −0.0048 −0.0076

(0.0337) (0.0248) (0.0337) (0.0250)
H 0.0191 0.0534 0.0176 0.0501

(0.0313) (0.0281) (0.0315) (0.0260)
A −0.0258 0.0388 −0.0184 0.0360

(0.0285) (0.0319) (0.0291) (0.0316)
ES 0.0065 −0.0205 −0.0021 −0.0169

(0.0336) (0.0284) (0.0348) (0.0275)
TR 0.0144 −0.0143 0.0118 −0.0085

(0.0229) (0.0226) (0.0228) (0.0234)
E −0.0019 0.0089 −0.0064 0.0096

(0.0288) (0.0243) (0.0281) (0.0229)
SE 0.0051 0.0176 0.0091 0.0147

(0.0231) (0.0287) (0.0233) (0.0280)
LC 0.0867∗∗∗ 0.0445 0.0688∗∗ 0.0340

(0.0248) (0.0283) (0.0265) (0.0273)
Ability10Y 0.1185∗∗∗ 0.1640∗∗∗ 0.0978∗∗∗ 0.1405∗∗∗

(0.0259) (0.0266) (0.0268) (0.0271)
SocialClass10Y 0.0728∗∗∗ 0.0448∗∗ 0.0685∗∗∗ 0.0315

(0.0187) (0.0172) (0.0191) (0.0174)
NonBritish −0.0824 0.1057 −0.0665 0.0766

(0.1371) (0.1229) (0.1386) (0.1126)
Children 0.0539∗ −0.1317∗∗∗ 0.0575∗ −0.1153∗∗∗

(0.0249) (0.0213) (0.0246) (0.0226)
Married 0.0308 0.0603 0.0258 0.0578

(0.0625) (0.0499) (0.0624) (0.0490)
HighQual1 −0.1312 −0.0128

(0.1092) (0.1297)
HighQual2 −0.0577 −0.0333

(0.0936) (0.1166)
HighQual3 0.0943 0.0032

(0.1013) (0.1330)
HighQual4 0.0970 0.2252

(0.1005) (0.1235)
HighQual5 0.1694 0.3281∗

(0.1195) (0.1611)

R2 (In sample) 0.2296 0.2960 0.2533 0.3527
R2 (Out of sample) 0.1604 0.1331 0.1668 0.2218

Least squares estimates of the wage equation for the sample of the 42 year old,
augmented by skill factors based on PCA indices. Dependent variable:
log hourly gross wage, White s.e., ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05 .
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Table 18: Wage Equation Estimates with PCA Index, Sample 38Y

Male Female Male Female

Intercept 2.3786∗∗∗ 2.1477∗∗∗ 2.1832∗∗∗ 1.9917∗∗∗

(0.0697) (0.0700) (0.1063) (0.1401)
MC 0.0204 0.0621 0.0149 0.0536

(0.0472) (0.0330) (0.0447) (0.0333)
HEC −0.0470 0.0494 −0.0486 0.0411

(0.0349) (0.0325) (0.0340) (0.0301)
C −0.0057 −0.0515 −0.0008 −0.0509

(0.0270) (0.0353) (0.0274) (0.0355)
H 0.0216 −0.0343 0.0141 −0.0472

(0.0293) (0.0383) (0.0286) (0.0381)
A 0.0036 −0.0049 0.0144 −0.0129

(0.0362) (0.0370) (0.0352) (0.0333)
ES −0.0226 −0.0350 −0.0177 −0.0365

(0.0302) (0.0306) (0.0303) (0.0294)
TR −0.0154 0.0059 −0.0063 0.0014

(0.0254) (0.0273) (0.0257) (0.0255)
E −0.0068 0.0092 −0.0072 0.0196

(0.0286) (0.0344) (0.0279) (0.0339)
SE −0.0252 −0.0003 −0.0138 0.0161

(0.0249) (0.0271) (0.0249) (0.0270)
LC 0.0577∗ 0.0658∗ 0.0431 0.0326

(0.0279) (0.0288) (0.0286) (0.0278)
Ability10Y 0.1556∗∗∗ 0.1353∗∗∗ 0.1396∗∗∗ 0.0903∗∗

(0.0327) (0.0321) (0.0344) (0.0346)
SocialClass10Y 0.0343 0.0726∗∗∗ 0.0215 0.0537∗∗

(0.0190) (0.0200) (0.0187) (0.0204)
NonBritish 0.1087 0.2330∗∗ 0.0734 0.1354

(0.1497) (0.0810) (0.1549) (0.0895)
Children 0.0648∗ −0.0552∗ 0.0607∗ −0.0444

(0.0254) (0.0238) (0.0246) (0.0239)
Married 0.0584 0.0432 0.0449 0.0426

(0.0601) (0.0514) (0.0598) (0.0507)
HighQual1 0.2083 0.0957

(0.1331) (0.1614)
HighQual2 0.1493 0.0723

(0.1077) (0.1335)
HighQual3 0.2209∗ 0.0884

(0.1032) (0.1395)
HighQual4 0.3598∗∗∗ 0.3615∗∗

(0.0997) (0.1376)
HighQual5 0.2630∗ 0.4533∗

(0.1219) (0.1896)

R2 (In sample) 0.2682 0.2159 0.3097 0.2989
MSE (In sample) 0.1464 0.1717 0.1380 0.1536
R2 (Out of sample) 0.2078 0.1820 0.2666 0.3041
MSE (Out of sample) 0.1499 0.1921 0.1388 0.1634

Least squares estimates of the wage equation for the sample of the 38 year old,
augmented by skill factors based on PCA based indices. Dependent variable:
log hourly gross wage, White s.e., ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05 .
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Table 19: Wage Equation Estimates with PCA Index, Sample 42Y

Male Female Male Female

Intercept 2.4622∗∗∗ 2.5926∗∗∗ 2.4508∗∗∗ 2.1176∗∗∗

(0.1112) (0.1182) (0.1584) (0.2800)
MC 0.0230 0.0292 0.0200 0.0372

(0.0283) (0.0350) (0.0310) (0.0382)
HEC −0.0185 0.0223 −0.0220 0.0268

(0.0386) (0.0425) (0.0383) (0.0394)
C −0.0810 −0.0601 −0.0630 −0.0756

(0.0458) (0.0467) (0.0444) (0.0464)
H 0.0481 −0.0144 0.0618 −0.0138

(0.0435) (0.0465) (0.0437) (0.0475)
A 0.0003 0.0171 0.0220 0.0538

(0.0522) (0.0418) (0.0504) (0.0370)
ES −0.0648 0.0350 −0.0625 0.0165

(0.0391) (0.0367) (0.0396) (0.0366)
TR −0.0447 0.0214 −0.0388 0.0450

(0.0367) (0.0363) (0.0380) (0.0310)
E 0.0775 −0.0249 0.0669 −0.0228

(0.0448) (0.0378) (0.0489) (0.0349)
SE −0.0251 −0.0012 −0.0117 0.0089

(0.0324) (0.0432) (0.0318) (0.0435)
LC 0.0443 0.0838∗ 0.0135 0.0245

(0.0398) (0.0414) (0.0428) (0.0440)
Ability10Y 0.0912∗ 0.1436∗∗ 0.0619 0.0720

(0.0360) (0.0491) (0.0380) (0.0461)
SocialClass10Y 0.0823∗∗ 0.0471 0.0619∗ 0.0227

(0.0278) (0.0321) (0.0278) (0.0305)
NonBritish −0.2864 0.5783∗∗ −0.3613 0.3038∗∗

(0.2037) (0.1743) (0.1916) (0.0974)
Children 0.0460 −0.1227∗∗ 0.0352 −0.1239∗∗∗

(0.0323) (0.0389) (0.0324) (0.0343)
Married 0.2021∗ −0.0363 0.1982∗ 0.0295

(0.0781) (0.0825) (0.0793) (0.0747)
HighQual1 0.0157 0.3827

(0.1633) (0.3093)
HighQual2 −0.0724 0.2295

(0.1307) (0.2762)
HighQual3 0.1045 0.3551

(0.1339) (0.2812)
HighQual4 0.1861 0.6895∗

(0.1316) (0.2791)
HighQual5 0.3895∗ 0.9000∗∗

(0.1746) (0.2893)

R2 (In sample) 0.2462 0.2303 0.3002 0.3818
MSE (In sample) 0.1941 0.2332 0.1802 0.1873
R2 (Out of sample) 0.1288 0.0263 0.1605 0.2396
MSE (Out of sample) 0.2129 0.2611 0.2051 0.2039

Least squares estimates of the wage equation for the sample of the 42 year old,
augmented by skill factors based on PCA based indices. Dependent variable:
log hourly gross wage, White s.e., ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05 .
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Table 20: Group Lasso Wage Equation Estimates: Sample 38Y

Male Female

Intercept 2.2127∗∗∗ 1.9514∗∗∗

(0.1025) (0.1303)
Ability10Y 0.1621∗∗∗ 0.1026∗∗

(0.0308) (0.0328)
SocialClass10Y 0.0182 0.0549∗∗

(0.0187) (0.0197)
NonBritish 0.0723 0.0890

(0.1528) (0.0996)
Children 0.0614∗ −0.0419

(0.0240) (0.0240)
Married 0.0427 0.0457

(0.0555) (0.0508)
HighQual1 0.1789 0.0866

(0.1275) (0.1461)
HighQual2 0.1039 0.0913

(0.0987) (0.1222)
HighQual3 0.1909∗ 0.1309

(0.0961) (0.1311)
HighQual4 0.3384∗∗∗ 0.3936∗∗

(0.0930) (0.1250)
HighQual5 0.2504∗ 0.5061∗∗

(0.1155) (0.1716)
X C 0.0503

(0.0460)
X SE −0.0986

(0.0656)
X LC 0.0361

(0.0740)

R2 (In sample) 0.3009 0.2609
R2 (Out of sample) 0.2522 0.3301

Group Lasso estimates of the wage equation for the sample of the 38 year old,
augmented by skill factors based on group lasso weighted indices. Dep. var.:
log hourly gross wage, ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05, post-lasso s.e.
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Table 21: Group Lasso Wage Equation Estimates: Sample 42Y

Male Female

Intercept 2.5033∗∗∗ 2.1266∗∗∗

(0.1492) (0.2454)
Ability10Y 0.0461 0.0994∗

(0.0350) (0.0424)
SocialClass10Y 0.0493 0.0285

(0.0259) (0.0294)
NonBritish −0.3372 0.3710∗∗∗

(0.1716) (0.1026)
Children 0.0342 −0.1156∗∗∗

(0.0288) (0.0324)
Married 0.1796∗ 0.0289

(0.0763) (0.0726)
HighQual1 −0.0437 0.3136

(0.1625) (0.2882)
HighQual2 −0.0860 0.1915

(0.1259) (0.2487)
HighQual3 0.0525 0.3418

(0.1379) (0.2552)
HighQual4 0.1936 0.6482∗

(0.1281) (0.2510)
HighQual5 0.3946∗ 0.8460∗∗

(0.1787) (0.2584)
X HEC −0.0696

(0.0547)
X C 0.0863∗

(0.0412)
X H 0.0592

(0.0673)
X LC 0.1026

(0.0922)
X SE 0.0464

(0.0867)

R2 (In sample) 0.2847 0.3494
R2 (Out of sample) 0.2079 0.2620

Group Lasso estimates of the wage equation for the sample of the 38 year old,
augmented by skill factors based on group lasso weighted indices. Dep. var.:
log hourly gross wage, ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05, post lasso s.e.

40



Table 22: Unemployment Equation Estimates, Augmented Specifications, EW, Sample 34Y

Male Female Male Female

Intercept −2.0110∗∗ −3.2741∗∗ −1.8569∗ −2.3021∗

(0.7226) (1.0012) (0.8857) (1.1081)
MC 0.3371 −1.0284 0.3392 −0.9928

(0.2746) (0.7450) (0.2801) (0.7327)
HEC −0.0723 0.1439 −0.0806 0.1715

(0.3052) (0.4315) (0.3162) (0.4443)
C 0.7423∗∗ 0.0641 0.7426∗∗ 0.1266

(0.2786) (0.4241) (0.2790) (0.4161)
H 0.5461 0.1146 0.5089 0.1407

(0.3923) (0.4454) (0.4016) (0.4515)
A 0.3003 −0.3509 0.3347 −0.3791

(0.2833) (0.5081) (0.2898) (0.5068)
ES −0.1852 0.6180 −0.1720 0.4926

(0.3791) (0.4413) (0.3823) (0.4484)
TR 0.1443 −0.2780 0.1310 −0.3176

(0.2932) (0.3280) (0.2963) (0.3374)
E −0.7826∗ −0.1954 −0.7949∗ −0.1584

(0.3990) (0.4308) (0.4044) (0.4332)
SE 0.2107 0.3896 0.2308 0.4322

(0.2945) (0.4025) (0.3020) (0.4244)
LC −0.1102 0.1919 −0.1233 0.2289

(0.2731) (0.3983) (0.2782) (0.3909)
Ability10Y −0.2160 −0.5131 −0.3211 −0.3493

(0.2967) (0.3567) (0.3089) (0.3783)
SocialClass10Y −0.2890 0.0032 −0.3227 0.0439

(0.2230) (0.2504) (0.2250) (0.2588)
Children 0.2363 −0.1938 0.2965 −0.2962

(0.3238) (0.3567) (0.3312) (0.3766)
Married −2.2335∗∗ −1.3168 −2.3794∗∗ −1.3468

(0.7170) (0.6955) (0.7256) (0.7152)
HighQual1 −0.6589 −1.4627

(0.7318) (0.8631)
HighQual2 0.5330 −1.2787

(0.7484) (0.8932)

Accuracy (In sample) 0.8668 0.7860 0.6492 0.8376
Specificity (In sample) 0.8746 0.7872 0.6411 0.8418
Sensitivity (In sample) 0.6316 0.7273 0.8947 0.6364
Accuracy (Out of sample) 0.8600 0.7616 0.6290 0.8226
Specificity (Out of sample) 0.8741 0.7697 0.6310 0.8315
Sensitivity (Out of sample) 0.2308 0.1429 0.5385 0.1429
Cutoff 0.0611 0.0252 0.0151 0.0294

ML logit estimates of the unemployment equation for males and females augmented
specification with EW indices . Dependent variable: unemployed = 1, employed = 0,
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
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Table 23: Unemployment Equation Estimates, Augmented Specifications, PCA, Sample 34Y

Male Female Male Female

Intercept −2.0133∗∗ −3.2967∗∗∗ −1.9015∗ −2.3322∗

(0.7238) (0.9967) (0.8921) (1.1099)
MC 0.3522 −1.0904 0.3544 −1.0514

(0.2741) (0.8008) (0.2788) (0.7955)
HEC −0.1511 0.1112 −0.1684 0.1679

(0.3184) (0.4921) (0.3250) (0.5088)
C 0.7229∗∗ 0.0748 0.7233∗∗ 0.1415

(0.2756) (0.4247) (0.2758) (0.4216)
H 0.5321 0.1397 0.4908 0.1763

(0.3852) (0.4487) (0.3938) (0.4599)
A 0.3061 −0.0949 0.3284 −0.1606

(0.2788) (0.5057) (0.2833) (0.5104)
ES −0.1488 0.5744 −0.1227 0.4706

(0.3774) (0.4516) (0.3789) (0.4545)
TR 0.1694 −0.2385 0.1518 −0.2763

(0.2858) (0.3274) (0.2890) (0.3380)
E −0.7597 −0.3150 −0.7800 −0.2836

(0.4070) (0.4435) (0.4125) (0.4469)
SE 0.1449 0.3725 0.1493 0.3867

(0.3001) (0.4261) (0.3028) (0.4462)
LC −0.0698 0.1435 −0.0874 0.2092

(0.2736) (0.3987) (0.2763) (0.3970)
Ability10Y −0.2108 −0.4888 −0.3144 −0.3289

(0.2984) (0.3576) (0.3093) (0.3794)
SocialClass10Y −0.2772 0.0113 −0.3034 0.0474

(0.2232) (0.2474) (0.2245) (0.2568)
Children 0.2358 −0.2037 0.3022 −0.3047

(0.3232) (0.3539) (0.3300) (0.3731)
Married −2.2353∗∗ −1.2792 −2.3826∗∗ −1.2956

(0.7173) (0.6830) (0.7262) (0.7008)
HighQual1 −0.6334 −1.4153

(0.7309) (0.8641)
HighQual2 0.5439 −1.2588

(0.7452) (0.8989)

Accuracy (In sample) 0.7656 0.7066 0.7572 0.8893
Specificity (In sample) 0.7648 0.7043 0.7561 0.8964
Sensitivity (In sample) 0.7895 0.8182 0.7895 0.5455
Accuracy (Out of sample) 0.7504 0.6969 0.7555 0.8780
Specificity (Out of sample) 0.7586 0.7004 0.7603 0.8876
Sensitivity (Out of sample) 0.3846 0.4286 0.5385 0.1429
Cutoff 0.0275 0.0176 0.0269 0.0428

ML logit estimates of the unemployment equation for males and females augmented
specification with PCA indices . Dependent variable: unemployed = 1, employed = 0,
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
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A.2 Figures

A.2.1 Cluster Analysis

Figure 2: Merging Costs of K clusters
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A.2.2 Cross-Validation of the Wage Equation

Figure 3: 5-fold CV λ, Group Lasso, Male, 34Y
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Groups selected

The group lasso chooses 4 groups for males: Conscientiousness, Behavioral Trauma, Self-Esteem

and Locus of Control.

Figure 4: 5-fold CV λ, Group Lasso, Females, 34Y
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Groups selected

The group lasso chooses 1 group for females: Hand-Eye Coordination
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A.2.3 Cross-Validation of the Unemployment Equation

Figure 5: 5-fold CV λ, Group Lasso, Males, 34Y
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Groups selected

The group lasso chooses 1 groups for males: Emotional Stability.

Figure 6: 5-fold CV λ, Group Lasso, Females, 34Y
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The group lasso chooses 1 group for females: Agreeableness.
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