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## Abstract

## The multiplier effect in two-sided markets with bilateral investments*

Agents in a finite two-sided market make costly investments and are then matched assortatively based on these investments. Besides signaling complementary types, investments also generate benefits for partners. We shed light on quantitative properties of the equilibrium investment behavior. The bilateral external benefits induce an investment multiplier effect. This multiplier effect depends in a complex way on agents' uncertainty about their rank within their own market side and on their uncertainty about the types and investments of potential partners. We study how the multiplier effect depends on market size and how it interacts with other important factors such as the costs of investment and the signaling incentives induced by competition for more desirable partners. We use our results to characterize equilibrium utilities in large markets. For small markets, our results lead to bounds on the hold-up problem.
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## 1 Introduction

In various contexts, individuals, firms or institutions compete for partners in matching markets, and must undertake costly investments prior to matching. These investments render them more attractive to the other side, thus increasing the chance of getting a desirable match. For example, individuals invest resources in education and training with the aim of getting an attractive job, and employers improve their infrastructure in order to attract better qualified and more productive job candidates. The two-sided competition in education markets and in the marriage market, as well as the competition for new business partners, are other examples of this phenomenon.

This paper studies quantitative properties of such bilateral equilibrium investment behavior. We consider two-sided matching contests with incomplete information about complementary productive types, and with arbitrary numbers of participants. In our model, each agent's utility depends on his/her partner's pre-match investment and viceversa, and these bilateral external benefits induce an investment multiplier effect.

The multiplier effect depends in a complex way on agents' uncertainty about their rank in their own population and about the types and investments of potential partners. Nevertheless, we can show that some of its key features are independent of the distributions from which agents' types are drawn. Specifically, the correspondence between investment functions on the two market sides is largely independent of the respective type distributions.

We also quantify how the strength of the multiplier effect depends on market size. Intuitively, in a larger market where agents face less uncertainty about their competitor's types competition intensifies, accompanied by an increased feedback effect of investments. Finally, we analyze the interaction of the multiplier effect with other important factors of the environment such as the costs and benefits of investment, and the signaling incentives induced by the competition for more productive partners.

Two different functions of pre-match investments have been emphasized in the literature. First, in situations in which agents care about underlying, hidden characteristics of their potential partners, privately informed parties may use investments as signals (Spence 1973). Signaling can induce more efficient matchings, but this benefit is partially offset - and may even be outweighed - by the signaling costs (Hoppe, Moldovanu and Sela 2009). On the other hand, in many contexts, agents also derive value from their partner's prior investment, so that investments play a direct productive role (e.g., Peters and Siow 2002; Bhaskar and Hopkins 2016). Most pre-match investments observed in reality have both a signaling and a productive function (Hopkins 2012).

Combining the signaling model of Hoppe, Moldovanu and Sela (2009, henceforth

HMS) and the investment model of Peters (2007), we study a two-sided matching contest with an NTU (nontransferable utility) matching market and the following main features.

1. There is a finite number of agents on either side of the market, called men and women, respectively. Men and women are characterized by privately known, linearly ordered types that are complementary in the production of output. Consequently, the matching that maximizes aggregate output is positively assortative in types. Signaling can be sustained, as in HMS, without assuming heterogeneity in investment costs. ${ }^{1}$ Types are drawn i.i.d. from two commonly known distributions. We study equilibria in which all agents on the same side of the market use the same, strictly increasing investment strategy so that positively assortative matching based on observable investments implies positively assortative matching of types.
2. Unlike in the HMS model, however, investments are not completely wasteful signals in the present model: they generate benefits for partners that are increasing in the level of investment. As in the complete information setting of Peters (2007), we assume that these benefits enter agents' utilities additively.

For the case in which the external benefits to partners are linear functions of investments, we derive a sharp condition for the existence of a side-symmetric, strictly separating equilibrium, and we find the unique equilibrium in closed form. Existence hinges on the strength of the multiplier effect which is determined by the size of the market in conjunction with the parameters specifying the marginal benefits/costs of investment: since higher investments on one side of the market induce higher investment on the other side and vice-versa, the reinforcing process need not necessarily converge to equilibrium. ${ }^{2}$ For most cases of practical interest, existence is not an issue, but the increases in investment needed to signal small quality differences may still be very large even in markets of moderate size. A related phenomenon currently seems to arise in the case of US colleges. The New York Times speaks of a 'paradox' which in our model, however, occurs in equilibrium: "Typically, fierce market competition leads to lower prices, but among elite schools, the opposite occurs, paradoxically. They often find that raising prices enables them to offer greater benefits to the most coveted potential students. (It also allows them to take part in the amenities race: nicer dorms, better food,

[^3]a climbing wall: things that are regarded as essential to attracting those coveted students.)."3 Investments into students' amenities (and students' fees) thus steeply increase across competitors in order to signal (probably much smaller) differences in quality.

We identify the quantity determining the strength of the multiplier effect (in combination with the parameters describing the marginal benefits of investment) as the spectral radius of a matrix whose components are differences among weighted moments of adjacent order statistics from a uniform distribution. Building on the characterization for the case of linear external benefits, we then derive further quantitative results about equilibrium utilities and efficiency properties of investments in the more general model with concave external benefits, distinguishing three cases that correspond to qualitatively different productive roles of investment.

For environments in which investments are "truly" productive in the sense that all Pareto efficient and individually rational investments for a given pair of agents are strictly positive (i.e., exceed the privately optimal investments), we establish lower bounds on equilibrium investments that depend only on the numbers of men and women and on the benefits/costs of investment. These bounds provide novel, quantitative insights into how competition, and in particular how the multiplier effect due to external benefits, alleviate the hold-up problem in small markets with productive investments.

For matching contests in which investments are partially wasteful, we identify the exact asymptotic behavior of equilibrium utilities as the numbers of men and women go to infinity. In those cases, equilibrium utilities converge to those in the unique equilibrium of a continuum model, for which the return to any possible investment is certain. This shows in particular that, even though investments are only partially wasteful, the entire difference between aggregate match surplus and aggregate information rents gets dissipated through competition.

If the marginal benefit from investment is constant and equal to the marginal cost (called below the transferable utility or $T U$ investment case), the continuum model does not even admit a side-symmetric strictly separating equilibrium: the intense competition together with the certainty of returns drive investments to infinity. However, such an equilibrium exists in any finite market with the same characteristics! Our main result for this case demonstrates that in large, balanced markets, the difference between aggregate match surplus and aggregate information rents is always shared fifty-fifty between men and women, irrespectively of other economic aspects such as the shares governing the division of physical surplus in each matched pair and the distributions of types.

[^4]
## Related Literature

Considering one side of the market only, our agents are in a contest situation (see e.g. the survey of Konrad 2007): they compete by means of sunk investments for heterogeneous "prizes," which correspond to matches with the various potential partners. Recognizing this analogy, a sizeable literature has studied pre-match investment problems as matching contests, where agents on both sides of a two-sided market make observable investments and are then matched positive assortatively on the basis of these investments: the highest ranked worker matches with the highest ranked firm, the secondhighest ranked worker matches with the second-highest ranked firm, and so on. In these papers, positively assortative matching based on investments is typically assumed, but it also corresponds to the stable outcome of a frictionless matching market (postinvestment) with nontransferable utility. This is the case for the complete information models of Peters and Siow (2002), Peters (2007), and Bhaskar and Hopkins (2016), in which an agent who invests more generates higher benefits for partners, and also (in equilibrium) for the model of HMS, who assume that investments are completely wasteful signals about hidden characteristics.

Whenever investments generate external benefits, two-sided matching contests are much more complex than standard contests with exogenously given prizes because workers' valuations for the different prizes (i.e., jobs) depend then on firms' investments and vice versa (Peters 2007). This interdependence renders the analysis of noncooperative equilibrium behavior in markets with a finite number of participants (at least two agents on each side of the market) challenging. ${ }^{4}$ With a few important exceptions (Peters 2007, 2011; Bhaskar and Hopkins 2016; Cole, Mailath and Postlewaite 2001b; Felli and Roberts 2016), the literature on pre-match investment problems has circumvented this difficulty by focusing on continuum models in which agents behave competitively (e.g., Cole, Mailath and Postlewaite 2001a; Peters and Siow 2002; Nöldeke and Samuelson 2015; Dizdar 2017).

The work of Peters $(2007,2011)$ demonstrates that non-cooperative equilibrium investments in very large (but finite) two-sided matching contests can be quite different from the investments predicted by a continuum model with competitive agents. More precisely, for models without signaling concerns and with productive investments, Pe ters shows that equilibrium investments in unbalanced matching contests generally do not converge to competitive (or hedonic) equilibrium investments as the numbers of men and women go to infinity. In particular, agents at the bottom of the distributions

[^5]generally over-invest. Similar asymptotic results would, a fortiori, apply in our model for unbalanced matching contests in the case of productive investments (compare section 4.2).

We focus instead on a model in which investments also serve as signals, and on developing results about the multiplier effect due to external benefits. This permits new quantitative insights into equilibrium investments and utilities for matching contests with arbitrary numbers of participants, in particular also in markets of small or moderate size.

Bhaskar and Hopkins (2016) study a model with an NTU matching market and noisy investments, building on the tournament model of Lazear and Rosen (1981) rather than on the literature on all-pay contests. Moreover, they assume complete information and that agents on either side of the market are homogenous before they invest. While their main focus is on the analysis of a continuum model, ${ }^{5}$ they also show (under certain conditions) that the corresponding, unique equilibrium is the limit of the non-cooperative equilibria for a finite model. ${ }^{6}$

Olszewski and Siegel (2016) characterize asymptotic bidding behavior in one-sided all-pay contests with many agents and many prizes. Their results allow for complete or incomplete information and for ex-ante asymmetric agents, but because the prize structure is given exogenously these findings cannot be applied to characterize equilibrium behavior in environments with bilateral investments and external benefits. Moreover, their results only hold for very large contests where particular approximation techniques can be applied.

## Outline

The paper is organized as follows. In Section 2, we introduce the model and define various pieces of notation. Section 3 presents the basic equilibrium characterization, the main results about the investment multiplier effect and the closed form solution for the case of linear external benefits. Section 4 contains the remaining results for the cases of partially wasteful, TU or productive investments. All proofs are in the Appendix.

[^6]
## 2 Model

We consider a matching market with $n$ men and $k$ women, where $n \geq k \geq 2$. If $n=k$, we say that the market is balanced. Otherwise, it is unbalanced. Each man is characterized by a privately known type $m \in[\underline{m}, \bar{m}]$, and each woman is characterized by a privately known type $w \in[\underline{w}, \bar{w}]$, where $0 \leq \underline{m}<\bar{m}<\infty$ and $0 \leq \underline{w}<\bar{w}<\infty$. Types are drawn independently from two commonly known, continuous distributions $F$ (for men) and $G$ (for women) with densities $f$ and $g$ that are strictly positive and continuous on $[\underline{m}, \bar{m}]$ and $[\underline{w}, \bar{w}]$, respectively.

All agents simultaneously make costly investments. Men and women are then matched positive assortatively according to their investments: the man with the highest investment is matched to the woman with the highest investment, the man with the second highest investment is matched to the woman with the second highest investment, and so on. Ties are broken randomly.

The net utility of a man with type $m$ and investment $\beta_{M} \in \mathbb{R}_{+}$who is matched to a woman with type $w$ and investment $\beta_{W} \in \mathbb{R}_{+}$is

$$
\gamma_{M} m w+\delta_{M}\left(\beta_{W}\right)-\beta_{M},
$$

and the net utility of the woman in this match is

$$
\gamma_{W} m w+\delta_{W}\left(\beta_{M}\right)-\beta_{W} .
$$

Here, $\gamma_{M}>0$ and $\gamma_{W}=1-\gamma_{M}>0$ are constants, and $\delta_{M}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$and $\delta_{W}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ are non-decreasing, concave, twice continuously differentiable and satisfy $\delta_{M}(0)=0$ and $\delta_{W}(0)=0 .^{7}$ The net utility of an unmatched man (woman) with investment $\beta_{M}$ $\left(\beta_{W}\right)$ is given by $-\beta_{M}\left(-\beta_{W}\right)$.

Note that agents' utility functions are strictly supermodular in their own type and their partner's type, so that investments serve as costly signals in an environment satisfying the standard single-crossing property. HMS's model of assortative matching based on completely wasteful signaling corresponds to the case $\delta_{M}=\delta_{W} \equiv 0$. Following the complete information models of Peters (2007) and Bashkar and Hopkins (2016), the external benefits enter agents' utilities additively, and are modeled via the non-decreasing and type-independent functions $\delta_{M}$ and $\delta_{W} .{ }^{8}$

[^7]
### 2.1 Notation

We need several pieces of notation. $\mathbb{R}_{+}\left(\mathbb{R}_{++}\right)$denotes the set of non-negative (strictly positive) real numbers. We represent vectors in a Euclidean space $\mathbb{R}^{l}, l \in \mathbb{N}$, with respect to a fixed orthonormal basis, and we always label coordinates $0, \ldots, l-1 . I_{l}$ is the identity on $\mathbb{R}^{l}$, and $\cdot$ is the standard inner product: for $u, v \in \mathbb{R}^{l}, u \cdot v=\sum_{i=0}^{l-1} u_{i} v_{i}$. For $u \in \mathbb{R}^{l},\|u\|_{\infty}$ and $\|u\|_{1}$ denote the vector's maximum norm and $l_{1}$-norm, respectively. ${ }^{9}$ $u>0(u \geq 0)$ means that all entries of $u$ are strictly positive (non-negative). For a matrix $A,\|A\|_{\infty}$ denotes the norm $\max _{u \neq 0} \frac{\|A u\|_{\infty}}{\|u\|_{\infty}}$, and $A>0(A \geq 0)$ means that all entries of $A$ are strictly positive (non-negative).

We let

$$
M_{1: n} \leq M_{2: n} \leq \ldots \leq M_{n: n}
$$

and

$$
W_{1: k} \leq W_{2: k} \leq \ldots \leq W_{k: k}
$$

denote the order statistics of men's and women's types and write $F_{i: n}\left(G_{i: k}\right)$ and $f_{i: n}\left(g_{i: k}\right)$ for the c.d.f. and p.d.f. of $M_{i: n}\left(W_{i: k}\right)$. Thus,

$$
\begin{equation*}
F_{i: n}(m)=\sum_{l=i}^{n}\binom{n}{l} F(m)^{l}(1-F(m))^{n-l}, \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{i: n}(m)=n\binom{n-1}{i-1} F(m)^{i-1}(1-F(m))^{n-i} f(m) \tag{2}
\end{equation*}
$$

and $G_{i: k}$ and $g_{i: k}$ are given by analogous formulas. For convenience, we also define $M_{0: n} \equiv 0$ and $W_{0: k} \equiv 0$, so that $F_{0: n}=G_{0: k}$ is the c.d.f. of a Dirac measure at 0 .

Next, we define $\mathscr{G}: \mathbb{R} \rightarrow \mathbb{R}^{k}$ as

$$
\mathscr{G}_{j}(w):= \begin{cases}G_{j: k-1}(w) & \text { if } j \in\{1, \ldots, k-1\} \\ 0 & \text { if } j=0 .\end{cases}
$$

For a woman with type $w \in[\underline{w}, \bar{w}], G_{j: k-1}(w)$ is the probability that $j$ or more out of the $k-1$ other women have a type below her own. The entry $\mathscr{G}_{0}(w) \equiv 0$ will be convenient for representing the fact that women do not have to compete for a match with the $k$-th

[^8]highest type of man. Similarly, we define $\mathscr{F}: \mathbb{R} \rightarrow \mathbb{R}^{n}$ as
\[

\mathscr{F}_{j}(m):= $$
\begin{cases}F_{j: n-1}(m) & \text { if } j \in\{1, \ldots, n-1\} \\ 0 & \text { if } j=0\end{cases}
$$
\]

For any function $h: \mathbb{R} \rightarrow \mathbb{R}$, we define $\Delta_{M}^{h} \in \mathbb{R}^{n}$ as the vector with entries

$$
\Delta_{M, i}^{h}=E\left[h\left(M_{i+1: n}\right)-h\left(M_{i: n}\right)\right], i \in\{0, \ldots, n-1\} .
$$

Similarly, $\Delta_{W}^{h} \in \mathbb{R}^{k}$ is the vector with entries

$$
\Delta_{W, i}^{h}=E\left[h\left(W_{i+1: k}\right)-h\left(W_{i: k}\right)\right], i \in\{0, \ldots, k-1\} . .^{10}
$$

## 3 Equilibrium Characterization

In this section, we provide the basic equilibrium characterization, the main quantitative results about the investment multiplier effect, and the closed-form solution for the case of linear benefits. We focus on side-symmetric, strictly separating Bayes-Nash equilibria, i.e., equilibria where all men use the same, strictly increasing strategy and all women use the same, strictly increasing strategy. ${ }^{11}$ Any such equilibrium implements the surplus-maximizing, positive assortative matching of types. We denote equilibrium strategies by $b_{M}:[\underline{m}, \bar{m}] \rightarrow \mathbb{R}_{+}$(for men) and $b_{W}:[\underline{w}, \bar{w}] \rightarrow \mathbb{R}_{+}$(for women).

Suppose that all women use the same, strictly increasing strategy $b_{W}$. Then, the investment game among men is equivalent to an all-pay auction with incomplete information, $n$ ex-ante symmetric bidders and $k$ heterogeneous prizes.

If $n=k$, every man is guaranteed to get at least a match with the worst-ranked partner. For a man with type $m$, the expected utility from this match (the " $k$-th prize") is

$$
\gamma_{M} m E\left[W_{1: k}\right]+E\left[\delta_{M}\left(b_{W}\left(W_{1: k}\right)\right)\right] .
$$

The matches with the better-ranked partners then correspond to the $k-1$ prizes that men actually compete for. In particular, for a man with type $m$ the increase in expected utility associated with getting a match with the partner of type $W_{i+1: k}$ rather than with

[^9]$W_{i: k}, i \in\{1, \ldots, k-1\}$, is
$$
\gamma_{M} m E\left[W_{i+1: k}-W_{i: k}\right]+E\left[\delta_{M}\left(b_{W}\left(W_{i+1: k}\right)\right)-\delta_{M}\left(b_{W}\left(W_{i: k}\right)\right)\right],
$$
which is strictly increasing in $m$ (strict single crossing). Note how the prizes here are endogenous and depend on the strategy employed by women. This is the defining characteristic of two-sided contests with investments that generate external benefits.

If $n>k$, men also have to compete for the " $k$-th prize". In either case, existing results for all-pay auctions with incomplete information and with ex-ante symmetric bidders imply that the contest among men has a unique symmetric equilibrium. Moreover, the strictly increasing, differentiable equilibrium strategy can be derived by the standard first-order approach. ${ }^{12}$ An analogous argument applies for women, who are guaranteed to get at least a match with the $k$-th ranked man, $M_{n-k+1: n}$.

Thus, a side-symmetric, strictly separating equilibrium of the matching contest corresponds to a pair of functions: $b_{M}$ is the symmetric equilibrium strategy of the all-pay auction among men for which the prizes are determined by the order statistics induced by $G$ and by the women's strategy $b_{W}$, and $b_{W}$ is the symmetric equilibrium strategy of the all-pay auction among women for which the prizes are induced by the order statistics of $F$ and by the men's strategy $b_{M}$. In equilibrium, the types are matched positive assortatively: for $i \in\{1, \ldots, k\}$, the man with type $M_{n-k+i: n}$ is matched to the woman with type $W_{i: k}$.

A man with type $\underline{m}$ gets the worst possible match with probability 1 in equilibrium, ${ }^{13}$ which implies $b_{M}(\underline{m})=0 .{ }^{14}$ Similarly, $b_{W}(\underline{w})=0 .{ }^{15}$ For a man with type $m>\underline{m}$ who assumes that all other agents use strictly increasing, differentiable strategies $b_{M}$ and $b_{W}$, the problem of maximizing his expected utility is to choose an $s \in[\underline{m}, \bar{m}]$ that maximizes

$$
\begin{align*}
& \sum_{j=0}^{k-1} \mathscr{F}_{n-k+j}(s) E\left[\gamma_{M} m\left(W_{j+1: k}-W_{j: k}\right)+\delta_{M}\left(b_{W}\left(W_{j+1: k}\right)\right)-\delta_{M}\left(b_{W}\left(W_{j: k}\right)\right)\right]-b_{M}(s) \\
& =\hat{\mathscr{F}}(s) \cdot\left(\gamma_{M} m \Delta_{W}^{I_{1}}+\Delta_{W}^{\delta_{M} \circ b_{W}}\right)-b_{M}(s), \tag{3}
\end{align*}
$$

where we have used the following notation.
Definition 1. For $u \in \mathbb{R}^{n}$, let $\hat{u} \in \mathbb{R}^{k}$ denote the vector with entries $\hat{u}_{i}=u_{n-k+i}$, $i \in$ $\{0, \ldots, k-1\}$.

[^10]In equilibrium, the first order condition must be satisfied at $s=m$, i.e.,

$$
b_{M}^{\prime}(m)=\hat{\mathscr{F}}^{\prime}(m) \cdot\left(\gamma_{M} m \Delta_{W}^{I_{1}}+\Delta_{W}^{\delta_{M} \circ b_{W}}\right)
$$

Integrating the above, we obtain

$$
\begin{equation*}
b_{M}(m)=\gamma_{M} a_{M}(m)+\hat{\mathscr{F}}(m) \cdot \Delta_{W}^{\delta_{M} \circ b_{W}} \tag{4}
\end{equation*}
$$

where

$$
a_{M}(m)=\left(m \hat{\mathscr{F}}(m)-\int_{\underline{m}}^{m} \hat{\mathscr{F}}(s) d s\right) \cdot \Delta_{W}^{I_{1}}{ }^{16}
$$

An analogous derivation yields

$$
\begin{equation*}
b_{W}(w)=\gamma_{W} a_{W}(w)+\mathscr{G}(w) \cdot \hat{\Delta}_{M}^{\delta_{W} \circ b_{M}} \tag{5}
\end{equation*}
$$

where

$$
a_{W}(w)=\left(w \mathscr{G}(w)-\int_{\underline{w}}^{w} \mathscr{G}(s) d s\right) \cdot \hat{\Delta}_{M}^{I_{1}} .
$$

In particular, using (4) we have for all $i \in\{0, \ldots, n-1\}$ :

$$
\begin{align*}
\Delta_{M, i}^{\delta_{W} \circ b_{M}} & =E\left[\delta_{W}\left(\gamma_{M} a_{M}\left(M_{i+1: n}\right)+\hat{\mathscr{F}}\left(M_{i+1: n}\right) \cdot \Delta_{W}^{\delta_{M} \circ b_{W}}\right)\right. \\
& \left.-\delta_{W}\left(\gamma_{M} a_{M}\left(M_{i: n}\right)+\hat{\mathscr{F}}\left(M_{i: n}\right) \cdot \Delta_{W}^{\delta_{M} \circ b_{W}}\right)\right] . \tag{6}
\end{align*}
$$

Similarly, (5) implies for all $i \in\{0, \ldots, k-1\}$ :

$$
\begin{align*}
\Delta_{W, i}^{\delta_{M} \circ b_{W}} & =E\left[\delta_{M}\left(\gamma_{W} a_{W}\left(W_{i+1: k}\right)+\mathscr{G}\left(W_{i+1: k}\right) \cdot \hat{\Delta}_{M}^{\delta_{W} \circ b_{M}}\right)\right. \\
& \left.-\delta_{M}\left(\gamma_{W} a_{W}\left(W_{i: k}\right)+\mathscr{G}\left(W_{i: k}\right) \cdot \hat{\Delta}_{M}^{\delta_{W} \circ b_{M}}\right)\right] . \tag{7}
\end{align*}
$$

Defining $T: \mathbb{R}_{+}^{k} \rightarrow \mathbb{R}_{+}^{n}$ and $S: \mathbb{R}_{+}^{k} \rightarrow \mathbb{R}_{+}^{k}$ via

$$
\begin{aligned}
& T_{i}(y):=E\left[\delta_{W}\left(\gamma_{M} a_{M}\left(M_{i+1: n}\right)+\hat{\mathscr{F}}\left(M_{i+1: n}\right) \cdot y\right)-\delta_{W}\left(\gamma_{M} a_{M}\left(M_{i: n}\right)+\hat{\mathscr{F}}\left(M_{i: n}\right) \cdot y\right)\right], \\
& S_{i}(x):=E\left[\delta_{M}\left(\gamma_{W} a_{W}\left(W_{i+1: k}\right)+\mathscr{G}\left(W_{i+1: k}\right) \cdot x\right)-\delta_{M}\left(\gamma_{W} a_{W}\left(W_{i: k}\right)+\mathscr{G}\left(W_{i: k}\right) \cdot x\right)\right],
\end{aligned}
$$

we obtain the following fixed point characterization of side-symmetric, strictly separating equilibria of the matching contest. ${ }^{17}$

[^11]Lemma 1. The mapping $\imath: b_{W} \mapsto \Delta_{W}^{\delta_{N}{ }^{\circ} b_{W}}$ is a bijection between the set of side-symmetric, strictly separating equilibria and the set of fixed points of $S \circ \hat{T} .{ }^{18}$

The logic behind this fixed point argument is as follows. The equilibrium strategies determine the vectors of increments in the matching benefits $\Delta_{W}^{\delta_{n} \circ b_{W}}$ and $\hat{\Delta}_{M}^{\delta_{W} \circ b_{M}}$. Conversely, these increment vectors are sufficient to recover the strategies through (4) and (5). This is due to the fact that the increment vector of each market side determines the "prize structure" of the all-pay auction played by the other market side. In particular, the mappings $S$ and $\hat{T}$ capture how any increment vector for one market side pins down a unique increment vector for the other side. In equilibrium, the pair of male and female increment vectors must be consistent with each other. In other words, $\Delta_{W}^{\delta_{M} \circ b_{W}}$ is a fixed point of $S \circ \hat{T}$ and $\hat{\Delta}_{M}^{\delta_{W} \circ b_{M}}$ is a fixed point of $\hat{T} \circ S$.

We now turn to the observation that will allow quantitative insights into equilibrium investment behavior and interim expected utilities. Men face the kind of uncertainty regarding the types of their competitors (and hence about which of the $k$ heterogeneous prizes they will win with any particular investment) that is standard in auctions or in contests with one-dimensional heterogeneity and ex-ante symmetric agents. Interestingly, key aspects of how the heterogeneity of the prizes affects the investment increments given by

$$
\begin{align*}
\Delta_{M, i}^{b_{M}} & =E\left[b_{M}\left(M_{i+1: n}\right)-b_{M}\left(M_{i: n}\right)\right] \\
& =\gamma_{M} \Delta_{M, i}^{a_{M}}+\sum_{j=0}^{k-1} E\left[F_{n-k+j: n-1}\left(M_{i+1: n}\right)-F_{n-k+j: n-1}\left(M_{i: n}\right)\right] \Delta_{W, j}^{\delta_{M} \circ b_{W}} \tag{8}
\end{align*}
$$

turn out to be independent of the distribution $F$ (an analogous observation applies for women, of course).

To see this, note that $F\left(M_{i: n}\right)$ is distributed like the $i$-th order statistic of $n$ independent draws from the uniform distribution $U(0,1)$ (see, for example, Theorem 1.2.5 in Reiss 1989), and that $F_{j: n-1}$ is a polynomial in $F$. In particular, $E\left[F_{j: n-1}\left(M_{i: n}\right)\right]$ does not depend on the distribution $F$ (the term is a weighted sum of moments of the i-th order statistic of $n$ independent draws from $U(0,1)$ ). This motivates the following definitions.

## Definition 2.

1. Let $\Theta_{n} \in \mathbb{R}^{n \times n}$ be the matrix with entries $\theta_{n, i j}=E\left[F_{j: n-1}\left(M_{i+1: n}\right)-F_{j: n-1}\left(M_{i: n}\right)\right]$ for $i, j \in\{0, \ldots, n-1\}$. Let $\Theta_{n, k} \in \mathbb{R}^{n \times k}$ be the matrix that results from deleting

[^12]the first $n-k$ columns of $\Theta_{n}$, and let $\hat{\Theta}_{n, k} \in \mathbb{R}^{k \times k}$ be the matrix that results from deleting the first $n-k$ rows of $\Theta_{n, k} \cdot{ }^{19}$
2. Let $r(n, k)>0$ be the real eigenvalue of the matrix $\Theta_{k} \hat{\Theta}_{n, k}$ satisfying $r(n, k) \geq|\lambda|$ for any other eigenvalue $\lambda$ of $\Theta_{k} \widehat{\Theta}_{n, k}$.

The existence of $r(n, k)$ follows because $\boldsymbol{\Theta}_{k} \hat{\Theta}_{n, k}$ is a non-zero and non-negative matrix (see Theorems 8.1.22 and 8.3.1 in Horn and Johnson 2013). The following lemma provides the explicit form of $\Theta_{n}$ and establishes a somewhat surprising fact: $\frac{n+1}{n-1} \Theta_{n}$ is a stochastic matrix.

Lemma 2. i) For all $i \in\{0, \ldots, n-1\}$,

$$
\theta_{n, i j}= \begin{cases}0 & \text { if } j=0 \\ \frac{n-1}{2 n-1} \frac{\binom{n}{i}\binom{n-2}{j-1}}{\binom{j+1}{i+j-1}} & \text { if } j \in\{1, \ldots, n-1\} .\end{cases}
$$

ii) $\frac{n+1}{n-1} \Theta_{n}$ is a (row-) stochastic matrix.

Armed with Definition 2, we can write (8) in the following compact form:

$$
\begin{equation*}
\Delta_{M}^{b_{M}}=\gamma_{M} \Delta_{M}^{a_{M}}+\Theta_{n, k} \Delta_{W}^{\delta_{M} \circ b_{W}} \tag{9}
\end{equation*}
$$

Similarly,

$$
\Delta_{W, i}^{b_{W}}=\gamma_{W} \Delta_{W, i}^{a_{W}}+\sum_{j=0}^{k-1} E\left[G_{j: k-1}\left(W_{i+1: k}\right)-G_{j: k-1}\left(W_{i: k}\right)\right] \hat{\Delta}_{M, j}^{\delta_{W \circ} \circ b_{M}}
$$

implies

$$
\begin{equation*}
\Delta_{W}^{b_{W}}=\gamma_{W} \Delta_{W}^{a_{W}}+\Theta_{k} \hat{\Delta}_{M}^{\delta_{W} \circ b_{M}} . \tag{10}
\end{equation*}
$$

Thus, the matrix $\Theta_{n, k}\left(\Theta_{k}\right)$ captures how the type-independent increments in expected benefits that men (women) obtain from getting partners with higher investments translate into investment increments (Lemma 4 in the Appendix shows that these distributionindependent matrices also occur in the explicit representations of $\Delta_{M}^{a_{M}}$ and $\Delta_{W}^{a_{W}}$, i.e., they are also important for computing bid increments for the standard all pay-auction model with heterogenous prizes, where an agent's valuation is multiplicative in his/her type and the prize he/she gets).

If the benefit functions are linear, i.e., if $\delta_{M}\left(\beta_{W}\right)=d_{M} \beta_{W}$ and $\delta_{W}\left(\beta_{M}\right)=d_{W} \beta_{M}$ for constants $d_{M}, d_{W} \geq 0$, (9) and (10) allow us to precisely characterize the strength

[^13]of the multiplier effect, to obtain a necessary and sufficient condition for equilibrium existence that depends only on $n, k, d_{M}$ and $d_{W}$, and to derive the unique equilibrium in closed form.

Theorem 1 (Equilibrium characterization for linear benefits). Assume that $\delta_{M}\left(\beta_{W}\right)=$ $d_{M} \beta_{W}$ and $\delta_{W}\left(\beta_{M}\right)=d_{W} \beta_{M}$ for constants $d_{M}, d_{W} \geq 0$. A side-symmetric, strictly separating equilibrium exists if and only if $d_{M} d_{W} r(n, k)<1$. If it exists, the equilibrium is unique. The equilibrium strategies satisfy

$$
\begin{aligned}
& b_{M}(m)=\gamma_{M} a_{M}(m)+d_{M} \hat{\mathscr{F}}(m) \cdot \Delta_{W}^{b_{W}} \\
& b_{W}(w)=\gamma_{W} a_{W}(w)+d_{W} \mathscr{G}(w) \cdot \hat{\Delta}_{M}^{b_{M}},
\end{aligned}
$$

where $\Delta_{W}^{b_{W}}$ and $\hat{\Delta}_{M}^{b_{M}}$ are explicitly given by

$$
\begin{align*}
\hat{\Delta}_{M}^{b_{M}} & =\left(I_{k}-d_{M} d_{W} \hat{\Theta}_{n, k} \Theta_{k}\right)^{-1}\left(\gamma_{M} \hat{\Delta}_{M}^{a_{M}}+d_{M} \gamma_{W} \hat{\Theta}_{n, k} \Delta_{W}^{a_{W}}\right)  \tag{11}\\
\Delta_{W}^{b_{W}} & =\left(I_{k}-d_{M} d_{W} \Theta_{k} \hat{\Theta}_{n, k}\right)^{-1}\left(\gamma_{W} \Delta_{W}^{a_{W}}+d_{W} \gamma_{M} \Theta_{k} \hat{\Delta}_{M}^{a_{M}}\right) . \tag{12}
\end{align*}
$$

Equilibrium existence for $r(n, k) d_{M} d_{W}<1$ and the closed form follow easily from (9), (10) and from $r(n, k)$ being the spectral radius of $\Theta_{k} \widehat{\Theta}_{n, k}$. The condition $r(n, k) d_{M} d_{W}<$ 1 roughly says that the marginal feedback benefit of an additional unit of investment that combines the two marginal external benefits from investment $d_{M}$ and $d_{W}$ and the multiplier $r(n, k)$ - is less than the marginal cost of investment, which is normalized here to unity. The proof that no equilibrium exists when the condition does not hold is based on Farkas' Lemma and uses the left eigenvector associated with the eigenvalue $r(n, k)$.
Remark 1. Lemma 2 implies $r(n, n)=\frac{(n-1)^{2}}{(n+1)^{2}}$, so that we immediately obtain the exact strength of the multiplier effect in all balanced markets. ${ }^{20}$ For $n>k$, we obtain that $r(n, k) \leq \frac{(n-1)(k-1)}{(n+1)(k+1)}$ because $\frac{(n+1)(k+1)}{(n-1)(k-1)} \Theta_{k} \hat{\Theta}_{n, k}$ is sub-stochastic. Moreover, $r(n, k)$ can easily be computed numerically using the explicit form of $\Theta_{n}{ }^{21}$

For the case of general benefit functions, we establish equilibrium existence using Brouwer's Fixed Point Theorem.

Theorem 2. If $\frac{(n-1)(k-1)}{(n+1)(k+1)}\left(\lim _{\beta_{W} \rightarrow \infty} \delta_{M}^{\prime}\left(\beta_{W}\right)\right)\left(\lim _{\beta_{M} \rightarrow \infty} \delta_{W}^{\prime}\left(\beta_{M}\right)\right)<1$, then there exists a side-symmetric, strictly separating equilibrium.

Of course, equilibrium strategies always satisfy (4) and (5), and investment increments always satisfy (9) and (10).

[^14]
### 3.1 An Illustration: the $2 \times 2$ case

We briefly consider here the balanced case with two agents on each side of the market, and where $\delta_{M}\left(\beta_{W}\right)=d_{M} \beta_{W}$ and $\delta_{W}\left(\beta_{M}\right)=d_{W} \beta_{M}$ for constants $d_{M}, d_{W} \geq 0$. We have

$$
\Theta_{2}=\left(\begin{array}{ll}
0 & \frac{1}{3} \\
0 & \frac{1}{3}
\end{array}\right),
$$

so that $r(2,2)$, the spectral radius of $\Theta_{2}^{2}$, is equal to $\frac{1}{9}$. Thus, a side-symmetric, strictly separating equilibrium exists if and only if $d_{M} d_{W}<9$. Moreover, we obtain that

$$
\left(I_{2}-d_{M} d_{W} \Theta_{2}^{2}\right)^{-1}=\left(\begin{array}{cc}
1 & -\frac{d_{M} d_{W}}{9-d_{M} d_{W}} \\
0 & \frac{9}{9-d_{M} d_{W}}
\end{array}\right) .
$$

The equilibrium strategies satisfy

$$
\begin{equation*}
b_{M}(m)=\gamma_{M} a_{M}(m)+d_{M} \mathscr{F}(m) \cdot \Delta_{W}^{b_{W}}=\gamma_{M} a_{M}(m)+d_{M} F(m) \Delta_{W, 1}^{b_{W}} \tag{13}
\end{equation*}
$$

and

$$
b_{W}(w)=\gamma_{W} a_{W}(w)+d_{W} \mathscr{G}(w) \cdot \Delta_{M}^{b_{M}}=\gamma_{W} a_{W}(w)+d_{W} G(w) \Delta_{M, 1}^{b_{M}},
$$

where $\Delta_{W}^{b_{W}}$ and $\Delta_{M}^{b_{M}}$ are explicitly given by

$$
\begin{aligned}
& \Delta_{M}^{b_{M}}=\left(\begin{array}{cc}
1 & -\frac{d_{M} d_{W}}{9-d_{M} d_{W}} \\
0 & \frac{9}{9-d_{M} d_{W}}
\end{array}\right)\left(\gamma_{M} \Delta_{M}^{a_{M}}+d_{M} \gamma_{W}\left(\begin{array}{ll}
0 & \frac{1}{3} \\
0 & \frac{1}{3}
\end{array}\right) \Delta_{W}^{a_{W}}\right) \\
& \Delta_{W}^{b_{W}}=\left(\begin{array}{cc}
1 & -\frac{d_{M} d_{W}}{9-d_{M} d_{W}} \\
0 & \frac{9}{9-d_{M} d_{W}}
\end{array}\right)\left(\gamma_{W} \Delta_{W}^{a_{W}}+d_{W} \gamma_{M}\left(\begin{array}{ll}
0 & \frac{1}{3} \\
0 & \frac{1}{3}
\end{array}\right) \Delta_{M}^{a_{M}}\right) .
\end{aligned}
$$

In particular, the relevant, second-row entries (with index 1) are given by

$$
\Delta_{M, 1}^{b_{M}}=\frac{9}{9-d_{M} d_{W}}\left(\gamma_{M} \Delta_{M, 1}^{a_{M}}+d_{M} \gamma_{W} \frac{1}{3} \Delta_{W, 1}^{a_{W}}\right)
$$

and

$$
\begin{equation*}
\Delta_{W, 1}^{b_{W}}=\frac{9}{9-d_{M} d_{W}}\left(\gamma_{W} \Delta_{W, 1}^{a_{W}}+d_{W} \gamma_{M} \frac{1}{3} \Delta_{M, 1}^{a_{M}}\right) . \tag{14}
\end{equation*}
$$

To explicitly pin down the equilibrium strategies, we thus only need to identify the terms $\Delta_{M, 1}^{a_{M}}$ and $\Delta_{W, 1}^{a_{W}}$. From Lemma 4 in the Appendix we obtain

$$
\begin{equation*}
\Delta_{M, 1}^{a_{M}}=\frac{1}{3} E\left[M_{2: 3}\right] E\left[W_{2: 2}-W_{1: 2}\right] \quad \text { and } \quad \Delta_{W, 1}^{a_{W}}=\frac{1}{3} E\left[W_{2: 3}\right] E\left[M_{2: 2}-M_{1: 2}\right] . \tag{15}
\end{equation*}
$$

For the remainder of this example, we assume that $0<d=d_{M}=d_{W}<1$ and that $F=G$. We show that if $F$ has "increasing virtual values", i.e., $m-\frac{1-F(m)}{f(m)}$ is increasing, and if $\underline{m}=0$, then $E\left[b_{M}\left(M_{1: 2}\right)\right]$ is strictly increasing in $\gamma_{M}$. Since $d E\left[b_{M}\left(M_{1: 2}\right)\right]$ equals the expected utility of a woman with type zero (see Lemma 3), this implies, by continuity of the distribution and of the bid functions, that there is a positive measure of (low) women types whose expected utility decreases when the match share $\gamma_{W}=1-\gamma_{M}$ of women increases! As these types get most of their utility from their partner's investments that may be relatively high (rather than from the jointly produced matching output, which is low) an increase in women's share of output leads to a decrease in men's investments, and hence to a decrease in the expected utility of low women types. Here is the argument.

Proof. Note that $E\left[F\left(M_{1: 2}\right)\right]=\theta_{2,01}=\frac{1}{3}$ and that $E\left[a_{M}\left(M_{1: 2}\right)\right]=\frac{1}{3} E\left[M_{1: 3}\right] E\left[W_{2: 2}-\right.$ $\left.W_{1: 2}\right]$ (by Lemma 4 in the Appendix). From this, (13), (14), (15) and the assumptions that $F=G$ and $d=d_{M}=d_{W}$, we immediately obtain

$$
E\left[b_{M}\left(M_{1: 2}\right)\right]=\left(\gamma_{M} E\left[M_{1: 3}\right]+d \frac{3 \gamma_{W}+d \gamma_{M}}{9-d^{2}} E\left[M_{2: 3}\right]\right) \frac{E\left[M_{2: 2}-M_{1: 2}\right]}{3} .
$$

Since we are interested in the dependence on $\gamma_{M}$, we substitute $\gamma_{W}=1-\gamma_{M}$ and write

$$
E\left[b_{M}\left(M_{1: 2}\right)\right]=\left(\frac{3 d}{9-d^{2}} E\left[M_{2: 3}\right]+\gamma_{M}\left(E\left[M_{1: 3}\right]-\frac{d}{3+d} E\left[M_{2: 3}\right]\right)\right) \frac{E\left[M_{2: 2}-M_{1: 2}\right]}{3} .
$$

Thus, $E\left[b_{M}\left(M_{1: 2}\right)\right]$ is strictly increasing in $\gamma_{M}$ if and only if $\left(\frac{3}{d}+1\right) E\left[M_{1: 3}\right]>E\left[M_{2: 3}\right]$. Lemma 5 in the Appendix shows that the assumption of increasing virtual valuations implies $4 E\left[M_{1: 3}\right] \geq E\left[M_{2: 3}\right]$. This completes the proof.

### 3.2 Equilibrium Utility

Given the separable form of the utility functions, we can use the standard payoff equivalence result for Bayesian incentive compatible mechanisms to represent interim expected utilities. For a side-symmetric, strictly separating equilibrium, we let $U_{M}(m)$ denote the expected utility for a man with type $m$, and $U_{W}(w)$ denote the expected utility for a woman with type $w$. We write $\Psi(m) \in[0, \bar{w}]$ for type $m$ 's expected type of
partner and $\Phi(w) \in[\underline{m}, \bar{m}]$ for type $w$ 's expected type of partner. Thus,

$$
\begin{aligned}
& \Psi(m)= \begin{cases}E\left[W_{1: n}\right]+\mathscr{F}(m) \cdot \Delta_{W}^{I_{1}} & \text { if } n=k \\
\mathscr{F}(m) \cdot \Delta_{W}^{I_{1}} & \text { if } n>k .\end{cases} \\
& \Phi(w)=E\left[M_{n-k+1: n}\right]+\mathscr{G}(w) \cdot \hat{\Delta}_{M}^{I_{1}} .
\end{aligned}
$$

Lemma 3. Agents' interim expected utilities satisfy:

$$
\begin{align*}
& U_{M}(m)= \begin{cases}E\left[\delta_{M}\left(b_{W}\left(W_{1: n}\right)\right)\right]+\gamma_{M \underline{m}} E\left[W_{1: n}\right]+\gamma_{M} \int_{\underline{m}}^{m} \Psi(s) d s & \text { if } n=k \\
\gamma_{M} \int_{\underline{m}}^{m} \Psi(s) d s & \text { if } n>k .\end{cases}  \tag{16}\\
& U_{W}(w)=E\left[\delta_{W}\left(b_{M}\left(M_{n-k+1: n}\right)\right)\right]+\gamma_{W \underline{w} E\left[M_{n-k+1: n}\right]+\gamma_{W} \int_{\underline{w}}^{w} \Phi(s) d s .} \tag{17}
\end{align*}
$$

For completeness, an explicit proof of Lemma 3 is included in the Appendix. In the next section, we contrast these interim expected utilities with their counterparts in the model with a continuum of agents.

## 4 The Productive Role of Investments

In this section, we develop further quantitative results about equilibrium investments and expected utilities. We distinguish three cases that correspond to three fundamentally different productive roles of agents' investments.

1. (Partially) wasteful investments: $\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<1$.
2. Monetary transfers under quasi-linear utility (TU): $\delta_{M}\left(\beta_{W}\right)=\beta_{W}$ and $\delta_{W}\left(\beta_{M}\right)=\beta_{M}$. 3. Productive investments: $\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)>1$ and $\lim _{\beta_{W} \rightarrow \infty} \delta_{M}^{\prime}\left(\beta_{W}\right) \lim _{\beta_{M} \rightarrow \infty} \delta_{W}^{\prime}\left(\beta_{M}\right)<1$.

By Theorem 2, a side-symmetric, strictly separating equilibrium exists for all three cases.

If $\delta_{M}^{\prime}(0)>0$ and $\delta_{W}^{\prime}(0)>0$ investments generate benefits for partners. Yet, if $\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<1$, positive investments are still partially wasteful. In this case, the only pair of Pareto efficient and individually rational investments for a given pair of agents ${ }^{22}$ is $\left(\beta_{M}, \beta_{W}\right)=(0,0)$, and all $\left(\beta_{M}, \beta_{W}\right) \in R_{++}^{2}$ are inefficient.

In the transferable utility case in which $\delta_{M}\left(\beta_{W}\right)=\beta_{W}$ and $\delta_{W}\left(\beta_{M}\right)=\beta_{M}$, all possible $\left(\beta_{M}, \beta_{W}\right)$ are Pareto efficient for a given pair. By contrast, if $\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)>1$,

[^15]the Pareto efficient and individually rational investments for a given pair of agents are characterized by
$$
\delta_{M}^{\prime}\left(\beta_{W}\right) \delta_{W}^{\prime}\left(\beta_{M}\right)=1, \delta_{M}\left(\beta_{W}\right)-\beta_{M} \geq 0 \text { and } \delta_{W}\left(\beta_{M}\right)-\beta_{W} \geq 0
$$

In particular, all these pairs of investments strictly exceed the privately optimal levels $\beta_{M}=0$ and $\beta_{W}=0$.

### 4.1 Large Contests with Partially Wasteful or TU Investments

Theorem 1 and further examination of the matrix $\Theta_{n}$ allow us to obtain precise characterizations of the limit properties of equilibrium utilities, as $n$ and $k$ go to infinity, for matching contests with partially wasteful or TU investments, and to compare these findings with the results for the limit contest with a continuum of agents. For unbalanced markets, we have to assume that matching with a partner who does not invest and has the lowest possible type is not better than staying unmatched, which is formalized here by setting $\underline{w}=0 .{ }^{23}$ To simplify notation, we assume $\underline{w}=0$ also for balanced contests and let $\underline{m}=0$, but these two assumptions do not matter for any of the results.

Condition 1. $\underline{w}=\underline{m}=0$.

## The Continuum Model

We consider here the limit two-sided matching contest with a continuum of agents. The distribution of women is $G$, the distribution of men is $F /(1-r)$ for some $r \in[0,1),{ }^{24}$ and types are private information. Let $m_{r}$ denote the $r$-th quantile of $F$ (i.e., $F\left(m_{r}\right)=$ $r$ ), and let $F_{r}(m)=\left(F(m)-F\left(m_{r}\right)\right) /(1-r)$ for $m \geq m_{r}$. The positively assortative matching is now described by the matching function

$$
\psi_{r}(m)= \begin{cases}0 & \text { if } m<m_{r} \\ G^{-1}\left(F_{r}(m)\right) & \text { if } m \geq m_{r}\end{cases}
$$

which is strictly increasing on $\left[m_{r}, \bar{m}\right]$, while types below $m_{r}$ stay unmatched. We let $\phi_{r}$ denote its inverse, defined on $[0, \bar{w}]$.

If all other agents invest according to non-decreasing functions $b_{M}:[0, \bar{m}] \rightarrow \mathbb{R}_{+}$ and $b_{W}:[0, \bar{w}] \rightarrow \mathbb{R}_{+}$that are strictly increasing on $\left[m_{r}, \bar{m}\right]$ and $[0, \bar{w}]$, then a man who

[^16]invests $b_{M}(s)$ knows that he will be matched to a woman with type $\psi_{r}(s)$ who makes an investment $b_{W}\left(\psi_{r}(s)\right)$. Similarly, a woman who invests $b_{W}(s)$ is matched to a man with type $\phi_{r}(s)$ whose investment is $b_{M}\left(\phi_{r}(s)\right)$. Thus, returns to investments are here certain, a significant difference to the finite case.

Equilibrium strategies must clearly satisfy $b_{M}(m)=0$ for $m<m_{r}$ (as these types stay unmatched for sure). Moreover, if $b_{W}(0)=0$ and $b_{M}$ and $b_{W}$ are continuous (as in the equilibrium for the partially wasteful case, Theorem 3 i below), issues related to the question of how to define returns for investments outside of the ranges $b_{M}([0, \bar{m}])$ and $b_{W}([0, \bar{w}])$ do not arise. ${ }^{25}$

Theorem 3. Assume that Condition 1 holds.
i) If $\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<1$, then the continuum model admits a side-symmetric equilibrium $\left(b_{M}, b_{W}\right)$ such that $b_{M}$ and $b_{W}$ are continuous, $b_{W}(0)=0$, and $b_{M}$ and $b_{W}$ are strictly increasing and continuously differentiable on $\left[m_{r}, \bar{m}\right]$ and $[0, \bar{w}]$, respectively. There is a unique equilibrium with these properties. Agents' equilibrium utilities are given by

$$
u_{M}^{(r)}(m)=\gamma_{M} \int_{0}^{m} \psi_{r}(s) d s \text { and } u_{W}^{(r)}(w)=\gamma_{W} \int_{0}^{w} \phi_{r}(s) d s .
$$

ii) If $\delta_{M}\left(\beta_{W}\right)=\beta_{W}$ and $\delta_{W}\left(\beta_{M}\right)=\beta_{M}$, the continuum model does not admit an equilibrium that implements the positive assortative matching.

Thus, with partially wasteful investments, assortative matching can arise in equilibrium. With TU investments (case ii), the continuum model does not admit such an equilibrium.

## Limit Characterizations

We now return to our main focus on finite markets. We fix all characteristics of the environment other than the number of agents. That is, $F, G, \gamma_{M}, \gamma_{W}, \delta_{M}$ and $\delta_{W}$ are arbitrary but fixed throughout Section 4.1. We use here superscripts to highlight the dependence of strategies, utilities and expected match partners on $n$ and $k$, writing $b_{M}^{(n, k)}$, $b_{W}^{(n, k)}, a_{M}^{(n, k)}, a_{W}^{(n, k)}, \Psi^{(n, k)}, \Phi^{(n, k)}, U_{M}^{(n, k)}$ and $U_{W}^{(n, k)}$.

We first show that agents' expected utilities in large matching contests with partially wasteful investments converge to the equilibrium utilities for the continuum model:

[^17]Theorem 4. Assume that Condition 1 is satisfied and that $\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<1$. Then, for all $m \in[0, \bar{m}]$ and $w \in[0, \bar{w}]$ :

$$
\lim _{k \rightarrow \infty, \frac{k}{n_{k}} \rightarrow 1-r} U_{M}^{\left(n_{k}, k\right)}(m)=u_{M}^{(r)}(m) \text { and } \lim _{k \rightarrow \infty, \frac{k}{n_{k}} \rightarrow 1-r} U_{W}^{\left(n_{k}, k\right)}(w)=u_{W}^{(r)}(w) .
$$

In finite markets, a type's expected utility exceeds his/her information rent $\gamma_{M} \int_{0}^{m} \Psi^{(n, k)}(s) d s$ or $\gamma_{W} \int_{0}^{w} \Phi^{(n, k)}(s) d s$ by a constant equal to the expected benefit from the guaranteed partner's investment, i.e., by $E\left[\delta_{M}\left(b_{W}^{(n, n)}\left(W_{1: n}\right)\right)\right]$ or 0 for men, and by $E\left[\delta_{W}\left(b_{M}^{(n, k)}\left(M_{n-k+1: n}\right)\right)\right]$ for women. ${ }^{26}$ Theorem 4 shows that this extra utility converges to zero if $\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<$ 1 , and also that information rents converge to their continuum counterparts.

Even though signals are only partially wasteful, Theorem 4 implies that, asymptotically, the entire difference between total match surplus

$$
S^{(r)}:=\int_{m_{r}}^{\bar{m}} m \psi_{r}(m) \frac{f(m)}{1-r} d m
$$

and aggregate information rents

$$
\gamma_{M} R_{M}^{(r)}+\gamma_{W} R_{W}^{(r)}
$$

where

$$
R_{M}^{(r)}=\int_{m_{r}}^{\bar{m}}\left(\int_{0}^{m} \psi_{r}(s) d s\right) \frac{f(m)}{1-r} d m \text { and } R_{W}^{(r)}=\int_{0}^{\bar{w}}\left(\int_{0}^{w} \phi_{r}(s) d s\right) g(w) d w
$$

gets dissipated, in accordance with the prediction of Theorem 3 (i). Note that the dissipation rate is always the same, no matter what the benefit functions $\delta_{M}$ and $\delta_{W}$ are (as long as the condition $\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<1$ is satisfied). For example, if $\gamma_{M}=\gamma_{W}=\frac{1}{2}$, exactly half the available surplus is dissipated in the limit, exactly as in the HMS model where signals are completely wasteful and bring no benefit to the other side.

In contrast to these convergence results for partially wasteful investments, the continuum case differs drastically from the finite case under transferable utility. By part (ii) of Theorem 3, the continuum model does not admit an equilibrium since investments grow out of bounds. In the finite model, equilibrium strategies become very steep as $n$ and $k$ grow. Nevertheless, a unique side-symmetric, strictly separating equilibrium always exists (by Theorem 1 and $r(n, k)<1$ ).

We now analyze in more detail the equilibrium of large finite markets with TU

[^18]investments. This amounts here to understand how the expected investments of the lowest types $M_{1: n}$ and $W_{1: n}$ behave as $n$ goes to infinity.

Note first that ex-post budget balance holds here for each matched pair. In particular, in any balanced market the sum of all agents' ex-ante expected utilities must be equal to the ex-ante expected total match surplus. That is, for all $n$ :

$$
\begin{aligned}
E\left[\frac{1}{n} \sum_{i=1}^{n} M_{i: n} W_{i: n}\right] & =\int_{0}^{\bar{m}} U_{M}^{(n, n)}(m) f(m) d m+\int_{0}^{\bar{w}} U_{W}^{(n, n)}(w) g(w) d w \\
& =E\left[b_{W}^{(n, n)}\left(W_{1: n}\right)\right]+\gamma_{M} \int_{0}^{\bar{m}} \int_{0}^{m} \Psi^{(n, n)}(s) d s f(m) d m \\
& +E\left[b_{M}^{(n, n)}\left(M_{1: n}\right)\right]+\gamma_{W} \int_{0}^{\bar{w}} \int_{0}^{w} \Phi^{(n, n)}(s) d s g(w) d w
\end{aligned}
$$

As $n \rightarrow \infty$, the integral terms converge to $\gamma_{M} R_{M}^{(0)}$ and $\gamma_{W} R_{W}^{(0)}$ (by Lemma 7 in the Appendix and the Dominated Convergence Theorem), and the left hand side converges to $S^{(0)}$ (by the LLN for empirical distributions). Thus,

$$
S^{(0)}=\lim _{n \rightarrow \infty}\left(E\left[b_{M}^{(n, n)}\left(M_{1: n}\right)\right]+E\left[b_{W}^{(n, n)}\left(W_{1: n}\right)\right]\right)+\gamma_{M} R_{M}^{(0)}+\gamma_{W} R_{W}^{(0)} .
$$

Because $R_{M}^{(0)}$ and $R_{W}^{(0)}$ are in fact the aggregated core (or stable) payoffs for men and women in the continuum model, we must have

$$
S^{(0)}=R_{M}^{(0)}+R_{W}^{(0)} .
$$

Thus, we obtain

$$
\lim _{n \rightarrow \infty}\left(E\left[b_{M}^{(n, n)}\left(M_{1: n}\right)\right]+E\left[b_{W}^{(n, n)}\left(W_{1: n}\right)\right]\right)=\gamma_{W} R_{M}^{(0)}+\gamma_{M} R_{W}^{(0)}>0 .
$$

We show that the difference between the expected investment made by $M_{1: n}$ and the expected investment made by $W_{1: n}$ converges to 0 , i.e., $\lim _{n \rightarrow \infty}\left(E\left[b_{M}^{(n, n)}\left(M_{1: n}\right)\right]-E\left[b_{W}^{(n, n)}\left(W_{1: n}\right)\right]\right)=$ 0 , leading to our limit characterization of equilibrium utilities in the TU case.

Theorem 5. Assume that Condition 1 is satisfied, and that $\delta_{M}\left(\beta_{W}\right)=\beta_{W}$ and $\delta_{W}\left(\beta_{M}\right)=$ $\beta_{M}$.
i) In large balanced markets, the (per capita) difference between aggregate surplus and aggregate information rents is shared approximately fifty-fifty between men and
women, regardless of $F, G$ and $\gamma_{M}:$ for all $m \in[0, \bar{m}]$ and $w \in[0, \bar{w}]$,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} U_{M}^{(n, n)}(m)=\frac{\gamma_{W} R_{M}^{(0)}+\gamma_{M} R_{W}^{(0)}}{2}+\gamma_{M} \int_{0}^{m} \psi_{0}(s) d s, \\
& \lim _{n \rightarrow \infty} U_{W}^{(n, n)}(w)=\frac{\gamma_{W} R_{M}^{(0)}+\gamma_{M} R_{W}^{(0)}}{2}+\gamma_{W} \int_{0}^{w} \phi_{0}(s) d s
\end{aligned}
$$

ii) In large, unbalanced markets, each agent on the short side obtains a fraction close to 1 of the per capita difference between aggregate surplus and aggregate information rents (on top of her information rent): for all $m \in[0, \bar{m}]$ and $w \in[0, \bar{w}]$,

$$
\begin{aligned}
\lim _{k \rightarrow \infty, k<n_{k}, \frac{k}{n_{k}} \rightarrow 1-r} U_{M}^{\left(n_{k}, k\right)}(m) & =\gamma_{M} \int_{0}^{m} \psi_{r}(s) d s, \\
\lim _{k \rightarrow \infty, k<n_{k}, \frac{k}{n_{k}} \rightarrow 1-r} U_{W}^{\left(n_{k}, k\right)}(w) & =\gamma_{W} R_{M}^{(r)}+\gamma_{M} R_{W}^{(r)}+\gamma_{W} \int_{0}^{w} \phi_{r}(s) d s .
\end{aligned}
$$

Theorem 5 (i) relies on subtle properties of the matrix $\Theta_{n}$. The unbalanced case in Theorem 5 (ii) is much simpler because only agents on the short side obtain utility in excess of information rents, and because only a vanishingly small fraction of total surplus can get dissipated (the investments made by agents failing to match) in large markets.

### 4.2 Bounds on Under-Investment when Investments are Productive

Standard incentives for under-investment (the "hold-up" problem) appear in small matching contests with productive investments (case 3) because the direct benefits from increasing one's investment are realized by the partner. This problem is, at least partly, mitigated by the competition on each side of the market for the external benefits of investments coming from the other side. Moreover, the "exogenous" signaling motive (the competition for partners with higher types) provides additional incentives. Thus, stronger signaling incentives may sometimes help to alleviate hold-up problems, in particular in contests with few participants. In contrast, if the signaling motive is very strong and if Pareto efficient investments are small, or if $n$ and $k$ are very large, signaling will be associated with over-investment in the usual way, driving investments (further) beyond Pareto efficient levels for most pairs of types (compare footnote 25).

We use our sharp condition for equilibrium existence in the linear case (Theorem 1) to derive some interesting bounds on under-investment. Note first that investments $\left(\beta_{M}, \beta_{W}\right)$ with $\delta_{M}^{\prime}\left(\beta_{W}\right) \delta_{W}^{\prime}\left(\beta_{M}\right)>1$ are inefficiently low ${ }^{27}$ while investments

[^19]$\left(\beta_{M}, \beta_{W}\right) \in R_{++}^{2}$ for which $\delta_{M}^{\prime}\left(\beta_{W}\right) \delta_{W}^{\prime}\left(\beta_{M}\right)<1$ correspond to over-investment. Moreover, the level sets $L_{c}:=\left\{\left(\beta_{M}, \beta_{W}\right) \in R_{++}^{2} \mid \delta_{M}^{\prime}\left(\beta_{W}\right) \delta_{W}^{\prime}\left(\beta_{M}\right)=c\right\}$ are closer to $L_{1}$ the closer $c$ is to 1 .

We show first that if $r(n, k) \delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<1$, the competition among $n$ men and $k$ women does not suffice to significantly alleviate the hold-up problem if signaling incentives are very small: the multiplier effect due to competition for external benefits is not strong enough for investments to exceed a bounded multiple of those investments that agents would make if signals were completely wasteful. We formalize this insight in Theorem 6, where $n, k, \delta_{M}$ and $\delta_{W}$ are fixed, and where the conditions on the supports of types are necessary and sufficient for signaling incentives to become arbitrarily small independently of the exact form of $F$ and $G .^{28}$

Theorem 6. Assume that $r(n, k) \delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<1$. If $n=k, \bar{m}(\bar{w}-\underline{w}) \rightarrow 0$ and $(\bar{m}-$ $\underline{m}) \bar{w} \rightarrow 0$, or if $n>k$ and $\overline{m w} \rightarrow 0$, then $b_{M}(\bar{m}) \rightarrow 0$ and $b_{W}(\bar{w}) \rightarrow 0$ for any sidesymmetric, strictly separating equilibrium.

By contrast, if $r(n, k) \delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)>1$, the multiplier effect is too strong for investments to get stuck at extremely low levels.

Theorem 7. In any side-symmetric, strictly separating equilibrium, it holds that

$$
r(n, k) \delta_{M}^{\prime}\left(b_{W}(\bar{w})\right) \delta_{W}^{\prime}\left(b_{M}(\bar{m})\right)<1
$$

Thus, if $r(n, k) \delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)>1$, the hold-up problem is at least partly alleviated by competition, and we obtain a quantitative bound on under-investment. Even with arbitrarily small signaling concerns, it is guaranteed that the investments made by the highest types, $\left(b_{M}(\bar{m}), b_{W}(\bar{w})\right)$, lie above the level set $L_{1 / r(n, k)}$.

## 5 Conclusion

Our paper contributes to the literature that studies bilateral investment behavior in assortative matching markets. We have provided the first quantitative analysis of the multiplier effect shaping Bayes-Nash equilibrium investments in two-sided matching contests when the investments create external benefits, and studied how the effect interacts with agents' signaling incentives. The complex, interdependent nature of equilibrium behavior gives rise to interesting effects: for example, in small markets, raising the sur-

[^20]plus share of one side of the market may lead to a decrease in expected utility of some agents on that side.

We have identified the spectral radius of a particular matrix of moments of order statistics as the main driver behind the multiplier effect. This characterization has allowed us to shed new light on the relationship between finite and continuum models of matching contests by deriving the exact asymptotic behavior of equilibrium utilities, as the numbers of men and women go to infinity, in environments with partially wasteful or TU investments. Finally, our results also provide novel, quantitative insights into how competition alleviates the hold-up problem in small markets with productive investments.

## Appendix

Proof of Lemma 1. If $b_{W}$ is an equilibrium strategy, it is immediate from (6), (7) and the definitions of T and S that $\Delta_{W}^{\delta_{M} \circ b_{W}}$ is a fixed point of $S \circ \hat{T}$. Moreover, the mapping is one-to-one (if $l\left(b_{W}^{1}\right)=\imath\left(b_{W}^{2}\right)$ for two equilibrium strategies $b_{W}^{1}$ and $b_{W}^{2}$, then (4) and (5) imply $b_{W}^{1}=b_{W}^{2}$ ) and onto: if $y^{*}$ is a fixed point of $S \circ \hat{T}$, then $b_{M}(m):=\gamma_{M} a_{M}(m)+$ $\hat{\mathscr{F}}(m) \cdot y^{*}$ and $b_{W}(w):=\gamma_{W} a_{W}(w)+\mathscr{G}(w) \cdot \hat{\Delta}_{M}^{\delta_{W} \circ b_{M}}$ constitute equilibrium strategies satisfying $\Delta_{W}^{\delta_{M} \circ b_{W}}=y^{*}$.

Proof of Lemma 2. i) $\theta_{n, i 0}=0$ is obvious. For $j \geq 1$, we first rewrite $\theta_{n, i j}$ using integration by parts: ${ }^{29}$

$$
\begin{aligned}
\theta_{n, i j} & =E\left[F_{j: n-1}\left(M_{i+1: n}\right)-F_{j: n-1}\left(M_{i: n}\right)\right]=\int_{\underline{m}}^{\bar{m}} F_{j: n-1}(m)\left(f_{i+1: n}(m)-f_{i: n}(m)\right) d m \\
& =\int_{\underline{m}}^{\bar{m}}\left(F_{i: n}(m)-F_{i+1: n}(m)\right) f_{j: n-1}(m) d m=E\left[F_{i: n}\left(M_{j: n-1}\right)-F_{i+1: n}\left(M_{j: n-1}\right)\right] .
\end{aligned}
$$

Using the identities (1) and (2), it follows that

$$
\begin{aligned}
\theta_{n, i j} & =E\left[F_{i: n}\left(M_{j: n-1}\right)-F_{i+1: n}\left(M_{j: n-1}\right)\right] \\
& =E\left[\binom{n}{i} F^{i}\left(M_{j: n-1}\right)\left(1-F\left(M_{j: n-1}\right)\right)^{n-i}\right] \\
& =\binom{n}{i}(n-1)\binom{n-2}{j-1} \int_{\underline{m}}^{\bar{m}} F^{i+j-1}(m)(1-F(m))^{2 n-1-i-j} f(m) d m \\
& =\frac{n-1}{2 n-1} \frac{\binom{n}{i}\binom{n-2}{j-1}}{\binom{2 n-2}{i+j-1}} \int_{\underline{m}}^{\bar{m}} f_{i+j: 2 n-1}(m) d m=\frac{n-1}{2 n-1} \frac{\binom{n}{i}\binom{n-2}{j-1}}{\binom{2 n-2}{i+j-1}} .
\end{aligned}
$$

[^21]ii) Case $n=2$ : The formula from (i) yields $\theta_{2,01}=\theta_{2,11}=\frac{1}{3}$. Thus, $3 \Theta_{2}$ is stochastic.

Case $n>2$ : The entries of the i-th row of $\Theta_{n}$ can be reinterpreted in a way that allows computing the row sum as a telescoping sum. Indeed, for $j=2, \ldots, n-2$ :

$$
\begin{aligned}
E & {\left[F_{j-1: n-2}\left(M_{i+1: n+1}\right)-F_{j: n-2}\left(M_{i+1: n+1}\right)\right] } \\
& =\int_{\underline{m}}^{\bar{m}}\binom{n-2}{j-1} F^{j-1}(m)(1-F(m))^{n-1-j} f_{i+1: n+1}(m) d m \\
& =\binom{n-2}{j-1}(n+1)\binom{n}{i} \int_{\underline{m}}^{\bar{m}} F^{i+j-1}(m)(1-F(m))^{2 n-1-i-j} f(m) d m \\
& =\frac{n+1}{2 n-1} \frac{\binom{n}{i}\binom{n-2}{j-1}}{\binom{2 n-2}{i+j-1}}=\frac{n+1}{n-1} \theta_{n, i j} .
\end{aligned}
$$

Similarly, for $j=n-1$ we find:

$$
\begin{aligned}
E & {\left[F_{n-2: n-2}\left(M_{i+1: n+1}\right)\right]=\int_{\underline{m}}^{\bar{m}}\binom{n-2}{n-2} F^{n-2}(m) f_{i+1: n+1}(m) d m } \\
& =\binom{n-2}{n-2}(n+1)\binom{n}{i} \int_{\underline{m}}^{\bar{m}} F^{i+(n-1)-1}(m)(1-F(m))^{2 n-1-i-(n-1)} f(m) d m \\
& =\frac{n+1}{2 n-1} \frac{\binom{n}{i}\binom{n-2}{n-2}}{\binom{2 n-2}{i+(n-1)-1}}=\frac{n+1}{n-1} \theta_{n, i(n-1)} .
\end{aligned}
$$

Finally, for $j=1$,

$$
E\left[1-F_{1: n-2}\left(M_{i+1: n+1}\right)\right]=\frac{n+1}{n-1} \theta_{n, i 1} .
$$

Summing up all terms (including $\theta_{n, i 0}=0$ ) yields $\frac{n+1}{n-1} \sum_{j=0}^{n-1} \theta_{n, i j}=1$.
Proof of Theorem 1. If $d_{M}=0$, the unique fixed point of $S \circ \hat{T}$ is 0 , and (11) and (12) follow immediately from (9) and (10). If $d_{M}>0$, the fixed point equation becomes

$$
\Delta_{W}^{b_{W}}=\gamma_{W} \Delta_{W}^{a_{W}}+d_{W} \Theta_{k}\left(\gamma_{M} \hat{\Delta}_{M}^{a_{M}}+d_{M} \hat{\Theta}_{n, k} \Delta_{W}^{b_{W}}\right)
$$

or

$$
\begin{equation*}
\left(I_{k}-d_{M} d_{W} \Theta_{k} \hat{\Theta}_{n, k}\right) \Delta_{W}^{b_{W}}=\gamma_{W} \Delta_{W}^{a_{W}}+d_{W} \gamma_{M} \Theta_{k} \hat{\Delta}_{M}^{a_{M}} \cdot{ }^{30} \tag{18}
\end{equation*}
$$

Case $r(n, k) d_{M} d_{W}<1: r(n, k) d_{M} d_{W}$ is the spectral radius of $d_{M} d_{W} \Theta_{k} \hat{\Theta}_{n, k}$. It follows that $I_{k}-d_{M} d_{W} \Theta_{k} \hat{\Theta}_{n, k}$ is invertible, so that (18) yields (12). We must also show $\Delta_{W}^{b_{W}} \geq 0$. As $r(n, k) d_{M} d_{W}<1,\left(I_{k}-d_{M} d_{W} \Theta_{k} \hat{\Theta}_{n, k}\right)^{-1}$ is given by the convergent series $\sum_{l=0}^{\infty}\left(d_{M} d_{W} \Theta_{k} \hat{\Theta}_{n, k}\right)^{l}$. Thus, $\left(I_{k}-d_{M} d_{W} \Theta_{k} \hat{\Theta}_{n, k}\right)^{-1} \geq 0$. Moreover, $\Delta_{W}^{a_{W}}>0$ because $a_{W}$

[^22]is strictly increasing (for $j \geq 1, w \mathscr{G}_{j}(w)-\int_{w}^{w} \mathscr{G}_{j}(s) d s$ is strictly increasing, and $\hat{\Delta}_{M}^{I_{1}}>0$ ). Similarly, $\hat{\Delta}_{M}^{a_{M}}>0$. As $\Theta_{k} \geq 0$, it follows that $\gamma_{W} \Delta_{W}^{a_{W}}+d_{W} \gamma_{M} \Theta_{k} \hat{\Delta}_{M}^{a_{M}}>0$. Thus, $\Delta_{W}^{b_{W}} \geq 0$ (in fact, $\Delta_{W}^{b_{W}}>0$, because the diagonal entries of $\left(I_{k}-d_{M} d_{W} \Theta_{k} \hat{\Theta}_{n, k}\right)^{-1}$ are positive).

Finally, the explicit form of $\hat{\Delta}_{M}^{b_{M}}$, stated in (11), follows from plugging (10) into (9).

Case $r(n, k) d_{M} d_{W} \geq 1$ : let $z:=\gamma_{W} \Delta_{W}^{a_{W}}+d_{W} \gamma_{M} \Theta_{k} \hat{\Delta}_{M}^{a_{M}}$. We have already shown that $z>0$. We have to show that the linear system of equations $\left(I_{k}-d_{M} d_{W} \Theta_{k} \hat{\Theta}_{n, k}\right) v=z$ has no solution $v \in \mathbb{R}_{+}^{k}$. This follows from Farkas' Lemma and from the fact that the non-negative and non-zero matrix $\Theta_{k} \hat{\Theta}_{n, k}$, has a non-negative, non-zero left eigenvector $w(n, k)$ associated with $r(n, k)$, i.e., $w(n, k)^{T} \boldsymbol{\Theta}_{k} \hat{\boldsymbol{\Theta}}_{n, k}=r(n, k) w(n, k)^{T}$ (see Theorem 8.3.1 in Horn and Johnson 2013). ${ }^{31}$ It follows that

$$
w(n, k)^{T}\left(I_{k}-d_{M} d_{W} \Theta_{k} \hat{\Theta}_{n, k}\right)=w(n, k)^{T}\left(1-r(n, k) d_{M} d_{W}\right) \leq 0 \text { and } w(n, k)^{T} z>0 .
$$

Thus, by Farkas' Lemma, $\left(I_{k}-d_{M} d_{W} \Theta_{k} \hat{\Theta}_{n, k}\right) v=z$ has no solution $v \geq 0$, which concludes the proof for the case $r(n, k) d_{M} d_{W} \geq 1$.

Proof of Theorem 2. We must show that $S \circ \hat{T}$ has a fixed point. Recall that
$\hat{T}_{i}(y)=E\left[\delta_{W}\left(\gamma_{M} a_{M}\left(M_{n-k+i+1: n}\right)+\hat{\mathscr{F}}\left(M_{n-k+i+1: n}\right) \cdot y\right)-\delta_{W}\left(\gamma_{M} a_{M}\left(M_{n-k+i: n}\right)+\hat{\mathscr{F}}\left(M_{n-k+i: n}\right) \cdot y\right)\right]$,
and

$$
S_{i}(x)=E\left[\delta_{M}\left(\gamma_{W} a_{W}\left(W_{i+1: k}\right)+\mathscr{G}\left(W_{i+1: k}\right) \cdot x\right)-\delta_{M}\left(\gamma_{W} a_{W}\left(W_{i: k}\right)+\mathscr{G}\left(W_{i: k}\right) \cdot x\right)\right],
$$

for $i \in\{0, \ldots, k-1\}$. We prove the theorem for $n>k$ first. In this case $\hat{\mathscr{F}}_{0}=\mathscr{F}_{n-k} \not \equiv 0$, so that $\hat{T}(y)$ depends on all entries of $y . \hat{T}_{0}(y)$ has no effect on $S(\hat{T}(y))$ because $\mathscr{G}_{0} \equiv 0$. Given a vector $v=\left(v_{0}, \ldots, v_{k-1}\right) \in \mathbb{R}^{k}$, we write $v_{-0}$ for the vector $\left(v_{1}, \ldots, v_{k-1}\right)$.

By assumption, $\frac{(n-1)(k-1)}{(n+1)(k+1)}\left(\lim _{b \rightarrow \infty} \delta_{M}^{\prime}(b)\right)\left(\lim _{b \rightarrow \infty} \delta_{W}^{\prime}(b)\right)<1$. We pick two constants, $C_{M}$ and $C_{W}$, such that $\lim _{b \rightarrow \infty} \delta_{M}^{\prime}(b)<C_{M}, \lim _{b \rightarrow \infty} \delta_{W}^{\prime}(b)<C_{W}$ and $\frac{(n-1)(k-1)}{(n+1)(k+1)} C_{W} C_{M}<$ 1. Then, there are constants $0<b^{1}<b^{2}<\infty$ such that i) for all $b \geq b^{1}, \delta_{M}^{\prime}(b) \leq C_{M}$ and $\delta_{W}^{\prime}(b) \leq C_{W}$, and ii) for all $b \geq b^{2}, \delta_{M}(b) \leq C_{M} b$.

For each $y \in \mathbb{R}_{+}^{k}, \gamma_{M} a_{M}\left(M_{n-k+1: n}\right)+\hat{\mathscr{F}}\left(M_{n-k+1: n}\right) \cdot y$ is the smallest one of the terms $\gamma_{M} a_{M}\left(M_{n-k+i: n}\right)+\hat{\mathscr{F}}\left(M_{n-k+i: n}\right) \cdot y, i \in\{1, \ldots, k\}$, that occur in the definition of $\hat{T}_{-0}$. Moreover, the smallest entry of $\hat{\mathscr{F}}\left(M_{n-k+1: n}\right)=\left(F_{n-k+j: n-1}\left(M_{n-k+1: n}\right)\right)_{j=0, \ldots, k-1}$

[^23]is $F_{n-1: n-1}\left(M_{n-k+1: n}\right)$, because $F_{n-1: n-1}$ first-order stochastically dominates the distributions of the lower order statistics. This implies $\gamma_{M} a_{M}\left(M_{n-k+1: n}\right)+\hat{\mathscr{F}}\left(M_{n-k+1: n}\right) \cdot y \geq$ $\|y\|_{\infty} F_{n-1: n-1}\left(M_{n-k+1: n}\right)$. For $b \geq b^{1}$, we define $m(b)$ via $b F_{n-1: n-1}(m(b))=b^{1} . m(b)$ is decreasing in $b$ and converges to $\underline{m}$ as $b \rightarrow \infty$. We split every $\hat{T}_{i}(y), i \in\{1, \ldots, k-1\}$, into two terms: $\hat{T}_{i}(y)=A_{i}^{\hat{T}}(y)+\varepsilon_{i}^{\hat{T}}(y)$, where
\[

$$
\begin{aligned}
A_{i}^{\hat{T}}(y) & =E\left[\left(\delta_{W}\left(\gamma_{M} a_{M}\left(M_{n-k+i+1: n}\right)+\hat{\mathscr{F}}\left(M_{n-k+i+1: n}\right) \cdot y\right)\right.\right. \\
& \left.\left.-\delta_{W}\left(\gamma_{M} a_{M}\left(M_{n-k+i: n}\right)+\hat{\mathscr{F}}\left(M_{n-k+i: n}\right) \cdot y\right)\right) I_{\left\{M_{n-k+1: n} \geq m\left(\|y\|_{\infty}\right)\right\}}\right],
\end{aligned}
$$
\]

and

$$
\begin{aligned}
\varepsilon_{i}^{\hat{T}}(y) & =E\left[\left(\delta_{W}\left(\gamma_{M} a_{M}\left(M_{n-k+i+1: n}\right)+\hat{\mathscr{F}}\left(M_{n-k+i+1: n}\right) \cdot y\right)\right.\right. \\
& \left.\left.-\delta_{W}\left(\gamma_{M} a_{M}\left(M_{n-k+i: n}\right)+\hat{\mathscr{F}}\left(M_{n-k+i: n}\right) \cdot y\right)\right) I_{\left\{M_{n-k+1: n}<m\left(\|y\|_{\infty}\right)\right\}}\right],
\end{aligned}
$$

where $I_{\{.\}}$is an indicator function. We use the mean value theorem and the bound $\delta_{W}^{\prime}(b) \leq C_{W}$ for $b>b^{1}$ to obtain an upper bound for $A_{i}^{\hat{T}}(y)$ :

$$
\begin{aligned}
A_{i}^{\hat{T}}(y) & \leq C_{W} E\left[\left(\gamma_{M}\left(a_{M}\left(M_{n-k+i+1: n}\right)-a_{M}\left(M_{n-k+i: n}\right)\right)\right.\right. \\
& \left.\left.+\left(\hat{\mathscr{F}}\left(M_{n-k+i+1: n}\right)-\hat{\mathscr{F}}\left(M_{n-k+i: n}\right)\right) \cdot y\right) I_{\left\{M_{n-k+1: n} \geq m\left(|y|_{\infty}\right)\right\}}\right] \\
& \leq C_{W}\left(\gamma_{M} \hat{\Delta}_{M, i}^{a_{M}}+\sum_{j=0}^{k-1} E\left[F_{n-k+j: n-1}\left(M_{n-k+i+1: n}\right)-F_{n-k+j: n-1}\left(M_{n-k+i: n}\right)\right] y_{j}\right) \\
& =C_{W}\left(\gamma_{M} \hat{\Delta}_{M, i}^{a_{M}}+\left(\hat{\Theta}_{n, k} y\right)_{i}\right)
\end{aligned}
$$

The terms $\varepsilon_{i}^{\hat{T}}(y)$ are of order $o\left(\|y\|_{\infty}\right)$ for $\|y\|_{\infty} \rightarrow \infty$. Indeed, $\varepsilon_{i}^{\hat{T}}(y)>0$ and

$$
\begin{aligned}
\sum_{i=1}^{k-1} \varepsilon_{i}^{\hat{T}}(y) & \leq E\left[\left(\delta_{W}\left(\gamma_{M} a_{M}\left(M_{n: n}\right)+\hat{\mathscr{F}}\left(M_{n: n}\right) \cdot y\right)\right) I_{\left\{M_{n-k+1: n}<m\left(\|y\|_{\infty}\right)\right\}}\right] \\
& \leq \delta_{W}\left(\gamma_{M} a_{M}(\bar{m})+k\|y\|_{\infty}\right) E\left[I_{\left\{M_{n-k+1: n}<m\left(\|y\|_{\infty}\right)\right\}}\right] .
\end{aligned}
$$

As $\|y\|_{\infty} \rightarrow \infty$, the first factor is of order $O\left(\|y\|_{\infty}\right)$, and the second is of order $o(1)$. Thus, their product is of order $o\left(\|y\|_{\infty}\right)$. Combining the estimates, we get

$$
\hat{T}_{i}(y) \leq C_{W}\left(\hat{\Theta}_{n, k} y\right)_{i}+o\left(\|y\|_{\infty}\right) .
$$

In particular,

$$
\left\|\hat{T}_{-0}(y)\right\|_{\infty} \leq C_{W} \frac{n-1}{n+1}\|y\|_{\infty}+o\left(\|y\|_{\infty}\right)
$$

because $\frac{n+1}{n-1} \Theta_{n}$ is a stochastic matrix. Consider $S$ then. $\gamma_{W} a_{W}\left(W_{1: k}\right)+\mathscr{G}\left(W_{1: k}\right) \cdot x$ is the smallest non-zero term among the terms $\gamma_{W} a_{W}\left(W_{i: k}\right)+\mathscr{G}\left(W_{i: k}\right) \cdot x=\gamma_{W} a_{W}\left(W_{i: k}\right)+$ $\mathscr{G}_{-0}\left(W_{i: k}\right) \cdot x_{-0}, i \in\{0, \ldots, k\}$, that occur in the definition of $S$ (and $\gamma_{W} a_{W}\left(W_{0: k}\right)+\mathscr{G}\left(W_{0: k}\right)$. $x=0)$. Moreover, $\gamma_{W} a_{W}\left(W_{1: k}\right)+\mathscr{G}_{-0}\left(W_{1: k}\right) \cdot x_{-0} \geq\left\|x_{-0}\right\|_{\infty} G_{k-1: k-1}\left(W_{1: k}\right)$. For $l \in$ $\{1,2\}$, and for $b \geq b^{l}$, we define $w^{l}(b)$ via $b G_{k-1: k-1}\left(w^{l}(b)\right)=b^{l}$.

We discuss the terms $S_{i}(x)$ for $i \geq 1$ first. We write $S_{i}(x)=A_{i}^{S}(x)+\varepsilon_{i}^{S}(x)$, where

$$
\begin{aligned}
A_{i}^{S}(x) & =E\left[\left(\delta_{M}\left(\gamma_{W} a_{W}\left(W_{i+1: k}\right)+\mathscr{G}_{-0}\left(W_{i+1: k}\right) \cdot x_{-0}\right)\right.\right. \\
& \left.\left.-\delta_{M}\left(\gamma_{W} a_{W}\left(W_{i: k}\right)+\mathscr{G}_{-0}\left(W_{i: k}\right) \cdot x_{-0}\right)\right) I_{\left\{W_{1: k} \geq w^{1}\left(| | x_{-0} \mid \|_{\infty}\right)\right\}}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\varepsilon_{i}^{S}(x) & =E\left[\left(\delta_{M}\left(\gamma_{W} a_{W}\left(W_{i+1: k}\right)+\mathscr{G}_{-0}\left(W_{i+1: k}\right) \cdot x_{-0}\right)\right.\right. \\
& \left.\left.-\delta_{M}\left(\gamma_{W} a_{W}\left(W_{i: k}\right)+\mathscr{G}_{-0}\left(W_{i: k}\right) \cdot x_{-0}\right)\right) I_{\left\{W_{1: k}<w^{1}\left(\left\|x_{-0}\right\|_{\infty}\right)\right\}}\right]
\end{aligned}
$$

Analogously to the estimates for $\hat{T}$, it follows that

$$
\begin{aligned}
A_{i}^{S}(x) & \leq C_{M}\left(\gamma_{W} \Delta_{W, i}^{a_{W}}+\sum_{j=1}^{k-1} E\left[G_{j: k-1}\left(W_{i+1: k}\right)-G_{j: k-1}\left(W_{i: k}\right)\right] x_{j}\right) \\
& =C_{M}\left(\gamma_{W} \Delta_{W, i}^{a_{W}}+\sum_{j=1}^{k-1} \theta_{k, i j} x_{j}\right)
\end{aligned}
$$

and $\varepsilon_{i}^{S}(x)=o\left(\left\|x_{-0}\right\|_{\infty}\right)$. Thus, $S_{i}(x) \leq C_{M} \sum_{j=1}^{k-1} \theta_{k, i j} x_{j}+o\left(\left\|x_{-0}\right\|_{\infty}\right)$ for $i \geq 1$. We then write $S_{0}(x)$, using $w^{2}$, as $S_{0}(x)=A_{0}^{S}(x)+\varepsilon_{0}^{S}(x)$, where

$$
A_{0}^{S}(x)=E\left[\left(\delta_{M}\left(\gamma_{W} a_{W}\left(W_{1: k}\right)+\mathscr{G}_{-0}\left(W_{1: k}\right) \cdot x_{-0}\right)\right) I_{\left\{W_{1: k} \geq w^{2}\left(\left\|x_{-0}\right\|_{\infty}\right)\right\}}\right],
$$

and

$$
\varepsilon_{0}^{S}(x)=E\left[\left(\delta_{M}\left(\gamma_{W} a_{W}\left(W_{1: k}\right)+\mathscr{G}_{-0}\left(W_{1: k}\right) \cdot x_{-0}\right)\right) I_{\left\{W_{1: k}<w^{2}\left(\left\|x_{-0}\right\|_{\infty}\right)\right\}}\right] .
$$

Then $\varepsilon_{0}^{S}(x)=o\left(\left\|x_{-0}\right\|_{\infty}\right)$, and $A_{0}^{S}(x) \leq C_{M}\left(\gamma_{W} \Delta_{W, 0}^{a_{W}}+\sum_{j=1}^{k-1} \theta_{k, 0 j} x_{j}\right)$. Combining all estimates for $S$, and using that $\frac{k+1}{k-1} \Theta_{k}$ is stochastic, we get

$$
\|S(x)\|_{\infty} \leq C_{M} \frac{k-1}{k+1}\left\|x_{-0}\right\|_{\infty}+o\left(\left\|x_{-0}\right\|_{\infty}\right)
$$

and thus

$$
\begin{aligned}
\|S(\hat{T}(y))\|_{\infty} & \leq C_{M} \frac{k-1}{k+1}\left\|\hat{T}_{-0}(y)\right\|_{\infty}+o\left(\left\|\hat{T}_{-0}(y)\right\|_{\infty}\right) \\
& \leq C_{M} C_{W} \frac{(k-1)(n-1)}{(k+1)(n+1)}\|y\|_{\infty}+o\left(\|y\|_{\infty}\right) .
\end{aligned}
$$

As $C_{M} C_{W} \frac{(k-1)(n-1)}{(k+1)(n+1)}<1$, it follows that there is some $K_{1}<\infty$ such that for all $y \in \mathbb{R}_{+}^{k}$ with $\|y\|_{\infty} \geq K_{1},\|S(\hat{T}(y))\|_{\infty} \leq\|y\|_{\infty}$. For any $K>0$, let $\bar{B}_{K}(0)$ be the closure of the ball of radius $K$ in $\mathbb{R}^{k}$ with respect to $\|\cdot\|_{\infty} . \hat{T}\left(\bar{B}_{K_{1}}(0) \cap \mathbb{R}_{+}^{k}\right)$ is compact $\left(\bar{B}_{K_{1}}(0) \cap \mathbb{R}_{+}^{k}\right.$ is compact and $\hat{T}$ is continuous). Taken together, the two observations imply that there is some $K_{2}$ (possibly greater than $K_{1}$ ), such that $S\left(\hat{T}\left(\bar{B}_{K_{2}}(0) \cap \mathbb{R}_{+}^{k}\right)\right) \subset \bar{B}_{K_{2}}(0) \cap \mathbb{R}_{+}^{k}$. Thus, the continuous mapping $S \circ \hat{T}$ maps the compact and convex set $\bar{B}_{K_{2}}(0) \cap \mathbb{R}_{+}^{k}$ into itself. By Brouwer's Theorem, $S \circ \hat{T}$ has a fixed point, which concludes the proof for the case $n>k$.

The proof for $n=k$ is analogous. In this case, both $y_{0}$ (corresponding to $\Delta_{W, 0}^{\delta_{M} \circ b_{W}}$ ) and $x_{0}$ (corresponding to $\hat{\Delta}_{M, 0}^{\delta_{W} \circ b_{M}}$ ) are irrelevant. Hence, it suffices to show that $S_{-0} \circ \hat{T}_{-0}$ : $\mathbb{R}_{+}^{k-1} \rightarrow \mathbb{R}_{+}^{k-1}$ has a fixed point, and the arguments to obtain the estimates for applying Brouwer's Theorem use only the bounds $\delta_{M}^{\prime}(b) \leq C_{M}$ and $\delta_{W}^{\prime}(b) \leq C_{W}$ for $b \geq b^{1}$.

Lemma 4. $\Delta_{W}^{a_{W}}$ and $\Delta_{M}^{a_{M}}$ satisfy

$$
\begin{array}{ll}
\Delta_{W, i}^{a_{W}}=\sum_{j=1}^{k-1} \theta_{k, i j} E\left[W_{i+j: 2 k-1}\right] \hat{\Delta}_{M, j}^{I_{1}} & \text { for } i \in\{0, \ldots, k-1\}, \\
\Delta_{M, i}^{a_{M}}=\sum_{j=0}^{k-1} \theta_{n, i(n-k+j)} E\left[M_{i+n-k+j: 2 n-1}\right] \Delta_{W, j}^{I_{1}} & \text { for } i \in\{0, \ldots, n-1\} .
\end{array}
$$

Proof of Lemma 4. i) Consider $i \geq 1$ first. Using $w G_{j: k-1}(w)-\int_{\underline{w}}^{w} G_{j: k-1}(s) d s=\int_{\underline{w}}^{w} s g_{j: k-1}(s) d s$
for $j \geq 1$, we find:

$$
\begin{aligned}
\Delta_{W, i}^{a_{W}} & =E\left[a_{W}\left(W_{i+1: k}\right)-a_{W}\left(W_{i: k}\right)\right] \\
& =\sum_{j=1}^{k-1} E\left[\int_{\underline{w}}^{W_{i+1: k}} s g_{j: k-1}(s) d s-\int_{\underline{w}}^{W_{i: k}} s g_{j: k-1}(s) d s\right] \hat{\Delta}_{M, j}^{I_{1}} \\
& =\sum_{j=1}^{k-1}\left(\int_{\underline{w}}^{\bar{w}}\left(\int_{\underline{w}}^{w} s g_{j: k-1}(s) d s\right)\left(g_{i+1: k}(w)-g_{i: k}(w)\right) d w\right) \hat{\Delta}_{M, j}^{I_{1}} \\
& =\sum_{j=1}^{k-1}\left(\int_{\underline{w}}^{\bar{w}} w g_{j: k-1}(w)\left(G_{i: k}(w)-G_{i+1: k}(w)\right) d w\right) \hat{\Delta}_{M, j}^{I_{1}} \\
& =\sum_{j=1}^{k-1}\left(\int_{\underline{w}}^{\bar{w}} w(k-1)\binom{k-2}{j-1} G(w)^{j-1}(1-G(w))^{k-1-j} g(w)\binom{k}{i} G(w)^{i}(1-G(w))^{k-i} d w\right) \hat{\Delta}_{M, j}^{I_{1}} \\
& =\sum_{j=1}^{k-1} \theta_{k, i j}\left(\int_{\underline{w}}^{\bar{w}} w(2 k-1)\binom{2 k-2}{i+j-1} G(w)^{i+j-1}(1-G(w))^{2 k-1-(i+j)} g(w) d w\right) \hat{\Delta}_{M, j}^{I_{1}} \\
& =\sum_{j=1}^{k-1} \theta_{k, i j} E\left[W_{i+j: 2 k-1}\right] \hat{\Delta}_{M, j}^{I_{1}} .
\end{aligned}
$$

Similarly, for $\Delta_{M, i}^{a_{M}}, i \geq 1$ (if $n=k$, the term for $j=0$ in the following calculation is trivially equal to zero):

$$
\begin{aligned}
\Delta_{M, i}^{a_{M}} & =E\left[a_{M}\left(M_{i+1: n}\right)-a_{M}\left(M_{i: n}\right)\right] \\
& =\sum_{j=0}^{k-1} E\left[\int_{\underline{m}}^{M_{i+1: n}} s f_{n-k+j: n-1}(s) d s-\int_{\underline{m}}^{M_{i: n}} s f_{n-k+j: n-1}(s) d s\right] \Delta_{W, j}^{I_{1}} \\
& =\sum_{j=0}^{k-1}\left(\int_{\underline{m}}^{\bar{m}}\left(\int_{\underline{m}}^{m} s f_{n-k+j: n-1}(s) d s\right)\left(f_{i+1: n}(m)-f_{i: n}(m)\right) d m\right) \Delta_{W, j}^{I_{1}} \\
& =\sum_{j=0}^{k-1}\left(\int_{\underline{m}}^{\bar{m}} m f_{n-k+j: n-1}(m)\left(F_{i: n}(m)-F_{i+1: n}(m)\right) d m\right) \Delta_{W, j}^{I_{1}} \\
& =\sum_{j=0}^{k-1} \theta_{n, i(n-k+j)} E\left[M_{i+n-k+j: 2 n-1}\right] \Delta_{W, j}^{I_{1}} .
\end{aligned}
$$

The proofs for $i=0$ follow from analogous calculations (using $a_{W}\left(W_{0: k}\right)=a_{M}\left(M_{0: n}\right)=$ 0 and $\left.1-G_{1: k}(\bar{w})=1-F_{1: n}(\bar{m})=0\right)$.

In Section 3.1, we need the following fact about order statistics of distributions with increasing virtual valuations.

Lemma 5. Suppose that $F$ has increasing virtual valuations, i.e., $m-\frac{1-F(m)}{f(m)}$ is weakly
increasing. Then the following inequality holds:

$$
\begin{equation*}
4 E\left[M_{1: 3}\right] \geq E\left[M_{2: 3}\right] . \tag{19}
\end{equation*}
$$

(19) is satisfied with equality if virtual valuations are constant.

Proof. Recall that $F_{1: 3}=1-(1-F)^{3}$ and $F_{1: 3}-F_{2: 3}=3 F(1-F)^{2}$. We can thus write

$$
\begin{aligned}
4 E\left[M_{1: 3}\right]-E\left[M_{2: 3}\right] & =3 E\left[M_{1: 3}\right]+\left(E\left[M_{1: 3}\right]-E\left[M_{2: 3}\right]\right) \\
& =3 \int_{0}^{\bar{m}}(1-F(x))^{3} d x-3 \int_{0}^{\bar{m}} F(x)(1-F(x))^{2} d x \\
& =3 \int_{0}^{\bar{m}}(1-F(x))^{2}(1-2 F(x)) d x \\
& =3\left(\int_{0}^{\bar{m}}(1-F(x))^{2} d x-\int_{0}^{\bar{m}}(1-F(x))^{2} 2 F(x) d x\right) .
\end{aligned}
$$

Defining $h=(1-F)^{2} / f$, this gives us

$$
\begin{aligned}
4 E\left[M_{1: 3}\right]-E\left[M_{2: 3}\right] & =3 \int_{0}^{\bar{m}} h(x) f(x) d x-\int_{0}^{\bar{m}} h(x) 2 F(x) f(x) d x \\
& =3 E[h(M)]-3 E\left[h\left(M_{2: 2}\right)\right]
\end{aligned}
$$

where the random variable $M$ is distributed according to $F$ and where we used that $f_{2: 2}=2 F f$. Thus, if $h$ is decreasing, $4 E\left[M_{1: 3}\right]-E\left[M_{2: 3}\right]$ is non-negative. Yet this is indeed the case since $1 / h$ is the so-called zoom rate associated with the distribution $F$ and since it is shown in Ewerhart (2013) that the zoom rate being increasing is equivalent to our assumption of increasing virtual valuations, see also Szech (2011).

Proof of Lemma 3. We give the proof for $U_{M}$ and $n=k$. The remaining cases are analogous. Invoking (4) and the formula for $a_{M}$, we find:

$$
\begin{aligned}
U_{M}(m) & =\gamma_{M} m \Psi(m)+E\left[\delta_{M}\left(b_{W}\left(W_{1: n}\right)\right)\right]+\hat{\mathscr{F}}(m) \cdot \Delta_{W}^{\delta_{M} \circ b_{W}}-b_{M}(m) \\
& =\gamma_{M} m\left(E\left[W_{1: n}\right]+\hat{\mathscr{F}}(m) \cdot \Delta_{W}^{I_{1}}\right)+E\left[\delta_{M}\left(b_{W}\left(W_{1: n}\right)\right)\right]-\gamma_{M} a_{M}(m) \\
& =E\left[\delta_{M}\left(b_{W}\left(W_{1: n}\right)\right)\right]+\gamma_{M}\left(m E\left[W_{1: n}\right]+\int_{\underline{m}}^{m} \hat{\mathscr{F}}(s) d s \cdot \Delta_{W}^{I_{1}}\right) \\
& =E\left[\delta_{M}\left(b_{W}\left(W_{1: n}\right)\right)\right]+\gamma_{M} \underline{m} E\left[W_{1: n}\right]+\gamma_{M} \int_{\underline{m}}^{m} \Psi(s) d s .
\end{aligned}
$$

Proof of Theorem 3. Assuming that others invest according to continuous, non-decreasing functions $b_{M}$ and $b_{W}$ that are strictly increasing and differentiable on $\left[m_{r}, \bar{m}\right]$ and $[\underline{w}, \bar{w}]$
and satisfy $b_{M}\left(m_{r}\right)=b_{W}(0)=0$, the maximization problems for types $m$ and $w$ are:

$$
\begin{aligned}
& \max _{s \in[0, \bar{m}]}\left[\gamma_{M} m \psi_{r}(s)-b_{M}(s)+\delta_{M}\left(b_{W}\left(\psi_{r}(s)\right)\right)\right], \text { and } \\
& \max _{s \in[0, \bar{w}]}\left[\gamma_{W} w \phi_{r}(s)-b_{W}(s)+\delta_{W}\left(b_{M}\left(\phi_{r}(s)\right)\right)\right] .
\end{aligned}
$$

This implies the following necessary conditions for equilibrium investments by types $m>m_{r}$ and $w>0$ :

$$
\begin{aligned}
b_{M}^{\prime}(m) & =\gamma_{M} m \psi_{r}^{\prime}(m)+\delta_{M}^{\prime}\left(b_{W}\left(\psi_{r}(m)\right)\right) b_{W}^{\prime}\left(\psi_{r}(m)\right) \psi_{r}^{\prime}(m) \\
b_{W}^{\prime}(w) & =\gamma_{W} w \phi_{r}^{\prime}(w)+\delta_{W}^{\prime}\left(b_{M}\left(\phi_{r}(w)\right)\right) b_{M}^{\prime}\left(\phi_{r}(w)\right) \phi_{r}^{\prime}(w) .
\end{aligned}
$$

Evaluating the second condition at $w=\psi_{r}(m)$, multiplying it by $\psi_{r}^{\prime}(m)>0$, and using $\phi_{r}\left(\psi_{r}(m)\right)=m$ and $\phi_{r}^{\prime}\left(\psi_{r}(m)\right) \psi_{r}^{\prime}(m)=1$, we obtain the following system of first-order ODE for $b_{m}$ and $b_{W} \circ \psi_{r}$ :

$$
\begin{align*}
b_{M}^{\prime}(m) & \left.=\gamma_{M} m \psi_{r}^{\prime}(m)+\delta_{M}^{\prime}\left(\left(b_{W} \circ \psi_{r}\right)(m)\right)\right)\left(b_{W} \circ \psi_{r}\right)^{\prime}(m) \\
\left(b_{W} \circ \psi_{r}\right)^{\prime}(m) & =\gamma_{W} \psi_{r}(m)+\delta_{W}^{\prime}\left(b_{M}(m)\right) b_{M}^{\prime}(m) . \tag{20}
\end{align*}
$$

In the case $\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<1$, we may rewrite the system (20) equivalently in standard form

$$
\begin{aligned}
b_{M}^{\prime}(m) & =\frac{\gamma_{M} m \psi_{r}^{\prime}(m)+\delta_{M}^{\prime}\left(\left(b_{W} \circ \psi_{r}\right)(m)\right) \gamma_{W} \psi_{r}(m)}{1-\delta_{W}^{\prime}\left(b_{M}(m)\right) \delta_{M}^{\prime}\left(\left(b_{W} \circ \psi_{r}\right)(m)\right)} \\
\left(b_{W} \circ \psi_{r}\right)^{\prime}(m) & =\frac{\gamma_{W} \psi_{r}(m)+\delta_{W}^{\prime}\left(b_{M}(m)\right) \gamma_{M} m \psi_{r}^{\prime}(m)}{1-\delta_{W}^{\prime}\left(b_{M}(m)\right) \delta_{M}^{\prime}\left(\left(b_{W} \circ \psi_{r}\right)(m)\right)}
\end{aligned}
$$

$\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<1$ and the continuity of $\delta_{M}^{\prime \prime}$ and $\delta_{W}^{\prime \prime}$ imply that the Lipschitz condition guaranteeing a unique pair of continuously differentiable solutions $\left(b_{M}, b_{W} \circ \psi_{r}\right)$ with initial values $b_{M}\left(m_{r}\right)=b_{W}\left(\psi_{r}\left(m_{r}\right)\right)=0$ is satisfied, and clearly both functions are strictly increasing. Sufficiency conditions for optimality follow immediately from supermodularity. The formulas for $u_{M}^{(r)}$ and $u_{W}^{(r)}$ follow from $u_{M}^{(r)}\left(m_{r}\right)=u_{W}^{(r)}(0)=0$ and payoff equivalence. This proves part (i).

For part (ii), note that if $b_{M}$ and $b_{W}$ are strictly increasing functions, they are differentiable almost everywhere. In particular, there is a set of full measure in $\left[m_{r}, \bar{m}\right]$ where both $b_{M}$ and $b_{W} \circ \psi_{r}$ are differentiable. But, if $b_{M}$ and $b_{W}$ are equilibrium strategies, the system (20) must be satisfied for each of these types. However, for $\delta_{M}^{\prime} \equiv 1$ and $\delta_{W}^{\prime} \equiv 1$, (20) is violated for any $m$. This concludes the proof.

In the proofs of Lemma 7 below and Theorems 4 and 5 we use the following well-
known result about the asymptotic distribution of central order statistics,
Lemma 6. Fix any $m \in(\underline{m}, \bar{m})$ and set $p=F(m)>0$. If $\left(j_{n}\right)_{n \in \mathbb{N}}$ is a sequence that satisfies $\frac{j_{n}}{n}-p=o\left(n^{-1 / 2}\right)$, then

$$
\sqrt{n}\left(M_{j_{n}: n}-m\right) \rightarrow^{d} N\left(0, \frac{p(1-p)}{f(m)^{2}}\right),
$$

where $\rightarrow^{d}$ denotes convergence in distribution, as $n \rightarrow \infty$. In particular, the result applies for $j_{n}=\lceil p n\rceil$, the ceiling of pn (the smallest integer greater than or equal to $p n$ ).

Proof of Lemma 6. See Theorem 10.3 in David and Nagaraja (2003).
Lemma 7. i) For all $m \in[0, \bar{m}]$ and $w \in[0, \bar{w}]:$

$$
\lim _{k \rightarrow \infty, \frac{k}{n_{k}} \rightarrow 1-r} \Psi^{\left(n_{k}, k\right)}(m)=\psi_{r}(m) \text { and } \lim _{k \rightarrow \infty, \frac{k}{n_{k}} \rightarrow 1-r} \Phi^{\left(n_{k}, k\right)}(w)=\phi_{r}(w) .
$$

ii) For all $m \in[0, \bar{m}]$ and $w \in[0, \bar{w}]$ :
$\lim _{k \rightarrow \infty, \frac{k}{n_{k}} \rightarrow 1-r} \int_{0}^{m} \Psi^{\left(n_{k}, k\right)}(s) d s=\int_{0}^{m} \psi_{r}(s) d s$ and $\lim _{k \rightarrow \infty, \frac{k}{n_{k}} \rightarrow 1-r} \int_{0}^{w} \Phi^{\left(n_{k}, k\right)}(s) d s=\int_{0}^{w} \phi_{r}(s) d s$.
Proof of Lemma 7. i) We give the proof for $\lim _{k \rightarrow \infty, \frac{k}{n_{k} \rightarrow 1}} \Psi^{\left(n_{k}, k\right)}(m)=\psi_{0}(m)$, i.e., for the convergence of a given type of man's expected partner when $r=0$. The proof for $r \in(0,1)$ is a bit more cumbersome in terms of notation, but otherwise analogous. The proof for the convergence of $\Phi^{\left(n_{k}, k\right)}$ is analogous as well. Consider any $m \in(0, \bar{m})$ and set $p=F(m)>0$. Fixing an arbitrary $\varepsilon>0$ (with $m-\varepsilon \in(0, \bar{m})$ and $m+\varepsilon \in(0, \bar{m})$ ), the convergence in law of $\sqrt{n_{k}}\left(M_{\left\lceil F(m-\varepsilon) n_{k}\right\rceil n_{k}-1}-(m-\varepsilon)\right.$ ) (by Lemma 6) implies that $F_{\left\lceil F(m-\varepsilon) n_{k} \backslash n_{k}-1\right.}(m)$ converges exponentially fast to 1 (in $k$, or equivalently $n_{k}$ ). Moreover $F_{j: n_{k}-1}(m) \geq F_{\left\lceil F(m-\varepsilon) n_{k}\right\rceil n_{k}-1}(m)$ for all $j \leq\lceil F(m-\varepsilon) n\rceil$ (by stochastic dominance). Similarly, $F_{\left\lceil F(m+\varepsilon) n_{k}\right\rceil: n_{k}-1}(m)$ converges exponentially fast to 0 , and $F_{j: n_{k}-1}(m) \leq F_{\left\lceil F(m+\varepsilon) n_{k}\right\rceil: n_{k}-1}(m)$ for all $j \geq\left\lceil F(m+\varepsilon) n_{k}\right\rceil$. It follows that

$$
\Psi^{\left(n_{k}, k\right)}(m)= \begin{cases}E\left[W_{1: n_{k}}\right]+\sum_{j=1}^{n_{k}-1} F_{j: n_{k}-1}(m) E\left[W_{j+1: n_{k}}-W_{j: n_{k}}\right] & \text { if } n_{k}=k \\ \sum_{j=0}^{k-1} F_{n_{k}-k+j: n_{k}-1}(m) E\left[W_{j+1: k}-W_{j: k}\right] & \text { if } n_{k}>k\end{cases}
$$

can be written as the sum of a number in $\left[E\left[W_{\left.\left\lceil F(m-\varepsilon) n_{k}\right\rceil+k-n_{k}: k\right]}\right] E\left[W_{\left\lceil F(m+\varepsilon) n_{k}\right\rceil+k-n_{k}: k}\right]\right.$ and an error term that converges exponentially fast to zero. Moreover, as a simple consequence of Lemma 6 (applied to women's order statistics), $\lim _{k \rightarrow \infty, \frac{k}{n_{k}} \rightarrow 1} E\left[W_{\left\lceil F(m-\varepsilon) n_{k}\right\rceil+k-n_{k}: k}\right]=$
$G^{-1}(F(m-\varepsilon))$ and $\lim _{k \rightarrow \infty, \frac{k}{n_{k}} \rightarrow 1} E\left[W_{\left[F(m+\varepsilon) n_{k}\right]+k-n_{k}: k}\right]=G^{-1}(F(m+\varepsilon))$. Thus, it follows that

$$
G^{-1}(F(m-\varepsilon)) \leq \liminf _{k \rightarrow \infty, \frac{k}{n_{k}} \rightarrow 1} \Psi^{\left(n_{k}, k\right)}(m) \leq \limsup _{k \rightarrow \infty, \frac{k}{n_{k}} \rightarrow 1} \Psi^{\left(n_{k}, k\right)}(m) \leq G^{-1}(F(m+\varepsilon))
$$

Letting $\varepsilon \rightarrow 0$ then yields $\lim _{k \rightarrow \infty, \frac{k}{n_{k}} \rightarrow 1} \Psi^{\left(n_{k}, k\right)}(m)=\psi_{0}(m)$, for all $m \in(0, \bar{m})$. The result for $m=0$ and $m=\bar{m}$ now follows immediately from the monotonicity and boundedness of $\Psi\left(n_{k}, k\right)$.
ii) This follows from (i) and the Dominated Convergence Theorem.

We will use the following two lemmas in the proofs of Theorems 4 and 5. Lemma 8 is due to Varah (1975).

Lemma 8 (Varah, 1975). Let A be a $l \times l$-matrix that is diagonally dominant by rows. That is, for all $i=0, \ldots, l-1,\left|a_{i, i}\right|>\sum_{j \neq i}\left|a_{i, j}\right|$. Set $\alpha:=\min _{i}\left(\left|a_{i, i}\right|-\sum_{j \neq i}\left|a_{i, j}\right|\right)$. Then $\left\|A^{-1}\right\|_{\infty} \leq \frac{1}{\alpha}$.
Lemma 9. $\left\|\Delta_{W}^{a_{W}}\right\|_{\infty}=O\left(\frac{1}{n}\right)$, and if Condition 1 is satisfied also $\left\|\Delta_{M}^{a_{M}}\right\|_{\infty}=O\left(\frac{1}{k}\right)$.
Proof of Lemma 9. Let $c_{f}:=\min _{m \in[\underline{m}, \bar{m}]} f(m)>0$ and $c_{g}:=\min _{w \in[\underline{w}, \bar{w}]} g(w)>0$. We will prove the lemma using the representations of $\Delta_{W}^{a_{W}}$ and $\Delta_{M}^{a_{M}}$ from Lemma 4. Note first that, for all $i \in\{0, \ldots, n-1\}$,

$$
\begin{aligned}
\Delta_{M, i}^{I_{1}} & =E\left[M_{i+1: n}-M_{i: n}\right]=\int_{\underline{m}}^{\bar{m}}\left(F_{i: n}(m)-F_{i+1: n}(m)\right) d m+\mathbb{I}_{\{i=0\}} \underline{m} \\
& =\int_{\underline{m}}^{\bar{m}}\binom{n}{i} F^{i}(m)(1-F(m))^{n-i} d m+\mathbb{I}_{\{i=0\} \underline{m}} \\
& \leq \frac{1}{c_{f}} \int_{\underline{m}}^{\bar{m}}\binom{n}{i} F^{i}(m)(1-F(m))^{n-i} f(m) d m+\mathbb{I}_{\{i=0\} \underline{m}} \\
& =\frac{1}{c_{f}(n+1)}+\mathbb{I}_{\{i=0\} \underline{m},}
\end{aligned}
$$

where $\mathbb{I}_{\{\cdot\}}$ is the usual indicator function. An analogous inequality applies, of course, for $\Delta_{W, i}^{I_{1}}, i \in\{0, \ldots, k-1\}$. Using Lemma 4 and Lemma 2 (ii), we obtain:

$$
\begin{array}{r}
\Delta_{W, i}^{a_{W}}=\sum_{j=1}^{k-1} \theta_{k, i j} E\left[W_{i+j: 2 k-1}\right] \hat{\Delta}_{M, j}^{I_{1}}<\frac{\bar{w}(k-1)}{c_{f}(k+1)(n+1)}=O\left(\frac{1}{n}\right) \\
\Delta_{M, i}^{a_{M}}=\sum_{j=0}^{k-1} \theta_{n, i(n-k+j)} E\left[M_{i+n-k+j: 2 n-1}\right] \Delta_{W, j}^{I_{1}}<\frac{\bar{m}(n-1)}{c_{g}(k+1)(n+1)}=O\left(\frac{1}{k}\right),
\end{array}
$$

where the second inequality uses Condition 1.

Proof of Theorem 4. Given the results of Lemma 3 and Lemma 7 ii), we still have to show

$$
\lim _{n \rightarrow \infty} E\left[\delta_{M}\left(b_{W}^{(n, n)}\left(W_{1: n}\right)\right)\right]=\lim _{n \rightarrow \infty} E\left[\delta_{W}\left(b_{M}^{(n, n)}\left(M_{1: n}\right)\right)\right]=0 \quad \text { (balanced case) }
$$

and

$$
\lim _{k \rightarrow \infty, k<n_{k}, \frac{k}{n_{k}} \rightarrow 1-r} E\left[\delta_{W}\left(b_{M}^{\left(n_{k}, k\right)}\left(M_{n_{k}-k+1: n_{k}}\right)\right)\right]=0 \quad \text { (unbalanced case). }
$$

As equilibrium strategies for arbitrary benefit functions satisfying $\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<1$ are pointwise dominated by the equilibrium strategies for the case of linear benefit functions with $d_{M}=\delta_{M}^{\prime}(0)$ and $d_{W}=\delta_{W}^{\prime}(0)$ (see the proof of Theorem 6), we need to consider only the latter case. Starting from (11), we obtain:

$$
\begin{aligned}
\left\|\hat{\Delta}_{M}^{b_{M}^{(n, k)}}\right\|_{\infty} & =\left\|\left(I_{k}-d_{M} d_{W} \hat{\boldsymbol{\Theta}}_{n, k} \boldsymbol{\Theta}_{k}\right)^{-1}\left(\gamma_{M} \hat{\Delta}_{M}^{(n, k)}+d_{M} \gamma_{W} \hat{\boldsymbol{\Theta}}_{n, k} \Delta_{W}^{a_{W}^{(n, k)}}\right)\right\|_{\infty} \\
& \leq\left\|\left(I_{k}-d_{M} d_{W} \hat{\boldsymbol{\Theta}}_{n, k} \boldsymbol{\Theta}_{k}\right)^{-1}\right\|_{\infty}\left(\gamma_{M}\left\|\hat{\Delta}_{M}^{\left(a_{M}^{(n)}\right.}\right\|_{\infty}+d_{M} \gamma_{W}\left\|\hat{\Theta}_{n, k}\right\|_{\infty}\left\|\Delta_{W}^{a_{W}^{(n, k)}}\right\|_{\infty}\right)=O\left(\frac{1}{k}\right),
\end{aligned}
$$

where the last step uses $\left\|\left(I_{k}-d_{M} d_{W} \hat{\Theta}_{n, k} \Theta_{k}\right)^{-1}\right\|_{\infty} \leq \frac{1}{1-d_{M} d_{W}}$ (by Lemma 8, because $\hat{\Theta}_{n, k} \Theta_{k}$ is sub-stochastic), $\left\|\hat{\Theta}_{n, k}\right\|_{\infty} \leq 1$, as well as $\left\|\hat{\Delta}_{M}^{a_{M}^{(n, k)}}\right\|_{\infty}=O\left(\frac{1}{k}\right)$ and $\left\|\Delta_{W}^{a_{W}^{(n, k)}}\right\|_{\infty}=$ $O\left(\frac{1}{n}\right)$ (by Lemma 9). An analogous argument, starting from (12) shows $\left\|\Delta_{W}^{b_{W}^{(n, k)}}\right\|_{\infty}=$ $O\left(\frac{1}{k}\right)$. As $E\left[b_{W}^{(n, n)}\left(W_{1: n}\right)\right]=\Delta_{W, 0}^{b_{n, n}^{(n, n)}}$ and $E\left[b_{M}^{(n, n)}\left(M_{1: n}\right)\right]=\Delta_{M, 0}^{b_{M}^{(n, n)}}$, this proves the claim of the Theorem for balanced markets.

It remains to be shown that $\left.\lim _{k \rightarrow \infty, k<n_{k}, \frac{k}{n_{k}} \rightarrow 1-r} E\left[b_{M}^{\left(n_{k}, k\right)}\left(M_{n_{k}-k+1: n_{k}}\right)\right)\right]=0$. Note that

$$
\begin{aligned}
b_{M}^{\left(n_{k}, k\right)}(m) & =\gamma_{M} a_{M}^{\left(n_{k}, k\right)}(m)+d_{M} \hat{\mathscr{F}}(m) \cdot \Delta_{W}^{b_{W}^{\left(n_{k}, k\right)}} \\
& \leq \hat{\mathscr{F}}(m) \cdot\left(\gamma_{M} m \Delta_{W}^{I_{1}}+d_{M} \Delta_{W}^{b_{W}^{\left(n_{k}, k\right)}}\right)=\sum_{j=0}^{k-1} F_{n_{k}-k+j: n_{k}-1}(m)\left(\gamma_{M} m \Delta_{W, j}^{I_{1}}+d_{M} \Delta_{W, j}^{b_{W}^{\left(n_{k}, k\right)}}\right) .
\end{aligned}
$$

As $\left\|\Delta_{W}^{I_{1}}\right\|_{\infty}=O\left(\frac{1}{k}\right)$ (see the proof of Lemma 9) and $\left\|\Delta_{W}^{b_{W}^{(n, k)}}\right\|_{\infty}=O\left(\frac{1}{k}\right)$ (see above), the claim follows immediately from Lemma 6 , which implies that for an arbitrary $\varepsilon>0$ and any sequence $j_{k} \geq \varepsilon k$, the probability that $F_{n_{k}-k+j_{k}: n_{k}-1}\left(M_{n_{k}-k+1: n_{k}}\right)$ is larger than $\varepsilon$ converges exponentially fast to 0 .

The proof of Theorem 5 i) uses the following lemma.

Lemma 10. i) The diagonal entries of $\Theta_{n}$ satisfy:

$$
\begin{aligned}
\operatorname{argmin}_{i \in\{1, \ldots, n-1\}} \theta_{n, i i} & =\frac{n}{2} \text { if } n \text { is even, } \\
\operatorname{argmin}_{i \in\{1, \ldots, n-1\}} \theta_{n, i i} & =\left\{\frac{n-1}{2}, \frac{n+1}{2}\right\} \text { if } n \text { is odd. } .
\end{aligned}
$$

ii) For even $n, \lim _{n \rightarrow \infty} \theta_{n, \frac{n}{2} \frac{n}{2}} \sqrt{\pi n}=1$, and for odd $n, \lim _{n \rightarrow \infty} \theta_{n, \frac{n-1}{2} \frac{n-1}{2}} \sqrt{\pi n}=1$.

Proof of Lemma 10. i) According to Lemma 2 (i), for $i \in\{1, \ldots, n-1\}$ :

$$
\theta_{n, i i}=\frac{n-1}{2 n-1} \frac{\binom{n}{i}\binom{n-2}{i-1}}{\binom{2 n-2}{2 i-1}}=\frac{n-1}{2 n-1} \frac{\binom{2 i-1}{i}\binom{2 n-1-2 i}{n-i}}{\binom{2 n-2}{n}} .
$$

For $i \in\{1, \ldots, n-2\}$, consider $\ln \theta_{n, i i}-\ln \theta_{n,(i+1)(i+1)}$.

$$
\begin{aligned}
& \ln \theta_{n, i i}-\ln \theta_{n,(i+1)(i+1)}=\left(\sum_{l=i+1}^{2 i-1} \ln l-\sum_{l=1}^{i-1} \ln l+\sum_{l=n+1-i}^{2 n-1-2 i} \ln l-\sum_{l=1}^{n-1-i} \ln l\right) \\
& -\left(\sum_{l=i+2}^{2 i+1} \ln l-\sum_{l=1}^{i} \ln l+\sum_{l=n-i}^{2 n-3-2 i} \ln l-\sum_{l=1}^{n-2-i} \ln l\right)=\ln (i+1)-\ln (2 i) \\
& -\ln (2 i+1)+\ln i-\ln (n-i)+\ln (2 n-2-2 i)+\ln (2 n-1-2 i)-\ln (n-1-i) \\
& \quad=\ln (i+1)-\ln (2 i+1)-\ln (n-i)+\ln (2 n-1-2 i) \\
& \quad=\ln \left(2-\frac{1}{n-i}\right)-\ln \left(2-\frac{1}{i+1}\right) .
\end{aligned}
$$

Thus, if $n$ is even, we have $\theta_{n, i i}>\theta_{n,(i+1)(i+1)}$ if and only if $i \leq \frac{n}{2}-1$ (otherwise the strict reverse inequality holds). The claim for odd $n$ also follows.
ii) This follows from Stirling's approximation, $n!=\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}\left(1+O\left(\frac{1}{n}\right)\right)$. We spell out the case of even $n$.

$$
\begin{aligned}
& \sqrt{\pi n} \theta_{n, \frac{n}{2} \frac{n}{2}}=\sqrt{\pi n} \frac{n-1}{2 n-1} \frac{n!(n-2)!(n-1)!^{2}}{\left(\frac{n}{2}\right)!^{2}\left(\frac{n-2}{2}\right)!^{2}(2 n-2)!} \\
& =\sqrt{n} \frac{n-1}{2 n-1} \frac{1}{\sqrt{2}} \frac{\sqrt{n(n-2)}(n-1)}{\frac{n}{2} \frac{n-2}{2} \sqrt{2 n-2}} \frac{n^{n}(n-2)^{n-2}(n-1)^{2 n-2}}{\left(\frac{n}{2}\right)^{n}\left(\frac{n-2}{2}\right)^{n-2}(2 n-2)^{2 n-2}} \frac{\left(1+O\left(\frac{1}{n}\right)\right)}{\left(1+O\left(\frac{1}{n}\right)\right)} \\
& =\sqrt{n} \frac{n-1}{2 n-1} \frac{2 \sqrt{n-1}}{\sqrt{n(n-2)}} \frac{\left(1+O\left(\frac{1}{n}\right)\right)}{\left(1+O\left(\frac{1}{n}\right)\right)} .
\end{aligned}
$$

This ratio converges to 1 as $n \rightarrow \infty$.
Proof of Theorem 5. Proof of part (i) (balanced markets): We show $\lim _{n \rightarrow \infty}\left(E\left[b_{M}^{(n, n)}\left(M_{1: n}\right)\right]-\right.$ $\left.E\left[b_{W}^{(n, n)}\left(W_{1: n}\right)\right]\right)=0$, i.e., $\lim _{n \rightarrow \infty}\left(\Delta_{M, 0}^{b_{M}^{(n, n)}}-\Delta_{W, 0}^{b_{W}^{(n, n)}}\right)=0$.

Given a vector $v=\left(v_{0}, \ldots, v_{n-1}\right) \in \mathbb{R}^{n}$, we write $v_{-0}$ for the vector $\left(v_{1}, \ldots, v_{n-1}\right)$. We define $V_{n} \in \mathbb{R}^{n}$ via $V_{n, j}:=\theta_{n, 0 j}$ for $j \in\{0, \ldots, n-1\}$, i.e., $V_{n}$ is the first row vector of $\Theta_{n}$. Recall also that $\hat{\Theta}_{n, n-1}$ is the $(n-1) \times(n-1)$ matrix that results from deleting the first column (which has all entries equal to zero) and the first row of $\Theta_{n}$. (9) and (10) imply:

$$
\begin{aligned}
& \Delta_{M, 0}^{b_{n, n}^{(n, n)}}=\gamma_{M} \Delta_{M, 0}^{a_{M, n}^{(n, n)}}+V_{n,-0} \cdot \Delta_{W,-0}^{b_{W}^{(n, n)}} \\
& \Delta_{W, 0}^{b_{W, n)}^{(n)}}=\gamma_{W} \Delta_{W, 0}^{a_{W, n)}^{(n, n)}}+V_{n,-0} \cdot \Delta_{M,-0}^{b_{M, n)}^{(n, n)}} .
\end{aligned}
$$

Thus, $\Delta_{M, 0}^{b_{M}^{(n, n)}}-\Delta_{W, 0}^{b_{W}^{(n, n)}}=\gamma_{M} \Delta_{M, 0}^{a_{M}^{(n, n)}}-\gamma_{W} \Delta_{W, 0}^{a_{W}^{(n, n)}}+V_{n,-0} \cdot\left(\Delta_{W,-0}^{b_{W}^{(n, n)}}-\Delta_{M,-0}^{b_{M}^{(n, n)}}\right) . \operatorname{As}\left\|\Delta_{M}^{a_{M}^{(n, n)}}\right\|_{\infty}=$ $O\left(\frac{1}{n}\right)$ and $\left\|\Delta_{W}^{a_{W}^{(n, n)}}\right\|_{\infty}=O\left(\frac{1}{n}\right)$ (by Lemma 9), and $\left\|V_{n,-0}\right\|_{1}=\frac{n-1}{n+1}$ (by Lemma 2 ii), $\lim _{n \rightarrow \infty}\left(\Delta_{M, 0}^{b_{M}^{(n, n)}}-\Delta_{W, 0}^{b_{W}^{(n, n)}}\right)=0$ follows from

$$
\lim _{n \rightarrow \infty}\left\|\Delta_{W,-0}^{b_{W}^{(n, n)}}-\Delta_{M,-0}^{b_{M}^{(n, n)}}\right\|_{\infty}=0
$$

which we now show. First, using (again) that the first column of $\Theta_{n}$ is zero, (9) and (10) yield

$$
\begin{aligned}
& \Delta_{M,-0}^{b_{b}^{(n, n)}}=\gamma_{M} \Delta_{M,-0}^{a_{M, n)}^{(n, n)}}+\hat{\Theta}_{n, n-1} \Delta_{W,-0}^{b_{W}^{(n, n)}}, \\
& \Delta_{W,-0}^{b_{n, n)}^{(n, n)}}=\gamma_{W} \Delta_{W,-0}^{a_{W, n)}^{(n, n}}+\hat{\Theta}_{n, n-1} \Delta_{M,-0}^{b_{M, n)}^{(n, n)}} .
\end{aligned}
$$

Thus, analogous to (11) and (12), we find the following explicit representations of $\Delta_{M,-0}^{b_{M, n}^{(n, n}}$ and $\Delta_{W,-0}^{b_{W}^{(n, n)}}$ (using only the entries of $\widehat{\boldsymbol{\Theta}}_{n, n-1}$ ):

$$
\begin{aligned}
\Delta_{M,-0}^{b_{n}^{(n, n)}} & =\left(I_{n-1}-\hat{\Theta}_{n, n-1}^{2}\right)^{-1}\left(\gamma_{M} \Delta_{M,-0}^{a_{M}^{(n, n)}}+\gamma_{W} \hat{\Theta}_{n, n-1} \Delta_{W,-0}^{a_{W}^{(n, n)}}\right) \\
\Delta_{W,-0}^{b_{W, n}^{(n, n}} & =\left(I_{n-1}-\hat{\Theta}_{n, n-1}^{2}\right)^{-1}\left(\gamma_{W} \Delta_{W,-0}^{a_{W, n)}^{(n)}}+\gamma_{M} \hat{\Theta}_{n, n-1} \Delta_{M,-0}^{a_{n, n}^{(n, n)}}\right) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\left\|\Delta_{W,-0}^{b_{W}^{(n, n)}}-\Delta_{M,-0}^{b_{M}^{(n, n)}}\right\|_{\infty} & =\left\|\left(I_{n-1}-\hat{\Theta}_{n, n-1}^{2}\right)^{-1}\left(I_{n-1}-\hat{\Theta}_{n, n-1}\right)\left(\gamma_{W} \Delta_{W,-0}^{a_{W}^{(n, n)}}-\gamma_{M} \Delta_{M,-0}^{a_{M}^{(n, n)}}\right)\right\|_{\infty} \\
& =\left\|\left(I_{n-1}+\widehat{\Theta}_{n, n-1}\right)^{-1}\left(\gamma_{W} \Delta_{W,-0}^{a_{W}^{(n, n)}}-\gamma_{M} \Delta_{M,-0}^{a_{M}^{(n, n)}}\right)\right\|_{\infty} \\
& \leq\left\|\left(I_{n-1}+\widehat{\Theta}_{n, n-1}\right)^{-1}\right\|_{\infty}\left(\gamma_{W}\left\|\Delta_{W,-0}^{a_{W, n}^{(n, n)}}\right\|_{\infty}+\gamma_{M}\left\|\Delta_{M,-0}^{a_{M}^{(n, n)}}\right\|_{\infty}\right)
\end{aligned}
$$

But, $\left\|\left(I_{n-1}+\hat{\Theta}_{n, n-1}\right)^{-1}\right\|_{\infty}=O(\sqrt{n})$. Indeed, from Lemma 2 (ii), we know that $\min _{i \in\{1, \ldots, n-1\}}(1+$ $\left.\theta_{n, i i}-\sum_{j \neq i} \theta_{n, i j}\right)=\min _{i \in\{1, \ldots, n-1\}}\left(2 \theta_{n, i i}+\frac{2}{n+1}\right)$. Hence, Lemma 10 implies

$$
\lim _{n \rightarrow \infty}\left(\frac{\sqrt{\pi n}}{2} \min _{i \in\{1, \ldots, n-1\}}\left(1+\theta_{n, i i}-\sum_{j \neq i} \theta_{n, i j}\right)\right)=1 .
$$

Thus, by Lemma $8, \limsup _{n \rightarrow \infty} \frac{2\left\|\left(I_{n-1}+\hat{\Theta}_{n, n-1}\right)^{-1}\right\|_{\infty}}{\sqrt{\pi n}} \leq 1$, so that $\left\|\left(I_{n-1}+\hat{\Theta}_{n, n-1}\right)^{-1}\right\|_{\infty}=$ $O(\sqrt{n})$. Using $\left\|\Delta_{M}^{a_{M}^{(n, n)}}\right\|_{\infty}=O\left(\frac{1}{n}\right)$ and $\left\|\Delta_{W}^{a_{W}^{(n, n)}}\right\|_{\infty}=O\left(\frac{1}{n}\right)$, it follows that $\| \Delta_{W,-0}^{b_{W}^{(n, n)}}-$ $\Delta_{M,-0}^{b_{M}^{(n, n)}} \|_{\infty}=O\left(\frac{1}{\sqrt{n}}\right)$.

Proof of part (ii) (unbalanced markets): Analogous to the argument in the main text, the sum of all agents' ex-ante expected utilities is bounded by ex-ante expected aggregate match surplus:

$$
\begin{aligned}
& E\left[\frac{1}{k} \sum_{i=1}^{k} M_{n_{k}-k+i: n_{k}} W_{i: k}\right]>\frac{n_{k}}{k} \int_{0}^{\bar{m}} U_{M}^{\left(n_{k}, k\right)}(m) f(m) d m+\int_{0}^{\bar{w}} U_{W}^{\left(n_{k}, k\right)}(w) g(w) d w \\
& =\gamma_{M} \int_{0}^{\bar{m}} \int_{0}^{m} \Psi^{\left(n_{k}, k\right)}(s) d s f(m) \frac{n_{k}}{k} d m+E\left[b_{M}\left(M_{n_{k}-k+1: n_{k}}\right)\right]+\gamma_{W} \int_{0}^{\bar{w}} \int_{0}^{w} \Phi^{\left(n_{k}, k\right)}(s) d s g(w) d w .
\end{aligned}
$$

The strict inequality in the bound above is due to the fact that the investments of the men who fail to match are lost. Note that $\lim _{k \rightarrow \infty, k<n_{k}, \frac{k}{n_{k}} \rightarrow 1-r} E\left[\frac{1}{k} \sum_{i=1}^{k} M_{n_{k}-k+i: n_{k}} W_{i: k}\right]=$ $S^{(r)}$ (by the LLN for empirical distributions), $\lim _{k \rightarrow \infty, k<n_{k}, \frac{k}{n_{k}} \rightarrow 1-r} \int_{0}^{\bar{m}} \int_{0}^{m} \Psi^{\left(n_{k}, k\right)}(s) d s f(m) \frac{n_{k}}{k} d m=$ $R_{M}^{(r)}$ and $\lim _{k \rightarrow \infty, k<n_{k}, \frac{k}{n_{k}} \rightarrow 1-r} \int_{0}^{\bar{w}} \int_{0}^{w} \Phi^{\left(n_{k}, k\right)}(s) d s g(w) d w=R_{W}^{(r)}$ (by Lemma 7 and the Dominated Convergence Theorem), and $S^{(r)}=R_{M}^{(r)}+R_{W}^{(r)}$ (as $R_{M}^{(r)}$ and $R_{W}^{(r)}$ are the aggregate core utilities in the continuum model). Thus, $\limsup _{k \rightarrow \infty, k<n_{k}, \frac{k}{n_{k}} \rightarrow 1-r} E\left[b_{M}\left(M_{n_{k}-k+1: n_{k}}\right)\right] \leq$ $\gamma_{W} R_{M}^{(r)}+\gamma_{M} R_{W}^{(r)}$. We show now that $\lim _{k \rightarrow \infty, k<n_{k}, \frac{k}{n_{k}} \rightarrow 1-r} E\left[b_{M}\left(M_{n_{k}-k+1: n_{k}}\right)\right]=\gamma_{W} R_{M}^{(r)}+$ $\gamma_{M} R_{W}^{(r)}$, i.e., the fraction of the difference between aggregate surplus and aggregate information rents that is dissipated converges to 0 . Indeed, by the above observations, $E\left[b_{M}\left(M_{n_{k}-k+1: n_{k}}\right)\right]=O(1)$ (in the considered limit). Moreover, for any $\varepsilon>0$ and any sequence $j_{k} \geq \varepsilon k, E\left[b_{M}\left(M_{n_{k}-k-j_{k}: n_{k}}\right)\right]$ converges to zero exponentially fast (e.g., because, by Lemma 6 , the probability that $F_{n_{k}-k: n_{k}-1}\left(M_{n_{k}-k-j_{k}: n_{k}}\right)$ is greater than $\varepsilon$ declines exponentially). Thus, all investments that are wasted in expectation, $E\left[b_{M}\left(M_{1: n_{k}}\right)\right], \ldots, E\left[b_{M}\left(M_{n_{k}-k: n_{k}}\right)\right.$ are at most of order 1 , and, for any $\varepsilon>0$, at most $\varepsilon k$ of these are not exponentially small. Consequently, the per-capita expected utility that is lost converges to zero.

Proof of Theorem 6. Consider the equilibrium strategies $\widetilde{b}_{M}$ and $\widetilde{b}_{W}$ for the case of linear benefit functions $\widetilde{\delta}_{M}\left(\beta_{W}\right):=\delta_{M}^{\prime}(0) \beta_{W}$ and $\widetilde{\delta}_{W}\left(\beta_{M}\right):=\delta_{W}^{\prime}(0) \beta_{M}$ (the equilib-
rium exists, by Theorem 1 , because $\left.r(n, k) \delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0)<1\right)$. The limit conditions on type supports imply $\widetilde{b}_{M}(\bar{m}) \rightarrow 0$ and $\widetilde{b}_{W}(\bar{w}) \rightarrow 0$. Indeed, if $n=k$, then $a_{M}(\bar{m}) \leq$ $\bar{m}(\bar{w}-\underline{w})$ and $a_{W}(\bar{w}) \leq(\bar{m}-\underline{m}) \bar{w}$, and if $n>k$, then $a_{M}(\bar{m}), a_{W}(\bar{w}) \leq \overline{m w}$. Thus, $a_{M}(\bar{m}) \rightarrow 0$ and $a_{W}(\bar{w}) \rightarrow 0$, so that $\Delta_{M}^{a_{M}}, \Delta_{W}^{a_{W}} \rightarrow 0$. Thus, using (12), it follows that $\Delta_{W}^{\widetilde{b}_{W}}=\left(I_{k}-\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0) \Theta_{k} \hat{\Theta}_{n, k}\right)^{-1}\left(\gamma_{W} \Delta_{W}^{a_{W}}+d_{W} \gamma_{M} \Theta_{k} \hat{\Delta}_{M}^{a_{M}}\right) \rightarrow 0\left(\Theta_{k}\right.$ and $\hat{\Theta}_{n, k}$ are fix). Similarly, $\Delta_{M}^{\widetilde{b}_{M}} \rightarrow 0$ (using (11)). Hence, $\widetilde{b}_{M}(\bar{m})=\gamma_{M} a_{M}(\bar{m})+\delta_{M}^{\prime}(0) \hat{\mathscr{F}}(\bar{m}) \cdot \Delta_{W}^{\widetilde{b}_{W}} \rightarrow 0$, and $\widetilde{b}_{W}(\bar{w})=\gamma_{W} a_{W}(\bar{w})+\delta_{W}^{\prime}(0) \mathscr{G}(\bar{w}) \cdot \hat{\Delta}_{M}^{\widetilde{b}_{M}} \rightarrow 0$.

To complete the proof of the Theorem, we show that, for any equilibrium of the matching contest with benefit functions $\delta_{M}$ and $\delta_{W}$, it holds that $b_{M}(m) \leq \widetilde{b}_{M}(m)$ for all $m \in[\underline{m}, \bar{m}]$ and $b_{W}(w) \leq \widetilde{b}_{W}(w)$ for all $w \in[\underline{w}, \bar{w}]$. First, the concavity of $\delta_{W}$ and $\delta_{M}$, the mean value theorem, and the identities (6) and (7) imply the following bounds for $\hat{\Delta}_{M}^{\delta_{W} \circ b_{M}}$ and $\Delta_{W}^{\delta_{M} \circ b_{W}}$ :

$$
\begin{aligned}
& \hat{\Delta}_{M}^{\delta_{W} \circ b_{M}} \leq \delta_{W}^{\prime}(0)\left(\gamma_{M} \hat{\Delta}_{M}^{a_{M}}+\hat{\Theta}_{n, k} \Delta_{W}^{\delta_{M} \circ b_{W}}\right), \\
& \Delta_{W}^{\delta_{M} \circ b_{W}} \leq \delta_{M}^{\prime}(0)\left(\gamma_{W} \Delta_{W}^{a_{W}}+\Theta_{k} \hat{\Delta}_{M}^{\delta_{W} \circ b_{M}}\right) .
\end{aligned}
$$

Thus (as all entries of $\Theta_{k}$ are non-negative),

$$
\begin{equation*}
\left(I_{k}-\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0) \Theta_{k} \hat{\Theta}_{n, k}\right) \Delta_{W}^{\delta_{M} \circ b_{W}} \leq \delta_{M}^{\prime}(0)\left(\gamma_{W} \Delta_{W}^{a_{W}}+\delta_{W}^{\prime}(0) \gamma_{M} \Theta_{k} \hat{\Delta}_{M}^{a_{M}}\right) \tag{21}
\end{equation*}
$$

Applying $\left(I_{k}-\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0) \Theta_{k} \hat{\Theta}_{n, k}\right)^{-1}=\sum_{l=0}^{\infty}\left(\delta_{M}^{\prime}(0) \delta_{W}^{\prime}(0) \Theta_{k} \hat{\Theta}_{n, k}\right)^{l} \geq 0$ to both sides of the vector inequality (21) yields

$$
\Delta_{W}^{\delta_{M} \circ b_{W}} \leq \delta_{M}^{\prime}(0) \Delta_{W}^{\widetilde{b}_{W}}=\Delta_{W}^{\widetilde{\mathcal{S}}^{\prime} \circ \widetilde{b}_{W}}
$$

$\hat{\Delta}_{M}^{\delta_{W} \circ b_{M}} \leq \hat{\Delta}_{M}^{\widetilde{\delta}_{W} \circ \widetilde{b}_{M}}$ follows from an entirely analogous argument. $b_{M}(m) \leq \widetilde{b}_{M}(m)$ now follows from (4), and $b_{W}(w) \leq \widetilde{b}_{W}(w)$ follows from (5).

Proof of Theorem 7. Consider the expression (6) for $\Delta_{M, i}^{\delta_{W} \circ b_{M}}(i \in\{0, \ldots, n-1\})$. Invoking the concavity of $\delta_{W}$ and the mean value theorem, we obtain the following lower bound:

$$
\Delta_{M, i}^{\delta_{W} \circ b_{M}} \geq \delta_{W}^{\prime}\left(b_{M}(\bar{m})\right)\left(\gamma_{M} \Delta_{M, i}^{a_{M}}+\left(\Theta_{n, k} \Delta_{W}^{\delta_{M} \circ b_{W}}\right)_{i}\right)
$$

Analogously, (7), the concavity of $\delta_{M}$, and the mean value theorem imply

$$
\Delta_{W, i}^{\delta_{M} \circ b_{W}} \geq \delta_{M}^{\prime}\left(b_{W}(\bar{w})\right)\left(\gamma_{W} \Delta_{W, i}^{a_{W}}+\left(\Theta_{k} \hat{\Delta}_{M}^{\delta_{W} \circ b_{M}}\right)_{i}\right)
$$

for all $i \in\{0, \ldots, k-1\}$. Thus,

$$
\begin{aligned}
\hat{\Delta}_{M}^{\delta_{W} \circ b_{M}} & \geq \delta_{W}^{\prime}\left(b_{M}(\bar{m})\right)\left(\gamma_{M} \hat{\Delta}_{M}^{a_{M}}+\hat{\Theta}_{n, k} \Delta_{W}^{\delta_{M} \circ b_{W}}\right), \\
\Delta_{W}^{\delta_{n} \circ b_{W}} & \geq \delta_{M}^{\prime}\left(b_{W}(\bar{w})\right)\left(\gamma_{W} \Delta_{W}^{a_{W}}+\Theta_{k} \hat{\Delta}_{M}^{\delta_{W} \circ b_{M}}\right) .
\end{aligned}
$$

As all entries of $\Theta_{k}$ are non-negative, we get:

$$
\begin{align*}
& \left(I_{k}-\delta_{M}^{\prime}\left(b_{W}(\bar{w})\right) \delta_{W}^{\prime}\left(b_{M}(\bar{m})\right) \Theta_{k} \hat{\Theta}_{n, k}\right) \Delta_{W}^{\delta_{M} \circ b_{W}} \\
& \quad \geq \delta_{M}^{\prime}\left(b_{W}(\bar{w})\right)\left(\gamma_{W} \Delta_{W}^{a_{W}}+\delta_{W}^{\prime}\left(b_{M}(\bar{m})\right) \gamma_{M} \Theta_{k} \hat{\Delta}_{M}^{a_{M}}\right) . \tag{22}
\end{align*}
$$

If $\delta_{M}^{\prime}\left(b_{W}(\bar{w})\right)=0$, then the claim of the theorem holds trivially. Otherwise, the right hand side of (22) is a positive vector. Thus, $\Delta_{W}^{\delta_{M} \circ b_{W}}$ solves

$$
\left(I_{k}-\delta_{M}^{\prime}\left(b_{W}(\bar{w})\right) \delta_{W}^{\prime}\left(b_{M}(\bar{m})\right) \Theta_{k} \hat{\Theta}_{n, k}\right) \Delta_{W}^{\delta_{M} \circ b_{W}}=z,
$$

for some $z>0$. In the proof of Theorem 1, we have shown that this is possible if and only if $r(n, k) \delta_{M}^{\prime}\left(b_{W}(\bar{w})\right) \delta_{W}^{\prime}\left(b_{M}(\bar{m})\right)<1$.
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