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Diabetes has become an important public health issue in the 
twenty-first century, and dialysis treatment has become a large 
burden on the National Health Insurance of Taiwan. Diabetic 
nephropathy(DN) is the leading factor that determines whether 
patients with diabetes will require dialysis. Statistical data 
published by the Ministry of Health and Welfare in 2015 
indicated that, second only to cancer, chronic kidney failure is 
the most prevalent disease treated by primary outpatient 
clinics. In addition, according to the National Health Insurance 
Administration Ministry of Health and Welfare, 6% of the 
national health insurance budget was spent to cover the dialysis 
treatment of ESRD patients. Therefore, in this study, we 
proposed and developed a forecasting model for the medical 
resource consumption of DN patients. We used multiple 
regression, stepwise regression, multivariate adaptive 
regression splines (MARS), support vector regression, and two-
stage model (T-SVR). We used a combination of important 
variables screened out by stepwise regression and MARS to 
construct the T-SVR model. We screened out the important factors 
with a significant impact on medical consumption. We then 
identified the model with the best forecasting performance out 
of the five data mining techniques. Our results can aid the 
managers of medical institutions to properly and effectively 
allocate medical resources and control medical expenses. 

Keywords: Medical resource consumption, diabetic nephropathy, 
data mining, multivariate adaptive regression splines, support 
vector regression 
 
 

A report published by the World Health Organization in 2016 revealed that the number of patients with 

diabetes has tripled from that reported in1980 to 4.22 billion people in 2014. Furthermore, statistical data 

from the International Diabetes Association (IDF) in 2011 revealed that the total number of deaths from 

diabetes has increased to 4.8 million (Unwin et al., 2012). Approximately 20% to 40% of patients with type 1 

diabetes  mellitus  and  type  2  diabetes  mellitus  will  develop  diabetic nephropathy  (DN)  (Ito, 2010).  The  
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incidence and prevalence of dialysis in Taiwan have reached all-time highs: each year, more than 70,000 

patients with major uremic injuries require dialysis treatment (Liu, 2015). Statistical data published by the 

Ministry of Health and Welfare in 2015 indicated that, second only to cancer, chronic kidney failure is the 

most prevalent disease treated by primary outpatient clinics. In addition, diabetes-induced uremiais the third 

most common reason for hospitalization. 

In 2015, approximately 6 billion New Taiwan Dollars (NTD) was spent on inpatients, and approximately 

34.2 billion was spent on outpatient dialysis (National Health Insurance Administration Ministry of Health and 

Welfare, 2016). However, according to Yang et al. (2001), each patient who requires dialysis treatment in 

Taiwan has spent an average of approximately 25,576 US dollars per year on medical care. Thus, patients 

who require dialysis treatment exert a significant burden on household expenses and national health 

insurance. Global data published by NCD-RisC, a non-communicable disease risk organization, revealed 

that over the past 35 years, the prevalence of male and female patients with diabetes in Taiwan has grown 

faster than that in Japan, Singapore, or Hong Kong. By 2025, the prevalence of male and female patients 

with diabetes in Taiwan is expected to become the third highest in East Asia, second only to that in China 

and South Korea. Chang et al. (2012) pointed out that the annual outpatient medical expenses and 

hospitalization costs associated with diabetes have increased by approximately 1.34 times over the past 

decade; in addition, the prevalence of patients with diabetes symptoms that manifest as vascular lesions 

annually increases at the rate of 9%-13%. Lin et al. (2005) reported that the medical resource consumption 

associated with diabetes treatment continues to increase as the number of patients with diabetes increases. 

The average cost of outpatient clinics in Taiwan is 1,485 NTD, which is higher than that of other national 

outpatient clinics, and the average cost of hospitalization for diabetes is 42,000 NTD. Taiwan's Central 

Health Insurance Board pointed out that the prevalence of diabetes in Taiwanese residents aged over 20 

years old is 8%. Each year, approximately 1.4 million patients with diabetes exert a burden of 184 billion 

NTD on the national health insurance. (National Health Insurance Administration Ministry of Health and 

Welfare, 2011). Although the expenditure on diabetes accounts for only 4% of the national health insurance 

budget, it is associated with other medical expenses given the exclusion effect.  
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In recent years, Data mining techniques such as stepwise regression, multivariate adaptive regression 

splines (MARS), and support vector repression (SVR) have become popular data mining techniques for 

forecasting problems. Therefore, in this study, we use multiple regression, stepwise regression, MARS, and 

SVR to establish a prediction model for medical consumption by patients with DN. We also compared 

various data mining methodologies to determine the forecasting methodology with the best prediction 

accuracy. The selection of risk factors as predictors is a crucial issue for the construction of forecasting 

models because of the following reasons: An excessive number of prediction variables will extend the 

construction time and complexity of the forecasting model. However, a low number of prediction variables 

may not fully express the relationship between the target and predicted variables (Er& Beauchamp, 1988). 

Therefore, we used a combination of important variables screened out by stepwise regression and MARS to 

construct the model 

The proposed model can enable the managers of medical institutions and central health bureaus to 

compare actual and predicted costs for the appropriate allocation of resources. The model can also help 

managers identify and analyze the factors that are significantly correlated with medical resource 

consumption. Finally, the model can help the Ministry of Health and Welfare, Central Health Insurance 

Agency to update its treatment equipment, treatment behavior, and organization to decrease the cost of 

medical care and improve the efficiency of health care and health insurance policies for patients with 

diabetes. 

LITERATURE REVIEW 

We used data mining technology to construct the forecasting model for the medical resource consumption of 

DN patients. We also compiled related domestic and international literature. We present the literature review 

in four sections: The first section presents a discussion of the literature on the resource consumption of 

patients with diabetes and receiving dialysis treatment. The second section provides a discussion of data 

mining technology. The third section presents relevant literature on MARS. Finally, the fourth section 

provides a brief review of the literature on SVR. 

Medical Consumption of Diabetes and Dialysis 
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The 2016 IDF report showed that patients with diabetes consume approximately 22 trillion NTD of the global 

health care costs, accounting for 12% of the world's medical spending. Global costs associated with diabetes 

will reach 27 trillion NTD by 2040. Using a multiple regression model, Brandle et al. (2003) studied the direct 

medical costs of diabetes. They found that gender, ethnicity, hypertension, BMI index, hypoglycemic drug 

use, and epilepsy are associated with medical expenses for ischemic heart disease, cerebrovascular 

disease, and nephropathy. 

According to the National Health Insurance Administration Ministry of Health and Welfare, 6% of the 

national health insurance budget, or 7.7% of total health insurance expenses, has been spent to cover the 

costs of dialysis treatment for ESRD patients at an average of approximately 0.62 million NTD per person 

per year. Smith et al. (2004) pointed out that in the US, patients with ESRD account for 0.1% of the total 

patient population but consume 6% of the total medical expenses. In Belgium, patients with ESRD contribute 

to 1.8% of the total cost of medical treatment in dialysis. 

Data Mining 

Regression analysis, exponential smoothing, and time series analysis are among the most commonly used 

data mining analytical tools. In recent years, however, an increasing number of studies have utilized 

quantitative tools for data mining and machine learning in artificial intelligence, such as MARS, clustering, 

artificial neural networks (ANN), genetic algorithms, SVM, and SVR (Song & Li, 2008; Lin et al, 2011; Lin & 

Lee, 2013).  

For example, Kiran & Ravi (2008) utilized multiple regression, MARS, and BPN to investigate the 

accuracy and reliability of forecasting models. They reported that BPN and MARS have better accuracy and 

reliability than other models. Lee and Tang (2002) used MARS and BPN to integrate intellectual capital and 

financial ratio to construct an enterprise crisis diagnosis model. They reported that their model provided 

excellent classification results. Huang (2002) used association rules to explore the association between 

disease and microbes and reinforce potential disease relationships. Chen (2013) used ANN to construct a 

prediction model for thunderstorm in north Taiwan. The Canberra Airport has used an ANN-based model to 

predict cloud cover (Fabbian et al., 2006), and the New Chitose Airport used has multi-ANN to forecast fog 

(Nugroho et al., 2002).  
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MARS 

MARS is a non-linear and non-parametric regression methodology that was first proposed by Friedman 

(1991). MARS is inspired by the recursive partitioning technique, governing classification, regression tree, 

and generalized additive modeling. MARS excels at finding optimal variable transformations and interactions 

and the complex data structure that often hides in high-dimensional data. 

MARS essentially builds flexible models by fitting piecewise linear regressions; that is, the non-linearity of 

a model is approximated with separate linear regression slopes in distinct intervals of the independent 

variable space. Therefore, the slope of the regression line is allowed to change from one interval to the other 

as two ‘knot’ points are crossed. The variables to be used and the endpoints of the intervals for each 

variable are found through a fast but intensive search procedure. In addition to searching variables one by 

one, MARS also searches for interactions between variables, allowing any degree of interaction to be 

considered as long as the constructed model can fit the data well. 

     The general MARS function can be represented by following equation  

 
 


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m
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k
kmvkmm tmkxsaaxf
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where a0 and am are parameters, M is the number of basis functions, Km is the number of knots, skm takes 

the values of either 1 or − 1 and indicates the right/left sense of the associated step function, ),( mkxv is the 

label of the independent variable, and tkm indicates the knot location. 

(Please refer to Friedman (1991) for more details regarding the complete model building process.) 

SVR 

SVR was developed for use in regression problems (Vapniket etal., 1997) and is mainly used to solve non-

linear problems and for predicting various numerical fields (Yang and Liu, 1999; Koike and Takagi, 2004). 

SVR has a good generalization ability given that it mainly follows the principle of structural risk 

minimization.SVR parameters can be derived from the convex quadratic programming problem. Given that 

the only solution to SVR is the only solution, SVR avoids obtaining the solution from the minimal solution 

region (Chen, 2006). 
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Traditional regression obtains coefficients by minimizing the square error, which can be considered as 

empirical risk based on a loss function. Vapnik (1997) introduced the so-called ε -insensitivity loss function 

to SVR.  

By simultaneously considering empirical and structural risks, the SVR model can be constructed to 

minimize the following programming:  

  
i

ii
T Czz *
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where i=1,…,n is the number of training data;  *
ii    is the empirical risk; wwT

2

1  is the structure risk 

preventing over-learning and lack of applied universality; and C is modifying coefficient representing the 

trade-off between empirical risk and structure risk. Equation (2) is a quadratic programming problem. After 

the selection of the appropriate modifying coefficient (C), width of band area (ε ), and kernel function (K), the 

optimum of each parameter can be resolved though the Lagrange function. DeBoer et al. (2011) proposed 

that the radial basis function (RBF) is suitable for solving most forecasting problems. 

Conceptual Framework 

We used a retrospective cohort study design, and we retrieved data for the period of 2010 to the end of 

2012 from the NHIRD. Figure 1 shows the conceptual framework of this study: The prediction variables of 

disease risk factors and medical resource consumption are introduced in step two. The dependent variable 

is the total cost of outpatient medical expenses, hospital medical expenses, and hospital days. First, we 

used multiple regression, stepwise regression, MARS, and SVR to construct the forecasting model. We 

then used stepwise regression and MARS to screen out significant variables. 

Next, we combined the significant variables for input into SVR to construct the T-SVR prediction model. 

Finally, we compared the performances of the forecasting models we used in this study. 

Dataset and forecasting variables 

We used a  retrospective generation  study design. We  monitored patients  with  DN  who  received  dialysis 
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Figure 1. Conceptual Framework of the Forecasting Model 

 

treatment in 2010 from the NHIRD. We continued to observe the patients and their collected medical 

expenses over a period of two years. We collected data in accordance with the definition of the International 

Classification of Diseases and Deaths (ICD-9-CM). Specifically, we collected data marked with a main 

diagnostic code or secondary diagnostic code containing the term“ 2504” .To ensure that the subjects were 

present throughout the entirety of the observation period, we excluded patients who had died, had been 

discharged, or had missing values. 

We filtered four types of databases from the NHIRD: 1) Ambulatory care expenditures by visits (CD), 2) 

Details of ambulatory care orders (OO), 3) Inpatient expenditures by admissions (DD), and 4) Details of 

inpatient orders (DO). First, we collected cases that were reported in 2010 and had a main diagnostic code 

or secondary diagnostic code that contained “ 2504”  from CD and DD. Next, we screened 519 kinds of 

hypoglycemic drugs from OO and DO the basis of their respective order code and drug number. Finally, we 

merged CD with OO and DD with DO. 

For the next stage of our study, we collected cases that were reported over the period of2011 and 2012 in 

accordance with the methodology described above. We then individually merged the cases with those 

reported in 2010. Finally, to ensure that the subjects were present throughout the entirety of the study, we 
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excluded patients who had died, were discharged, and who had missing values. We thus obtained our final 

research objects. The dependent variable is the total sum of outpatient medical expenses, hospital medical 

expenses, and hospital days. 

We included 2597 subjects. We found that the total amount of money spent over the period of 2010 to 

2012 totaled 285,304,619 NTD. The descriptive statistics of the data are presented in Table 1. 

We then identified risk factors, such as patient characteristics and diabetic nephropathy, as prediction 

variables. Al-Rubeaan et al. (2014) showed that male gender and age are risk factors for the development 

and progression of DN. Zambrano-Galvánet et al. (2014) concluded that hypertension is a major predictive 

risk factor for DN. 

Huang et al. (2014) reported that systolic blood pressure and DN are significantly and positively 

correlated. Mooradian (2009) found that hyperlipidemia is a major risk factor for the progression of DN. 

Moreover, they reported that excessive blood fat will increase the risk of renal vascular atherosclerosis and 

further cause the deterioration of renal function. (Toleren et al., 2014) found that the levels of high-density 

and low-density lipoproteins and fat are significant predictors of coronary heart disease and DN in patients 

with type 1 diabetes. 

Almdal et al. (2004) and Jeerakathil et al. (2007) pointed out that patients with type II diabetes are two or 

three times at higher risk for stroke than the average person. Hägg et al. (2014) found that DN is a risk factor 

for ischemic and hemorrhagic stroke. Vijan and Hayward (2003) pointed out that if diabetic patients would 

strictly control their blood glucose levels, their risk for peripheral vascular disease or amputation and overall 

mortality rate within the next ten years would decrease by 0.5% and 0.8%, respectively. If patients would 

strictly control their blood pressure, their risk for peripheral-blood-vessel diseases or amputation would 

decrease by 4.3%. Thus, the overall mortality rate could be decreased by 4.3%. 

The prediction variables used in this study are based on the above literatures and are provided in Table 2. 

The identified prediction factors are highly prevalent in patients with DN, indicating that patients with these 

factors are expected to consume more medical resources than those without. 

The prediction results of the proposed MARS model were compared with those of the multiple regression 

and stepwise regression models without MARS. Prediction performance was evaluated with the following 
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statistical metrics: root mean square error (RMSE), mean absolute difference (MAD), and mean absolute 

percentage error (MAPE). 

 

Max Min Mean SD 
4203960 1778 109859 219373.7 
Median 1st Qu. 3rd Qu. Total(NTD) 
68515 40139 108824 285304619 

 

Table 1. Descriptive Statistics of the Subjects 

 

 

Variables Description(1=Yes, 0=No) 
X1 Patient has hypertension 
X2 Patient sex(1=Male,0=Female) 
X3 Patient is over 65 years old 
X4 Patient has dyslipidemia  
X5 Patient has heart disease 
X6 Patient has cerebrovascular disease 
X7 Patient has peripheral vascular disease 
X8 Patient has non-DN kidney disease 

 

Table 2. Prediction Variables for the Construction of the Prediction Models 

 

RESULTS 

In this section, we report the empirical results obtained using the multiple regression, stepwise regression, 

MARS, SVR, and T-SVR models. In first section, we present the descriptive statistics of the research 

objects. We present the model results in the following section. In the last section, we compare the models on 

the basis of MAPE, RMSPE, MAD, and RMSE. The frequency of each prediction variables is listed in Table 

3. In the table, a value of 1 indicates that the patient has the disease, whereas a value of 0 indicates that the 

object does not have the disease. 

We ran all programming with R-studio software. We first input all the prediction variables for multiple 

regression. The results of multiple regression is listed in Table 4, which shows that the most significant 

prediction variables are kidney disease(X8) and dyslipidemia (X4). 

Next, we developed the stepwise regression model. Its results are listed in Table 5, which shows that 

hypertension(X3), dyslipidemia (X4), cardiovascular disease(X5), and non-DN kidney disease (X8) are the 

variables with the highest relevance to DN incidence and medical resource consumption. 
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We used the R-package earth to develop the MARS model. The results and important predictor variables 

are listed in Table 6, which shows that the important predictor variables are non-DN kidney disease (X8), 

dyslipidemia (X4), hypertension disease(X1), and cerebrovascular disease (X6). 

The parameters selected to develop the SVR model are ε  = 2− 11 and C = 27, indicating that this 

combination is the best SVR parameter combination. 

Finally, we constructed the T-SVR model on the basis of the variable selection results of stepwise 

regression and MARS. We used the stepwise regression model to screen out the most important variables: 

hypertension(X3), dyslipidemia (X4), cardiovascular disease(X5), and non-DN kidney disease (X8).The 

MARS model screened out hypertension (X1), dyslipidemia (X4), cerebrovascular disease(X6), and non-DN 

kidney disease(X8). Using the intersection concept, we found that dyslipidemia disease(X4) and non-DN 

kidney disease (X8) are two important variables. We then input these variables into the SVR model. The 

parameters chosen in T-SVR are ε  = 2− 11 and C = 27.  

The forecasting model results of the four models were computed and are listed in Table 7. Table 9 shows 

that out of all the models, the SVR model has the lowest MAE and MAPE, and T-SVR has the lowest 

RMSPE and RMSE. Thus, the SVR and T-SVR models may provide better forecasting results than the 

multiple regression, stepwise regression, and MARS models in terms of prediction error. To summarize, we 

identified dyslipidemia (X4) and non-DN kidney disease (X8) as important variables. 

 

 

Variables Yes(1) No(0) 
X1 1890 707 
X2 1405 1192 
X3 374 2223 
X4 1637 960 
X5 745 1852 
X6 523 2074 
X7 98 2499 
X8 1019 1578 

 

Table 3. Frequency of Each Prediction Variable 
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Coefficients Estimate Std. Error t-value Pr(>|t|) 
(Intercept) 106710 12983 8.219 3.58e−16 *** 
SEX (X1) −2848 9340 −0.305 0.76047 

AGE.65 (X2) −19283 13686 −1.409 0.15901 
Hypertension (X3) −21409 10695 −2.002 0.04544 * 
Dyslipidemia (X4) −28971 9690 −2.990 0.00283 ** 

Cardiovascular disease (X5) 25903 10680 2.425 0.01538 * 
Cerebrovascular disease (X6) 8408 11999 0.701 0.48356 

Peripheral vascular disease (X7) 23924 25281 0.946 0.34410 
Non-DN kidney disease (X8) 79613 9804 8.120 7.91e−16 *** 

   Note: *p<0.1;**p<0.05;***p<0.01 

Table 4. Results of the Multiple Regression Model 
 

 

Coefficients Estimate Std. Error t-value Pr(>|t|) 

(Intercept) 105948 11846 8.944 < 2e−16 *** 
Hypertension(X3) −21768 10632 −2.047 0.04074 * 
Dyslipidemia(X4) −29348 9673 −3.034 0.00244 ** 

Cardiovascular disease 
(X5) 24964 10448 2.389 0.01697 * 

Non-DN kidneydisease 
(X8) 

78887 9663 8.164 5.56e−16 *** 

        Note: *p<0.1;**p<0.05;***p<0.01 

Table 5. Results of the Stepwise Regression Model 

 

Variable selection results 
Variable name Relative importance (%) 

Non-DN kidney disease(X8) 100.0 
Dyslipidemia disease (X4) 39.6 
Hypertension disease(X1) 20.2 

Cerebrovascular disease (X6) 20.1 
MARS prediction function: 

f(x) = 104230.62−20639.40* X1−25085.51* X4+24213.79 *X6+80497.86 *X8 
 

Table 6. Important Prediction Variables of the MARS Model 

 

Methods RMSPE(%) MAE RMSE MAPE(%) 
MARS 2.8236 84956 219791 1.477 

Multiple regression 2.9548 85842 215736 1.504 
Stepwise regression 2.9536 85726 215865 1.504 

SVR 1.7984 68745 218676 0.892 
T-SVR model 1.7435 69612 214738 0.901 

 

Table 7. Comparison of Model Results 

 

CONCLUSION 

International  governments are  attempting  to  decrease the consumption of  medical resources. However,  
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patients with diabetes, a serious chronic disease associated with a high death rate, exert a substantial 

medical burden on their families and countries. Among other Asian countries, Taiwan has the highest 

prevalence of diabetic patients who require dialysis, which results in a considerable annual medical burden. 

To predict the medical resource consumption of patients with diabetes in Taiwan, we constructed a 

forecasting model using data retrieved from a health insurance research database. We also identified the 

factors that could increase medical expenses. We selected hypertension (X3), dyslipidemia (X4), 

cardiovascular disease (X5), cerebrovascular disease (X6), and non-DN kidney disease (X8) as important 

variables.  

We then compared the results of the multiple regression, stepwise regression, MARS, SVR, and T-SVR 

models. The empirical results showed that the SVR and T-SVR models have the best performance among 

the tested models. This result is consistent with that of previous studies on data mining and machine 

learning, thus confirming that emerging data mining techniques have excellent predictive performance and 

provide various tools for data prediction. Dyslipidemia (X4) and non-DN kidney disease (X8) are important 

predictive variables for the medical resource consumption of patients with DN. We successfully developed a 

methodology for the construction of a forecasting model for medical resource consumption, compared data 

mining techniques, and identified the important variables related with DN medical expenses. We hope that 

our study will act as a reference for other researchers who wish to use similar methods or data from health 

insurance databases for predictive experiments.  
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