
Sanga, C.; Venter, I. M.

Article

Algorithm for the evaluation of free and open source
software when the evaluator is "uncertain"

The International Journal of Management Science and Information Technology (IJMSIT)

Provided in Cooperation with:
North American Institute of Science and Information Technology (NAISIT), Toronto

Suggested Citation: Sanga, C.; Venter, I. M. (2015) : Algorithm for the evaluation of free and open
source software when the evaluator is "uncertain", The International Journal of Management
Science and Information Technology (IJMSIT), ISSN 1923-0273, NAISIT Publishers, Toronto, Iss. 17,
pp. 36-55

This Version is available at:
https://hdl.handle.net/10419/178805

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/178805
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/




 Technology Information and Science Management of Journal International The
(IJMSIT)

Publishers NAISIT

Chief in Editor
 jjmf@ubi.pt Email:  Portugal, Interior, Beira of University Ferreira, J. J. 

Editors Associate

Portugal interior, Beira of University Ferreira, M. J. João Editor-in-Chief:
Editors: Main

USA Memphis, of University and Portugal Lisbon, of Institute University Ferreira, F. A. Fernando
Spain Barcelona, of University Lindahl, Merigó M. José

Australia Melbourne, University, Trobe La Ratten, Vanessa
Editors: Assistant

Portugal Branco, Castelo of Institute Polythecnic Fernandes, Cristina
Australia Queensland, Southern of University Co, Jess
Portugal Lisbon, of Institute University Jalali, S. Marjan

Board: Advisory Editorial
UK Management, of School Cardiff Lincoln, Adebimpe

Israel College, Academic Netanya Tziner, Aharon
USA Pennsylvania, University, Morris Robert Smith, D. Alan

Spain Barcelona, of University Lafuente, G. Maria Ana
Norway Management, of School Oslo Mariussen, Anastasia

Spain Barcelona, de Autònoma Universitat Tarrés, i Serarols Christian
UK university, City -Birmingham School Business Millman, Cindy

Romania Bucharest, of University Gh, Popescu R. Cristina
UK School, Business University Newcastle Irawati, Dessy

Spain Valencia, of University Ribeiro, Domingo
USA Business, of Schools Carayannis, G. Elias

USA University, Technological Michigan Oliveira, Emanuel
Spain Seville, of University Liñán, Francisco

UK University, City Birmingham Matlay, Harry
UK London, of University Birkbeck, Smith, Lawton Helen

France Business, of School Rennes ESC Faculty, Adjunct Purcarea, Irina
HK University, Polytechnic Kong Hong The Choi, Jason

            USA Paso, El at Texas of University Faria, Ricardo João
Spain Valencia, of University Vila, Jose

Bulgaria Economy, World and National of University Todorov, Kiril
Canada Montréal, HEC Filion, Jacques Louis

Italy II, Federico Naples of University Landoli, Luca
Brazil Paulo, Säo de Universidade at Researcher Sakuda, Ojima Luiz

Portugal Interior, Beira of University Raposo, L. Mário
Spain València, de Politècnica Universitat Peris-Ortiz, Marta

Zealand New Waikato, of University The Akoorie, Michele
Canada Trois-Rivières, à Québec du Université Julien, Pierre-André

Jordan University, Hashemite The Karabsheh, Radwan
Spain I, Jaume Universitat  Chiva, Ricardo

Zimbabwe Technology, and Science of University National Mhlanga, Richard



Brazil – Vargas Getulio Fundação Bandeira-de-Mello, Rodrigo
Netherlands The - University Tilberg Rutten, Roel

Verde Cabo Empresariais, e Económicas Ciências de Superior Instituto Cruz, Rosa
Netherlands The Rotterdam, University Erasmus Thurik, Roy

India Delhi, Technology of Institute Indian Jain, K. Sudhir
Portugal Interior, Beira of University Azevedo, G. Susana
Denmark University, Business Copenhagen Hollensen, Svend

Austria Vienna, of University Frisch, Walter
USA University, State Colorado Byrne, S. Zinta

Board Review Editorial

Turkey Turkey, University Selçuk Ögüt, Adem
Greece Athens, of University Agricultural Sideridis, B. Alexander

Netherlands The Amsterdam, University VU Sharpanskykh, Alexei
USA York, -York, University State Pennsylvania Kara, Ali

Brazil Rio, Grande of University Freitas, Angilberto
Portugal Interior, Beira of University Paço, do Arminda

Finland Jyväskylä, of University Ojala, Arto
Portugal Douro, Alto e Tras-os-Montes of University Marques, Carla

Portugal Interior, Beira of University Pereira, Carla
Turkey University, Çukurova Tanova, Cem

Brazil Catarina, Santa de Federal Universidade Tolfo, Cristiano
Portugal Branco, Castelo of Institute Polytechnic Estevão, S. Cristina

Croatia Split, of University Miocevic, Dario
Zealand New School, Business Auckland of University The Askarany, Davood

USA Washington, of University Revere, Debra
USA Ohio, Cincinnati, of University Gormley, Kolesar Denise

Kong Hong Technology, and Science of University Kong Hong Chiu, K.W. Dickson
Spain Navarra, of University Melé, Domènec
Portugal Interior, Beira of University Miragaia, Dina

Brazil School, Business FUCAPE Mainardes, Emerson
USA University, Arizona Northern Otenyo, E. Eric

USA University, Illinois Southern Watson, W. George
Brazil Maria, Santa de Federal Universidade Moura, de Luiz Gilnei

China University, Psychology,Zhejiang of Department Zhong, An Jian
Portugal Lisbon, University, Catholic Portuguese Sciences, Human of Faculty Pinto, Carneiro Joana

Spain Valencia, of University Alegre, Joaquín
USA Jersey, New Business, of School Anisfield Rakotobe, Thierry Joel

USA , FL Sanford, Florida, Central of University Matusitz, Jonathan
India Kharagpur, Technology of Institute Indian Srivastava, L. B. Kailash

Netherlands Twente,The of University Sanders, Karin
Germany Koblenz-Landau, of University Troitzsch, G. Klaus

China Nanjing, Technology, of University Nanjing Shi, Kuiran
Portugal ISLA, Faria, Costa da Liliana

Canada Ontario, Western of University Capretz, Fernando Luiz
USA Business, of College Godkin, Lynn



Canada Winnipeg, of University Liu, Chunhui Maggie
Belgium Liège, of University Ausloos, Marcel

USA Texas, University,Denton, Woman's Texas Benham-Hutchins, Marge
Spain Granada, of University Pérez-Aróstegui, Nieves María

Italy Udine, of University Cagnina, Rosita Maria
University,Taiwan Hwa Dong National Tabata, Mayumi

Portugal University, Lusíada and University Portucalense Pinho, Micaela
Italy Basilicata, of University Renna, Paolo

Portugal Bragança, of Institute Polytechnic Fernandes, Odete Paula
Portugal Coimbra, of University Cunha, Rupino Paulo

Germany University, Saarland Loos, Peter
Spain Vigo, de Empresas de Administración e Economia de F. García, Piñero Pilar

Romania Bucharest, Studies, Economic of University Bucharest Gheorghe, N. Popescu
 Economic of University Bucharest The and Satu-Mare of Academy Commercial The Adriana, Veronica Popescu

Romania Bucharest, Studies,
India Technology, and Management of Institute Singh, Ramanjeet

Portugal of University Catholic Morais, Ricardo
Spain Rioja, of University Ortiz, Fernández Ruben
Canada Manitoba, of University Thulasiram, K. Ruppa

USA NJ, University,Montclair, State Montclair Kim, Soo
Taiwan University, Yat-Sem Sun National Chiou, Wen-Bin
USA GA, ,Augusta, College Paine Lawless, Willaim

Singapore University, Management Singapore Koh, T.H. Winston



The International Journal of Management Science and Information Technology (IJMSIT)

NAISIT Publishers

Issue 17 (Jul-Sep 2015)

Table of Contents

1 A ROADMAP FOR AN INTEGRATED UNIVERSITY INFORMATION SYSTEM
MELTEM ÖZTURAN, Boğaziçi University, Turkey
AYSUN BOZANTA, Boğaziçi University, Turkey
BIRGüL BASARIR-OZEL, Boğaziçi University, Turkey
EZGI AKAR, Boğaziçi University, Turkey

23 SOCIAL NETWORK SITES: CAN THEY ENHANCE EMPLOYEE 
PRODUCTIVITY IN AN ORGANIZATION?
PRESHITANEHATUDU, Indian School of Mines, India
PRAMOD PATHAK, Indian School of Mines, India

36 ALGORITHM FOR THE EVALUATION OF FREE AND OPEN SOURCE 
SOFTWARE WHEN THE EVALUATOR IS "UNCERTAIN"
C. SANGA, University of Agriculture, Tanzania
I. M. VENTER, University of the Western Cape, South Africa

56 CONTRIBUTION OF INFORMATION AND COMMUNICATION TECHNOLOGY 
IN IMPROVING ACCESS TO MARKET INFORMATION AMONG 
SMALLHOLDER FARMERS: THE CASE STUDY OF KILOSA DISTRICT
NJELEKELA, C, Sokoine University of Agriculture, Tanzania
SANGA, C., Sokoine University of Agriculture, Tanzania

57 INVESTIGATING THE RELATIONSHIP BETWEEN IT CAPABILITY AND 
ORGANIZATIONAL PERFORMANCE: AN EMPIRICAL EVIDENCE FROM 
INDIAN BANKING UNITS
SUKANYA PANDA, School of Management, India
PROF. SANTANU KUMAR RATH , School of Management at NIT Rourkela, India



This is one paper of
The International Journal of Management Science and 

Information Technology (IJMSIT)
Issue 17 (Jul-Sep 2015)



The International Journal of Management Science and Information Technology (IJMSIT)
Issue 17 (Jul-Sep 2015) (36 - 55)

36
ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2015

Algorithm for the evaluation of Free and Open Source Software when the Evaluator is 
“Uncertain”
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Department of Informatics, Sokoine University of Agriculture, Tanzania;

Email: sanga@suanet.ac.tz 

I. M. Venter
Department of Computer Science, University of the Western Cape, South Africa

iventer@uwc.ac.za 
Abstract
Free and Open Source Software is freely available on the Internet and making use of it, could benefit many higher 
learning institutions in developing countries. However, before adoption, it is necessary to evaluate the software to 
see if it meets the requirements of the institution.  The evaluation of software involves considering the quality 
attributes of the software, which can either be evaluated objectively or subjectively, depending on whether the 
attributes are measured directly or indirectly. To handle the subjectivity of qualitative evaluation an algorithm with 
inherent computational intelligence was developed. The algorithm, Fuzzy Analytic Hierarchy Process incorporates a 
modified version of extent analysis. It can tolerate fuzziness, ambiguity, imprecision, uncertainty and ill-illustrated 
judgements. In addition to the improved Fuzzy Analytic Hierarchy Process development, the Group Fuzzy Analytic 
Hierarchy Process was developed. Using a specially derived set of end-user centric metrics, the algorithm provides 
the means for evaluating software according to quality attributes.  Software developers, to predict end-user 
requirements, and to more accurately measure end-user satisfaction can use these quality attributes. Soft Systems 
Methodology was the preferred research methodology in this investigation as it is well suited for fuzzy problems. 
The algorithm was validated by evaluating Moodle, a free and open source e-learning system, adopted by a 
University in Tanzania. Students and staff from the university were involved in providing the subjective opinions 
about the software. The data collected from the subjective evaluation was captured and using Soft System 
Methodology, the data was analysed cyclically, improving the algorithm with each cycle. The advantages of the 
proposed final algorithm are: it is efficient, simple to use and cost-effective. It guides the end user to form an 
informed decision based on the evaluation results of software. The evaluation results determine whether the outlook 
is pessimistic, moderate or optimistic. 
Keyword: software evaluation, free and open source software, e-learning, uncertainty, fuzzy AHP

1. INTRODUCTION
Evaluating software in terms of quality has been investigated by many researchers (Fenton and Neil, 2000; Polancic 
and Horvat, 2000; Graf and List, 2005; Sanga and Venter, 2007; Shee and Wang, 2008; GoelS and Rana, 2012; 
Abbeyquaye and Effah, 2013). In order to develop a successful evaluation model, a predefined set of rules and 
guidelines are required. Evaluation models are complex because decision-making under uncertainty, ambiguity and 
fuzziness (based on multiple attributes: criteria and sub-criteria) need to be taken into account. 
Most evaluation cycles start with the identification of the key attributes of the software quality required. A team of 
evaluators, which might represent the users from different sections/departments of the organization, then matches 
the collected attributes of the organization with those mentioned in the literature. Characteristics, sub-characteristics 
and attributes are hierarchically interrelated and act as a benchmark for the selection and identification process of 
quality attributes. According to Seffah et al. (2001) IEEE, Boehm, McCall and ISO 9126are examples of software 
quality models, but these models have some disadvantages:

(i) it is difficult to visualize the relationship between characteristics, sub-characteristics and attributes;
(ii) it is not in a format which can be used by software developers as well as novice users;
(iii) even though different software quality models exist, these are not well incorporated into the software 

development of Free and Open Source Software (FOSS); and 
(iv) it does not take into account the different phases of software development.

The adoption of FOSS is hampered by the fact that the developers develop the software voluntarily and that the user 
is seldom part of the user requirement elicitation phase. Poor documentation might be the reason why FOSS is often 

mailto:sanga@suanet.ac.tz
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considered to be of lesser quality (Nichols and Twidale, 2003) although Scacchi (2007) does not agree with this 
statement. There is a need of efficient and reliable decision support systems to map the uncertainty associated with 
the evaluation of FOSS. Such expert system’s algorithm should be able to handle the fuzziness associated with 
FOSS (Zadeh, 1983). 
The use and adoption of open source e-learning system in universities of developing countries in Africa has 
increased in recent years. E-Learning software has become necessary to support the large number of students these 
universities have to accept - due to the massification of students in higher learning institutions. A further reason for 
its adoption has been to “catch” the revolution of information communication technologies (ICTs).  The revolution 
was sparked by the landing of submarine optical cables that now provide fast Internet access to most of the 
developing countries in Africa. Skilled (but also unskilled staff) from these universities were now forced to become 
involved in the evaluation of software for their use.
 Evaluation of software (in terms of software quality and other requirements) is a complex process. The complexity 
arises from the multiple characteristics, sub-characteristics and attributes of software quality, which needs to be 
combined and compared as per different software products. It is not possible to obtain complete and comprehensive 
information about each software quality attribute. Thus, the evaluations are “uncertain”.
In Tanzania, open source e-learning systems are in use at the University of Dar es salaam, Sokoine University of 
Agriculture, Mzumbe University, MUHAS and Open University of Tanzania (Sanga& Venter, 2009). Only a few 
staff members and students have adopted the systems and are using it. The reason for the failure in uptake of the 
technology can probably be ascribed to the fact that the e-learning systems (which are in use in these Universities) 
were not evaluated properly or evaluated in an ad-hoc fashion. There is thus a need for the development of an 
algorithm to help skilled and unskilled end-users to evaluate software before it is implemented. 
Different techniques have been proposed by different researchers to tackle the software evaluation problem (Saaty, 
1994; Czogala and Pedrycz, 1981).Traditional methods of evaluating software products involve a heuristic approach 
using expert judgements. Several experts evaluate the software products and choose one among the many products. 
Their decisions are then compared and discussed until the experts come to an agreement. This approach is 
problematic since it depends on how users perceive the software product and hence, software quality is measured 
from different perspectives. Fenton and Pfleeger (1997) defined measurement theory (Stevens, 1946) which deals 
with the representation of the measurement of software in terms of software metrics. It models the software 
phenomena and maps it to a numerical value by means of algebraic expressions. 
Basili, Caldeira, and Rombach (1994) proposed a Goal/Question/Metric (GQM) paradigm which is a hierarchical 
model. The highest level of the GQM hierarchy is the goal or purpose of the measurement followed by a number of 
questions in subsequent levels, which are divided into metrics (at the lowest levels). Metrics are the entities that are 
measurable and are either measured objectively or subjectively. The disadvantage of GQM is that it can be used only 
by the experienced users within a project team, who can define questions relevant to the goals of the business of the 
organization. The advantage of GQM paradigm is that it allows selecting a few software characteristics of particular 
interest to the organization. This can also be done by weighted sum model (Graf and List, 2005), which is a multi 
criteria decision making (MCDM) algorithm. Sanga et al. (2007) show that the results obtained using Graf and List 
model are almost similar to that obtained using AHP.
Koscianski and Costa (1999) argued that software quality models such as ISO 9126, Boehm and McCall should be 
used in the evaluation of software but these methods measure attributes separately and there was no method for 
combining their results. Koscianski and Costa (1999) proposed a combination of ISO 9126 and the Analytical 
Hierarchical Process (AHP) algorithm to address this problem but this solution cannot handle the fuzziness, 
uncertainty and ambiguity related to evaluation judgements. Procedures for AHP are well described by Finnie et al. 
(1993) and Saaty, (1980).  It has the ability to rank choices in the order of their effectiveness in attaining conflicting 
objectives and it also has the ability to detect inconsistent judgements. According to Cheng et al. (1999) AHP has 
shortcomings: it is used in nearly crisp (non-fuzzy or exact) decision applications; it deals with an unbalanced scale 
of judgements (1 up to 9);it does not take into account the uncertainty associated with the mapping of a human 
judgement to a exact number (Tsvetinov & Mikhailov, 2004; Deng, 1999); the ranking of AHP is rather 
imprecise/vague/inexact; and the subjective judgement, selection and preference of decision makers have great 
influence on the results of AHP. Further problems with AHP were identified by Wang et al., an increase in the 
number of criteria used when applying the algorithm increases the number of pairwise comparisons linearly in the 

form of , which sometimes can lead the algorithm to fail or to be inconsistent (Wang et al., 2008).Another 
𝑛(𝑛 ‒ 1)

2
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disadvantage of AHP is that a change of scale (used in pairwise comparison) changes the result of the algorithm 
(Sanga & Venter, 2009; Sanga, 2010). 
The question thus is: How should an algorithm be designed to deal with the vagueness and imprecision of human 
cognitive processes (i.e. thinking or reasoning)?
This research was done from a post-positivist perspective.  Four cycles of Soft Systems Methodology (SSM) was 
undertaken. In each of the four cycles the algorithm was refined.  In the first cycle the replication experiment was 
done, in the second cycle AHP was implemented and tested, in the third cycle Fuzzy AHP (with extent analysis)was 
implemented and tested and finally, the Group Fuzzy AHP, was implemented.
This paper presents the results of this process to develop a new algorithm called Group Fuzzy AHP, which could be 
used in the evaluation of FOSS and for the evaluation of closed (commercial) source software (CSS).
In a case study (at a Tanzanian University), the maintainability, usability and deployability characteristics of FOSS–
considered to be the most important characteristics that software in a developing country should adhere to–were 
investigated. These characteristics address problems of developing countries: bandwidth, limited funding, semi-
literate users and home languages other than English. It was shown that the new algorithm can handle the 
subjectivity, uncertainty, fuzziness and ambiguity of evaluator comparison judgements in the form of fuzzy 
triangular numbers (FTNs). The fuzzy prioritization method was used to compute the prioritisation from fuzzy 
preferences. Since the aim was to get a crisp value, crisp / exact priorities were derived from the fuzzy comparison 
matrices. The proposed algorithm was tested for its applicability in enhancing the evaluation of e-learning systems at 
the University of Tanzania.

2. Research Approaches
This research was mainly from a post-positivist perspective.  But, what does this mean? According to Crotty, four 
questions need to be posed to explain the pivotal issues of the research (Crotty, 1998):

(i) What method to use? 
The researcher needs to identify the technique or procedures for collecting and analysing data according 
to the research questions.

(ii) What methodology governs the choice and use of the proposed methods? 
The methodology is the strategy, plan of action or design to obtain the desired results.

(iii) What theoretical perspective (or approach) is suggested? 
Thus, what is the philosophical stance behind the suggested methodology?

(iv) And finally, what epistemology informs the suggested theoretical perspective? 

Epistemology

Theoretical

Methodology

Methods

Figure 1: Four elements of the research process

The outline of the research for this paper (using Crotty’s model) is represented in Figure 1 and Figure 2.



The International Journal of Management Science and Information Technology (IJMSIT)
Issue 17 (Jul-Sep 2015) (36 - 55)

39
ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2015

Methods
Case study Interviews, Surveys, and Experimentation

Methodology

Soft Systems Methodology

Theoretical perspective

Post-postivism

Epistemology

Objectivism

Figure 2: The four elements of research as was used in this paper

How Soft Systems Methodology was used
In this paper, SSM was used to manage the complex data analysis process. According to the Checkland and Scholes, 
SSM is well suited to solve unstructured, poorly defined and complex problems (Checkland & Scholes, 1990). It is 
worth noting that SSM allows the researcher to investigate ill-defined (i.e. fuzzy) problem holistically and 
cyclically. 

2.1 What is SSM? 

“SSM is a methodology that aims to bring about improvement in areas of social concern by 
activating in the people involved in the situation a learning cycle which is ideally never-ending”

(Checkland & Scholes, 1990, p. 30)
3. Case study
Twenty-three participants from OUT, who had experience in both ATutor and Moodle, were selected by means of 
purposive sampling (Van Vuuren & Maree, 1999). The purposive sampling procedure was used because only a 
limited number of users had the necessary experience and could participate in the study (ibid.). The participants 
comprised of 20 Second year BSc Information Communication Technology students and 3 IT lecturers (who are 
involved also in systems administration and maintenance). The participants were given a consent form to complete 
before taking part in the research to adhere to the ethical standards set for this study.

3.1 Instrument design
To determine what type of questions to ask in the questionnaire and how to ask it, a questionnaire (as instrument for 
data collection) was developed and refined in a pilot study. 
For the three main characteristics (usability, maintainability, and deploy-ability), sub-characteristics were identified 
as proposed in the literature (Sanga, 2010).  For each of these sub-characteristics, the researcher decided on 
attributes that best describe the selected sub-characteristics. This was done before the pilot testing. The selected 
attributes were combined with attributes identified in the literature (Sanga, 2010).  The combined characteristics, 
sub-characteristics, and attributes were used in the formulation of a questionnaire; some of the questions were 
adopted from a Software Usability Measurement Inventory (SUMI) questionnaire (Ryu, 2005: 192). Attributes that 
were duplicated, were removed from the questionnaire. The aim was to come up with a list of representative 
attributes, agreed to by all participants. Open-ended questions or probes were designed for the focus group. These 
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probes covered some aspects not included in the questionnaire. The questions, in all the instruments used for data 
collection; were simple, short, precise and to the point. 

3.2 Instruments used to collect data
Data was collected between February 2007 and November 2009. Participants were requested to complete the 
questionnaire and some of the participants were interviewed using probes. Focus groups helped to obtain a wish-list 
of weights for the characteristics and sub-characteristics of maintainability, usability and deployability. In addition, 
the researcher took field notes (i.e. participative observation) during the data collection process. This provided rich 
data, which informed the research process.
The collected data is still relevant today since 40% to 80% of the software development expenditure is spent on the 
rectifying problems coming from maintenance, usability and deployment of the software (GoelS et al., 2012). Thus, 
the collected data were meant to be input to the proposed algorithm, which will result into aiding participants in 
evaluating software per software quality characteristics. Participatory evaluation of software using different 
stakeholders (i.e. participants) in an organization is useful to minimize the future maintenance efforts. Working 
towards finding an algorithm to help user in evaluating software as per maintanability, deployability and usability is 
essential since assessing software according to these software quality characteristics is difficult. It is difficult 
because maintenance phase in software development life cycle aim at fixing bugs, enhancing usability features, and 
making sure that the software is deployable and updated to keep pace with changing user (i.e. domain) requirements 
(GoelS et al., 2012).
3.3 Data preparation
The respondents were required to indicate the level of importance of the software quality characteristics of usability, 
maintainability and deployability; and their respective sub–characteristics and attributes. The answers the respondent 
could choose were: extremely important, very important, important, of little importance; or, not important. Different 
scales were used to convert the user verbal description (i.e. views) (about the comparison of software according to 
software quality) and responses to the questionnaire into a numerical value. After a number of trials using different 
types of scales (such as nominal, interval, ordinal and ratio scales), the Saaty scale (Saaty, 1980) was chosen to 
translate the data into a format that could be used in AHP computations. Mapping software quality phenomena to a 
numerical value is accepted in measurement theory and software measurement (Fenton and Pfleeger, 1997). 

4. How data was analysed
Several cycles of data analysis were undertaken and SSM was used to manage this cyclical data analysis process 
(see Figure 3).
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Figure 3: How the SSM was used to manage the research

The cycles of data analysis were undertaken to compare the proposed algorithm with existing algorithms and to 
validate the usefulness of the proposed algorithm. This paper is primarily based on the third and four cycles of the 
SSM managed research experiment. The first and second cycles were described in previous publications by Sanga et 
al. (2007) and Sanga and Venter (2009), respectively, but are discussed here again briefly to clarify the motivation 
for cycles three and four. 

4.1 First cycle of SSM: Replication experiment 
The aim of this investigation was to determine whether the results of an empirical QWS evaluation could be 
confirmed using a different evaluation algorithm, namely AHP. In this experiment, the Qualitative Weight and Sum 
approach (QWS) used by the researchers Graf and List (2005) to evaluate several free and open source e-learning 
software platforms, were studied and replicated with AHP. It was found that the ranking of the e-learning platforms 
with AHP differs slightly from the outcome of QWS. However, with AHP it is possible to determine the consistency 
of the evaluation evaluators’ judgements. Both QWS and AHP were useful to evaluate software but it is easier to 
rank software using AHP (Sanga, Venter, and Agbinya, 2007). 

4.2 Second cycle of SSM: Implementation of AHP 
The objective of this part of the experiment (see 2 in Figure 3) was to determine whether AHP would be suitable for 
the evaluation of software by evaluators with little IT experience. It was felt that AHP would be useful to determine 
evaluation preferences by a group of users, however; its weakness is that it cannot deal with uncertainty of user 



The International Journal of Management Science and Information Technology (IJMSIT)
Issue 17 (Jul-Sep 2015) (36 - 55)

42
ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2015

judgement (Sanga and Venter, 2009). Thus, in order to deal with uncertainty during evaluation there is a need for an 
algorithm, which can cope with this reality.

4.3 Third cycle of SSM: Implementation of Fuzzy AHP (with extent analysis)
The objective of this experiment (see 3 in Figure 3) was to extend the multi-criteria evaluation algorithm, AHP, 
which is applicable for managing “certain” evaluation judgements, and to imitate the way humans’ reason and 
judge. Human reasoning and judgement during the evaluation of software is subjective and could be said to be 
“uncertain”. Thus, algorithms that could deal with the uncertainty of human judgements would be an improvement 
on AHP.  It was felt that fuzzy logic combined with the AHP algorithm, could compensate for the weakness of AHP. 
The algorithm was developed and implemented and the results of the Fuzzy AHP (with extent analysis) and that of 
AHP were compared. The developed Fuzzy AHP (with extent analysis) does not discard priority weights (of the 
characteristics, sub-characteristics and attributes) with low numerical values (i.e. ratings). It novel characteristic is 
that it includes the decision analysis in the final stages of the algorithm (Sanga, 2010).
In the next sections the new algorithm which consists of Fuzzy AHP (4.3.1) and extent analysis (4.3.2) are 
presented.

4.3.1 Fuzzy AHP
The central part for any MCDA (Multi-Criteria Decision Algorithm) such as AHP, is computing the priority weight. 
Different approaches have been used to compute prioritization weight. The approaches differ according to whether 
they apply crisp values or fuzzy values.  Saaty (1980) who invented AHP used eigenvalue method for crisp value 
estimation. Other methods for crisp values are distance functions least squares, weighted least squares method, 
logarithmic least squares and logarithmic least squares absolute values (Golany and Kress, 1993) and the goal 
programming method (Wang et al., 2008). Mikhailov (2003) used a fuzzy preference programming method for 
fuzzy judgements after noticing that weakness of other methods in fuzzy AHP, namely: (i) all derive priorities from 
fuzzy comparison matrices (ii) after fuzzy priorities are obtained then, the final fuzzy scores obtained are also fuzzy 
(iii) after different kinds of operations in the defuzzification the final fuzzy scores need to be ranked using different 
methods which could result into different outcomes (Bortolan and Degani, 1985). Srdjevic (2005) proposed a 
combined method for prioritization which combines methods for AHP and Fuzzy AHP. The only weakness of 
Srdjevic’s method is that the extent analysis method was not included in the combined method.
The study by Leung and Cao (2000) provides a good outline of how consistency and ranking is addressed when 
using fuzzy AHP. They indicated that is necessary to test for consistency. Saaty and Tran (2007) felt that all 
judgements before being fuzzified are already fuzzy and they doubted that fuzzification might make judgements 
more inconsistent. 

Fuzzy problem structuring
It is similar to the way it is done in traditional AHP: the unstructured problem and the goal/objectives and the 
intended outcomes/results are clearly stated. After the problem has been structured into a hierarchy of 
characteristics, sub-characteristics, attributes and alternatives; the next step is to derive pairwise comparison at each 
level. AHP does this by crisp pairwise comparisons (i.e. by giving exact value for comparisons) but since it is 
difficult to capture the vagueness and uncertainty of human evaluations, fuzzy AHP addresses this by using a fuzzy 
comparison matrix.
The calculation for local priorities must take into account the vagueness nature of human thinking (Mikhailov and 
Tsvetinov, 2004) therefore, to express the comparison between any two elements at the same level of hierarchy, 
fuzzy set theory (Zadeh, 1965) or fuzzy numbers are introduced to handle the fuzziness/imprecision/uncertainty of 
evaluation comparison judgements (Buckely and Pedrycz, 1985).
The fuzzy set is characterized by a membership function, which assigns a value that ranges from 0 and 1to each 
object (Zadeh, 1965). It differs from a traditional set which defines that an element either belongs or does not belong 
to a set. The fuzzy triangular membership function defines sets in terms of the centre (b which is a point of 

maximum membership equivalent to 1) of the triangle and the width of the set. It is formed by two gradients ; a, (Δ𝑦
Δ𝑥)

band c, which are equivalent to  )/()( abax   and )/()( bcxc  respectively; where b,a, and c are the mean, the 
lower bounds and upper bounds, respectively. The fuzzy triangular membership function gives the foundation for 
defining other types of membership functions such as general triangular function, right-angled triangular function 
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and trapezoidal function. For example when a=b, we can get a right-angled triangular function such as (1, 1, 3) 
(Csutora and Buckley, 2001) (see Table 1)

Table 1: Membership function for a fuzzy number
Fuzzy number Membership function

1~ (1,1,3)

x~ (x-2,x,x+2) for x = 3, 5, 7

9~ (7,9,9)

The user compares the characteristics or sub-characteristics or attributes, which are on the same level of the 
hierarchy, using a crisp value. The inherent subjectivity of the evaluation necessitates the algorithm to change the 
crisp value the user allocated, to a set of triangular fuzzy numbers (TFNs). By doing so the uncertainty (Zadeh, 
1983) of the evaluation judgement from the user (i.e. evaluator) is taken into account. Normal arithmetic operations 
(like addition, multiplication, division and inverse) can be done on triangular fuzzy numbers (Dubois and Prade, 
1979; Zhu et al., 1999; Mikhailov, 2002; Srdjevic, 2005; Bozdag et al., 2003, Mikhailov and Tsvetinov, 2004; 
Mikhailov, 2003).Table 1gives the definitions of the triangular fuzzy numbers of the Saaty scale (1 to 9).The 
triangular fuzzy numbers are used to make fuzzy judgement matrix (Kwong and Bai, 2002) in order to solve the 
problem associated with exactor crisp scale used in AHP.

Table 2: Mapping a fuzzy number to a membership function
Linguistic term Fuzzy number Membership function
Very poor 1~ (1,1,3)

Poor 3~ (1,3,5) 

Ordinary 5~ (3,5,7)

Excellent 7~ (5,7,9)

Very excellent 9~ (7,9,9)

To get the membership function of the scale for a triangular fuzzy number is to assume that it is the difference 
between two consecutive mid-value elements (see Figure 4and Table 2). 

Figure 4: The membership function plot for Table 2

An alternative method is to assume that the difference is 1 (see Table 3 and Figure 5).

0 1 2 3 4 5 6 7 8 9

1
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Table 3: Membership function
Linguistic term Fuzzy number Membership function
Equally important 1~ (1,1,2)

Intermediate 2~ (1,2,3) 

Moderately important 3~ (2,3,4)

Intermediate 4~ (3,4,5)

Important 5~ (4,5,6)

Intermediate 6~ (5,6,7)

Very important 7~ (6,7,8)

Intermediate 8~ (7,8,9)

Extremely important 9~ (8,9,9)

Figure 5: Membership function plot for Table 3

Table 4 shows the conversion of crisp pairwise comparison to a fuzzy pairwise comparison.

Table 4: Mapping crisp pairwise comparisons to fuzzy pairwise comparisons
Crisp (fuzzy singleton) 
pairwise comparison

Fuzzy pairwise 
comparison

Crisp (fuzzy singleton) 
pairwise comparison

Fuzzy pairwise 
comparison

1 (1,1,3) 1 (1/3,1,1)

3 (1,3,5) 1/3 (1/5,1/3,1)
5 (3,5,7) 1/5 (1/7,1/5,1/3)
7 (5,7,9) 1/7 (1/9,1/7,1/5)
9 (7,9,9) 1/9 (1/9,1/9,1/7)

The conversion scale chosen in mapping exact or crisp scale to fuzzy scale depends on the characteristics of the 
data.

4.3.2 Fuzzy extent calculation
The basic procedures for fuzzy extent are adopted from Zhu et al. (1999).

Let x=  an object set{𝑥1,𝑥2, …,𝑥𝑛}

G=  be a goal{𝑔1,𝑔2, …,𝑔𝑛}
M extent analysis on each object is taken 

0 1 2 3 4 5 6 7 8 9

1
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 where i=1,2,3,…,n𝑀 1
𝑔𝑖,𝑀

2
𝑔𝑖,𝑀

3
𝑔𝑖,…,𝑀 𝑛

𝑔𝑖

Where  (j=1, 2, 3,…, m) all are triangular fuzzy numbers𝑀 𝑗
𝑔𝑖

First procedure: The value of fuzzy synthetic extent with respect to the i th object is defined as
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and then compute the inverse of the vector above, such that: 
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Second procedure: layer simple sequencing
Pair by pair comparison of each block towards the overall goal is done. This gives the sequencing weight vector for 
each block. This method has a disadvantage of eliminating some useful judgements from user.

According to Bozdag et al. (2003) as ),,(~
1111 umlM   and ),,(~

2222 umlM   are two triangular fuzzy 

numbers, the degree of possibility of ),,(),,( 11112222 umlMumlM  defined as:
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This method has a disadvantage of eliminating some useful judgements from user especially when
  0~~

12  MMV . But this might be an important feature for the case of researchers who want to isolate some 
data from a chunk of data in a database.
Third procedure: is to normalize the sequencing vector obtained in the above procedure. The result is non-fuzzy 
number (Zhu et al., 1999).
Therefore fuzzy weight performance weight becomes
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Then the value of p must be defuzzified for final ranking. There are many methods for this purpose such as the 
centre of gravity method, the dominance measure method, the alpha cut with synthesis method and the total integral 
value method. In this study, the total integral value method by Liou and Wang (1992) was adopted.

For example, if the performance matrix is in form of triangular fuzzy numbers (TFNs) ),,( 111 umlA  , the total 
integral value is defined as:

 111 )1()2/1()( lmuAIT   , where )1,0(
(9)

This expression indicates an optimism index, which expresses the judgement subjectivity (it might be pessimistic, 
moderate and optimistic views of the evaluator).

Computing Fuzzy Prioritization
Wang and Chin (2008), Zhu et al. (1999), Da-Yong Chang (1996) and Bozdag et al. (2003) all suggested that fuzzy 
AHP with extent analysis should be used for the purpose of prioritizing fuzzy judgements. Mikhailov (2003) argued 
that using extent analysis has drawbacks and suggested that fuzzy preference programming should be used to 
compute fuzzy prioritization. The characteristics of the method proposed by Mikhailov are: (i) it allows for 
prioritization from an incomplete set (ii) it is not necessary to construct fuzzy comparison matrices of skewed 
reciprocal elements; (iii) it uses a max–min optimisation approach; (iv) it can derive crisp priorities no additional 
ranking procedure is needed; and (v) it can be applied to group decision-making.
The prioritization method used by Srdjevic (2005) was a combination of the traditional AHP and fuzzy AHP 
methods. Additive normalization, eigenvalue, weight least squares, logarithmic least squares and logarithmic goal 
programming are the methods used when applying conventional AHP to determine prioritization, while fuzzy 
preference programming is used in fuzzy AHP. Srdjevic felt that either of these methods could be used for 
prioritization since the results are almost similar.
The method proposed by Srdjevic (2005) has three steps similar to the normal AHP algorithm, the only difference is 
the computation of the priority vector. In computation of priority, different prioritization methods are applied and 
then the comparison between the obtained results is done in order to establish the estimation error (in case of 
inconsistency judgement matrix). The estimation error shows the deviation of the priority vector from the actual 
priority vector.

Computing global priorities 
The prioritization of aggregated assessments is required in order to rank the alternatives. The commonly used 
methods for aggregates are the mean, max, min, median, and mixed operators. Instead of computing the geometric 
mean:  the (a,c) can be computed. The mean of the fuzzy triangular numbers is where: c=Max: maximum of the 
lower bound in the fuzzy triangular number and a=Min: minimum of the lower bound in the fuzzy triangular 
number.
Chen and Klein (1997) showed methods, which can be used in this procedure, namely:
(i)Centre of gravity method;(ii)The dominance measure method; (iii)The  interval synthesis method; and 𝛼 ‒ 𝑐𝑢𝑡
(iv)the total integral value. One of these procedures must be chosen and applied to an evaluation problem to obtain 
the global priorities, which are used to determine ranking.
The steps of AHP involve first structuring the problem into hierarchy; secondly computing the pairwise comparison 
matrix to obtain the weight or priority vector and lastly, the overall priority vector is computed (Sanga & Venter, 
2009).
The triangular fuzzy numbers (TFNs)take care of the problem of unbalanced scales used in traditional AHP and are 
used for the fuzzification of the fuzzy crisp pairwise comparison. Fuzzy extent analysis is used to obtain the criteria 
importance and alternative performances (Zhu et al., 1999) and leads to the fuzzy weights. The global priorities, in 
Fuzzy AHP it is called the integrated fuzzy weight, which is converted into crisp output through defuzzification. 
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4.3.3 The implementation of Fuzzy AHP (with extent analysis)
Let the fuzzy pairwise comparison be equal to𝐴̃

(1)
𝐴̃ = [ (𝑎11𝑙a11𝑚𝑎11𝑢)(𝑎12𝑙𝑎12𝑚𝑎12𝑢) ⋯ (𝑎1𝑛𝑙𝑎1𝑛𝑚𝑎1𝑛𝑢)

⋮⋮ ⋱ ⋮
(𝑎𝑚1𝑙𝑎𝑚1𝑚𝑎𝑚1𝑢)(𝑎12𝑙𝑎11𝑚𝑎12𝑢) ⋯ (𝑎𝑚𝑛𝑙𝑎𝑚𝑛𝑚𝑎𝑚𝑛𝑢)]

Fuzzy extent analysis is applied on .𝐴̃

(2)

𝑥𝑖𝑜𝑟𝑤𝑗 =

𝑘

∑
𝑗 = 1

𝑎̃𝑖

𝑘

∑
𝑖 = 1

𝑘

∑
𝑗 = 1

𝑎̃𝑖𝑗

where i=1,2,3,…,k
p=1, 2, 3,…, q and k=q

where j= number of sub-criteria and number of criteria in the other upper level
𝑥𝑖 = [(𝑎11𝑙𝑎11𝑚𝑎11𝑢)

⋮
(𝑎𝑖1𝑙𝑎𝑖𝑗𝑚𝑎𝑖𝑗𝑢) ]

where n = number of sub-criteria or sub-criteria𝑥𝑖 = [(𝑤1𝑙𝑤1𝑚𝑤1𝑢)(𝑤2𝑙𝑤2𝑚𝑤2𝑢)⋯(𝑤𝑛𝑙𝑤𝑛𝑚𝑤𝑛𝑢)]
Thus a fuzzy weighted performance matrix (p) can be obtained by multiplying the weight vector with the decision 
matrix

 where ii sx 𝑝 = 𝑥𝑖 × 𝑤

4.4 Fourth cycle of SSM: Implementation of the proposed algorithm, Group Fuzzy AHP
In the fourth cycle, Group Fuzzy AHP (see 4 in Figure 3) was developed and applied to see if this algorithm could 
address the concerns of the researcher namely “how to evaluate software efficiently when a group of users does the 
evaluation and user judgement is uncertain”. 
Here you need to add the explanation of how the new algorithm (namely Group Fuzzy AHP) was developed.
The Group Fuzzy AHP work similar to Fuzzy AHP (with extent analysis except it has an additional step called ‘final 
assessment’. In it, the results obtained from initial steps are subjected to further testing to measure their pessimistic, 
moderate and optimistic. This helped to restrict that the fuzzy scale taken as input result into findings which belong 
to fuzzy value rather than crisp value (GoelS and Rana, 2012). The aim is to find the subjective of the results from 
the user judgement. 

5. RESULTS 
The work presented in this paper is a continuation of the paper by Sanga and Venter (2009). In their paper, the AHP 
was used to aid selection and evaluation of software under certain situation. The results that represented in this paper 
extend the previous work in evaluation of software under uncertain situation. The basis is how the proposed 
algorithm could be used in selecting a software product for usability and its sub-characteristics (See Figure 4). The 
software quality characteristics: maintanability and deployability that were also considered in the research will not 
be discussed here, but their respective sub-characteristics and attributes can be calculated in a similar fashion.
The evaluators were required to indicate the level of importance of usability and its respective sub–characteristics 
and attributes and could choose from categories such as: extremely important; very important; important; of little 
importance; and not important. Different scales were used to convert the user verbal descriptions into numerical 
values. After a number of trials using different types of scales (such as nominal, interval, ordinal and ratio scales), 
the Saaty scale (Saaty, 1980) was chosen to translate the data into a format that could be used in the AHP and Fuzzy 
AHP computations.
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Figure 6: Hierarchical problem structuring of the characteristic: usability

5.1 The results of the implementation of Fuzzy AHP (with extent analysis) (Cycle 3 of Figure 3)
5.1.1 The calculation of the pairwise comparison matrix
Saaty scale was used to compare the relative contribution of each sub-characteristic toward the usability 
characteristic.The Saaty expression (Saaty, 1980) was used to get the pairwise comparison table, Table 5).
Table 5: Pairwise comparison matrix
Usability Learnability Understandability Operability Attractiveness Usability 

compliance

Learnability 1 2 5 3 2
Understandability

0.5000 1 7.0000 3.0000 3.0000
Operability

0.2000 0.1429 1 0.2000 0.2000
Attractiveness

0.3333 0.3333 5.0000 1 3.0000
Usability compliance

0.5000 0.3333 5.0000 0.3333 1

5.1.2 Calculating the normalised pairwise comparison matrix and the weight/priority vector 
The normalization matrix was obtained by dividing each element of pairwise comparison matrix by the summation 
of the column of matrix (see Table 6). The priority vector/weight vector/eigenvector was obtained by computing the 
row average of the normalized matrix. Saaty expressions (Saaty, 1980) were used.

Table 6: Priority vector
Sub-characteristic Priority vector
Learnability 0.350549908
Understandability 0.297706658

USABILITY

Learnability Understandability Operability Attractiveness Usability compliance



The International Journal of Management Science and Information Technology (IJMSIT)
Issue 17 (Jul-Sep 2015) (36 - 55)

49
ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2015

Operability 0.041642686
Attractiveness 0.179060114
Usability compliance 0.131040633

5.1.3 Checking for consistency 
In traditional AHP, the judgements made by the user are normally checked to find out if they are consistent in order 
to decide if the priority vector can be accepted. Saaty expressions (Saaty, 1980) were used to calculate the 
consistency index (CI) which was 0.10819278 and since CI was not equal to zero its consistency ratio (CR) had to 
be computed (Saaty, 1980).
The CR was found to be 0.096600697, which is less or equal to 0.1 and thus the evaluation judgement is consistent. 
In practice, if the CR is greater than 0.1 the evaluation judgements must be revised (Finnie et al., 1993; Saaty, 1980) 
- either the calculations must be revisited or the data collection must be done afresh.

5.1.4 Introducing Fuzzy AHP (with extent analysis)
In order to use the proposed fuzzy algorithm, each crisp value shown in the pairwise comparison (Table 5) had to be 
fuzzified by introducing TFNs (depending on the definitions of the TFNs (see Table 1 to Table 4)).
Table 7: Conversion from crisp values to TFNs

Learnability
Under-
standability Operability Attractive-ness

Usability 
compliance

Learnability (1,1,2) (1,2,3) (4,5,6) (2,3,4) (1,2,3)
Under-standability (1/3,1/2,1) (1,1,2) (6,7,8) (2,3,4) (2,3,4)
Operability (1/6,1/5,1/4) (1/8,1/7,1/6) (1,1,2) (1/6,1/5,1/4) (1/6,1/5,1/4)
Attractiveness (1/4,1/3,1/2) (1/4,1/3,1/2) (1/4,1/5,1/6) (1,1,2) (2,3,4)
Usability 
compliance (1/3,1/2,1) (1/4,1/3,1/2) (1/4,1/5,1/6) (1/4,1/3,1/2) (1,1,2)

Table 7 shows the results of the fuzzification of crisp judgements using the TFNs (triangular fuzzy numbers) of 
Table 2 (Zadeh, 1983).

5.1.5 Calculating the Fuzzy Pairwise comparison matrix
In order to obtain the fuzzy pairwise comparison matrix (using the fuzzy extent analysis method), equations1, 2, 3, 
4,5, and 6 were applied (Table 8).

Table 8: Fuzzy pairwise comparison
Lower 
bound Mid- value

Upper 
bound

S1= 9 13 18
S2= 11.333333 14.5 19
S3= 1.625 1.742857143 2.91666667
S4= 3.75 4.866666667 7.16666667
S5= 2.0833333 2.366666667 4.16666667

The pairwise comparison matrix (a, b, c) (see Table 9), is the summation of the elements of Table 8.
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Table 9: Determination of boundary
Lower bound Mid-value Upper bound

27.791667 36.47619048 51.25
The reciprocal of the above values are:

A B C
0.0195122 0.027415144 0.03598201

5.1.6 Determining the fuzzy judgement matrix
The pair by pair comparison of the sequencing index, using equation 6, gave the results as depicted in Table 10.

Table 10: Extent analysis
Product of reciprocal and pairwise matrix

Lower bound Mid-value Upper bound
S1 0.1756098 0.356396867 0.64767616
S2 0.2211382 0.397519582 0.68365817
S3 0.0317073 0.047780679 0.10494753
S4 0.0731707 0.133420366 0.25787106
S5 0.0406504 0.064882507 0.14992504

The pair by pair comparison of the sequencing index, using equation 7,gave the Table 11.The table obtained by 
testing  12

~~
MMV  as per equation 7 and the first column titled comparison was filled. The minimum value in each 

block (s1, s2, s3 and s4) was computed and we got value for the minimum column. After that we calculated the 
normalization of the four values. The resultant of this process gave the priority vector.

Table 11: Decision analysis

Comparison
Minimum in each block 

(weight vector) Normalization
s1>s2 0.9120672
s1>s3 1
s1>s4 1
s1>s5 1 0.9120672 0.448373
s2>s1 1
s2>s3 1
s2>s4 1
s2>s5 1 1 0.491601
s3>s1 0
s3>s2 0
s3>s4 0.2706332
s3>s5 0.7899011 0 0
s4>s1 0.2694991
s4>s2 0.1221042
s4>s3 1
s4>s5 1 0.12210418 0.060026
s5>s1 0
s5>s2 0
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s5>s3 1
s5>s4 0.5282756 0 0

5.1.7 Ranking
AHP ranking using Saaty expressions (Saaty, 1980) (see Table 1).

Table 12: AHP ranking
Sub-characteristic Priority vector Ranking
Learnability 0.350549908 1
Understandability 0.297706658 2
Operability 0.041642686 5
Attractiveness 0.179060114 3

Usability compliance 0.131040633 4

Fuzzy AHP (with extent analysis) ranking (see Table 13) was obtained from the decision analysis table (Table 11)

Table 13: Fuzzy AHP (with extent analysis) ranking
Sub-characteristic Priority vector Ranking
Learnability 0.448373 2
Understandability 0.491601 1
Operability 0
Attractiveness 0.060026 3
Usability compliance 0

The fuzzy extent analysis method for finding the priority/weight vector was criticized by Wang et al. (2008), thus to 
improve the algorithm, the mid value of the fuzzy judgement matrix was used (see Table 14). It was obtained by 
taking the mid – value of extent analysis of Table 10.

Table 14: Fuzzy judgement
Sub-characteristic Priority vector Ranking
Learnability 0.356396867 2
Understandability 0.397519582 1
Operability 0.047780679 5
Attractiveness 0.133420366 3
Usability 
compliance 0.064882507 4

5.2 The results of the implementation of Group Fuzzy AHP (Cycle 4 of SSM in Figure 3)
The final assessment calculated from the mid-value was determined by applying the total integral of the mid value 
(equation 9) (Table 15) by adhering to the principle of using a fuzzy number to calculate the assessment. The 
resultant value is a bell-shaped fuzzy set or convex fuzzy set (Dubois and Prade, 1979). The assessment is a fuzzy 
sub set and its membership function is clustered around the mean value (or mid value).
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Table 15: Final assessment
Priority vector

Pessimistic Moderate Optimistic
  =0   =0.5  = 1

0.266003 0.38402 0.502037
0.309329 0.424959 0.540589
0.039744 0.058054 0.076364
0.103296 0.149471 0.195646
0.052766 0.080085 0.107404

The results presented in Table 15, is an improvement on the results that were obtained by Wang et al., (2008) using 
the mean of the fuzzy judgement. When using the mean, the result in some cases deviates from the real value.
6. DISCUSSION AND CONCLUSION
6.1 Third cycle of SSM: Implementation of Fuzzy AHP (with extent analysis)
The objective of this experiment (see 3 in Figure 3) was to extend the multi-criteria evaluation algorithm, AHP, 
which is applicable for managing “certain” evaluation judgements, and to imitate the way humans’ reason and 
judge. Human reasoning and judgement during the evaluation of software is subjective and could be said to be 
“uncertain”. Thus, algorithms that could deal with the uncertainty of human judgements would be an improvement 
on AHP.  It was felt that fuzzy logic combined with the AHP algorithm, could compensate for the weakness of AHP. 
The algorithm was developed and implemented and the findings of the Fuzzy AHP (with extent analysis) and the 
findings of AHP, were compared. The developed Fuzzy AHP (with extent analysis) does not discard priority 
weights (of the characteristics, sub-characteristics and attributes) with low numerical values (i.e. ratings).
Although the results were almost similar, it was felt that Group Fuzzy AHP would be an improvement on Fuzzy 
AHP (with extent analysis) since it is simple and has less computations. Apart from these mentioned advantages, 
Group Fuzzy AHP has those advantages of AHP (Sanga & Venter, 2009). The reason for this is that Group Fuzzy 
AHP is based on principles of AHP. Thus the advantages of Group Fuzzy AHP includes: it is easily understood and 
flexible, it integrates deductive approaches, it acknowledges interdependence of elements of software systems, it has 
a hierarchical structure, measures intangibles, tracks logical consistency, gives an overall estimation, consider 
relative priorities and improve judgements.

6.2 Fourth cycle of SSM: Implementation of the proposed algorithm, Group Fuzzy AHP
In the fourth cycle, Group Fuzzy AHP (see 4 in Figure 3) was developed and applied to see if this algorithm could 
address the concerns of the researcher namely “how to evaluate software efficiently when a group of users does the 
evaluation and user judgement is uncertain”. 
The results of Fuzzy AHP with extent analysis are quite different from that of conventional AHP. But if the mid – 
value of fuzzy judgement matrix is taken, the ranking obtained is almost similar to that of Fuzzy AHP. The sum of 
the medium values equals to 1 and thus, it has reduced uncertainty in evaluation judgements.
The above results show the strength of the proposed algorithm but in future studies more analysis of it is needed. 
This will make the authors to be in a position of stating whether the algorithm is different, new, or better than the 
existing one.
Currently, it has been found to be simple to use, efficient, and reduces number of pairwise comparisons needed. 
Therefore it is feasible for even large number of criteria (where other algorithms have difficulties as observed by 
Wang et al., 2008). With the proposed algorithm, more research work is needed in future studies to detect 
inconsistent judgement. It seems there is preservation of rank that is to say if sensitivity analysis is done by changing 
the weight there is a possibility of preserving the rank.
Another noble characteristic of the proposed algorithm is the use of total integral value (Table 15 and equation 9) to 
assess the ranking of global priorities. This concurs with the observation by Somerville (2001, p. 522) who 
concluded in his algorithmic cost estimation model under uncertainty that 

“the estimator should develop a range of estimates (worst, expected and best) rather than a single 
estimate”. 



The International Journal of Management Science and Information Technology (IJMSIT)
Issue 17 (Jul-Sep 2015) (36 - 55)

53
ISSN 1923-0265 (Print) - ISSN 1923-0273 (Online) - ISSN 1923-0281 (CD-ROM), Copyright NAISIT Publishers 2015

Algorithmic cost estimation model predicts cost of software during development, which exhibits this similar feature 
to the proposed algorithm.
The proposed algorithm adds knowledge to the field of computational intelligence and software metrics. The study 
contributes to the theory, methodology and application of computational intelligence. The application of the 
proposed algorithm is in the development of intelligent decision support systems (DSS) for software evaluations in 
“uncertain” situations.
Further cycles of the experiment (see Figure 3) could be added to address the weakness of Group Fuzzy AHP by 
comparing it with other algorithms as recommended by Levitin and Saaty (Levitin, 2003; Saaty, 1980). The 
comparison should be in terms of the followingfeatures, namely: (i) consistency checking, (ii) comparing the 
correctness of the outcome, (iii) comparison of the time efficiency (or time complexity) of the algorithms, 
(iv)comparison of space efficiency, (v) determining its simplicity, and (vi) generalising the algorithms. This is one 
of the areas proposed for future study.
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