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1. Introduction 
A general perception in the economic profession is that catching-up economies tend to 
experience an appreciation of their real exchange rate. The Balassa-Samuelson effect is 
commonly thought to be underlying the trend appreciation during periods of rapid real 
convergence. According to this view, productivity gains in the tradable sector are higher than 
those in the nontradable sector, and lead to a positive inflation differential and thus to real 
appreciation - through the increase in market-based non-tradable prices. 

Real appreciation was and remains a prominent feature in some of the fast growing countries 
of Central and Eastern Europe. As Figure 1 below indicates, the pace of the appreciation of 
the real exchange rate, constructed using the consumer price index (CPI), reached about 6 % 
between 1990 and 2005 in the Baltic countries and has been also sizeable in the CEE-5. The 
dynamics of real exchange rates differs, however, considerably among CEE economies. In 
some countries, the bulk of the appreciation occurred during the early and mid-1990s and 
flattened afterwards. Some consider it as a proof for a so-called initial undervaluation 
(Halpern and Wyplosz, 1997) that was followed by a rapid correction back to levels in line 
with fundamentals. 

In other countries, the appreciation proved to be a long-lasting and steady phenomenon. For 
these cases, there is ample empirical evidence that the appreciation can be only partially 
explained by the direct Balassa-Samuelson effect. Other sources of appreciation that are 
identified in the literature are the positive inflation differential of administrative prices 
(MacDonald and Wojcik, 2004), and, most importantly, the trend appreciation of the real 
exchange rate of the tradable sector, measured by means of the producer price index (PPI), 
that accounted for most of the overall appreciation. Why did then the PPI-based real exchange 
rate appreciate? One argument relates to the constant upgrade of the quality of goods that 
shows up in inflation rates (see e.g. DeBroeck and Slok, 2006, and Égert et al., 2006 for 
empirical evidence and Bruha and Podpiera, 2007, for a DSGE model theoretically explaining 
the phenomenon). A second possible explanation is the non-tradable content of goods that can 
be thought of as an indirect Balassa-Samuelson effect. 

Against this background, real exchange rate behaviour in Macedonia appears rather peculiar 
because the officially published real exchange rate has been depreciating rather than 
appreciating during the last ten years or so. Loko and Tuladhur (2005) argue that falling 
relative prices of non-tradable goods relative to the foreign trading partners, i.e. an inverted 
Balassa-Samuelson effect, was not to be blamed for the observed depreciation. Instead, they 
put forward that an inverse quality effect was at play. As Macedonia did not achieve 
substantial productivity gains in the tradable sector mainly due to the slow process of 
economic transformation, the argument goes, the only way to preserve export market shares 
was to specialise in low quality products. As a result, the tradable price inflation grew slower 
in Macedonia than abroad leading to the depreciation of the real exchange rate. Gutierrez 
(2006) also comes to the conclusion that the depreciation was caused by low productivity 
growth although she does not elaborate on the potential channels. 

The shortcoming of the analysis of Loko and Tuladhur (2005) and Gutierrez (2006) is that 
they proxy productivity differential with GDP per capita. It is far to be obvious that GDP per 
capita accurately captures productivity differentials because GDP per capita increases may be 
not only due productivity increases in the tradable sector but also due to  productivity gains in 
the non-tradable sector or due to labour market participation increases (see e.g. Spain). In both 
cases, GDP per capita is clearly a biased measure of the true productivity differential. 
Furthermore, both studies use real exchange rate measures where the CPI and PPI are 
composed in line with the national weights. What this means for countries at very different 
stages of economic development is that goods and especially food and energy items will have 



much higher shares in the less developed country’s price index, while services will be given 
more weight in the more developed countries, since weights in the CPI reflect final 
consumption expenditures. Consequently, similar underlying development of the CPI 
subcomponents will show up in different overall inflation rates. In this paper, we make an 
attempt to remedy the aforementioned problems by using a new dataset on highly 
disaggregated sectoral productivity and by correcting for the obvious bias in the construction 
of the real exchange rate. In addition to that, we carry out a series of sensitivity analysis as we 
use several alternative measures for sectoral productivity and as we employ a variety of time 
series cointegration techniques. 

The paper is structured along the following lines. Section 2 presents stylised facts for 
Macedonia. Section 3 describes the data, discusses conceptual issues relating to data 
construction and presents the battery of estimation techniques used in the paper. Section 4 
displays the estimation results. Finally, Section 5 draws some concluding remarks. 

2. Stylised facts in Macedonia 
The starting point of our analysis is purchasing power parity (PPP). When using absolute 
price levels (expressed in units of the foreign and domestic currencies), absolute PPP would 
imply that the domestic price level expressed in terms of the foreign currency (P/E)2 is equal 
to the foreign price level (P*). Put differently, the real exchange rate, obtained as the foreign 
to domestic price level should be 1 ((P/E=P* => P*/(P/E)=EP*/P=1). Yet it is widely 
acknowledged that the real exchange rate of less developed countries are undervalued in terms 
of absolute PPP because lower non-tradable prices, and also because goods prices are cheaper 
due to lower quality and lower non-tradable component.(see e.g. Égert, Halpern and 
MacDonald, 2006, for more details on this issue).  

Real exchange rates constructed using absolute price levels and against the euro, displayed on 
Figure 1 below, are different to 1 in all Central and Eastern European economies. The fact 
that the figures exceed unity indicates substantial undervaluations in terms of PPP for all 
transition economies of Central and Eastern Europe (CEE). At the same time, a convergence 
towards absolute PPP took place from 1993 to 2005 in line with progress achieved in real 
convergence in general, and in productivity levels in particular. Macedonia is no exception to 
this rule: real exchange rate fell from around 4 in 1993 to below 3 in 2005. However, the real 
exchange rate was among the most undervalued in 2005. In other words, Macedonia’s price 
level was one of the lowest in Central and Eastern Europe when compared to the euro area.  

Figure 1. Real exchange rates in levels vis-à-vis the euro area (based on absolute price levels) 

0
1
2
3
4
5
6
7
8
9

10

U
kr

ai
ne

Bu
lg

ar
ia

M
ac

ed
on

ia

Se
rb

ia

Bo
sn

ia
H

er
z

Al
ba

ni
a

R
om

an
ia

M
on

te
ne

gr
o

R
us

si
a

Li
th

ua
ni

a

La
tv

ia

Po
la

nd

Sl
ov

ak
ia

C
ze

ch
 R

ep

Es
to

ni
a

C
ro

at
ia

H
un

ga
ry

Sl
ov

en
ia

1993

2005

 
                                                 
2 The exchange rate is expressed as domestic currency units over one unit of foreign currency. Hence, a rise (fall) 
in the exchange rate indicates a depreciation (appreciation). 



Source: Authors’ calculations based on data obtained from the WIIW’s annual database 2006. 
 
The observed appreciation on Figure 1 seems to be chiefly a result of a sharp appreciation 
between 1992 and 1995 (see Figure 2). Nevertheless, the real exchange rate vis-à-vis the euro 
has been on a moderate appreciation trend starting in 1998 as the Macedonian denar 
strengthened by an annual average of 1.1% in real terms. 

This stands in sharp contrast with the development of the real effective exchange rate of the 
Macedonian denar, obtained from the official statistics of the National Bank of the Republic 
of Macedonia, that depreciated by some 30 percent from 1997 to 2005 (Figure 2). The striking 
divergence could be explained by two facts relating to the composition of the data. First, the 
Serbian denar occupies a central role in the effective exchange rate (with a weight of 18.4% in 
2003), and it appreciated strongly against the Macedonian denar as a result of high inflation 
rates. Second, the different composition and the different weights used in the consumer price 
indexes and in the GDP-based price levels can also yield diverging outcomes. The subsequent 
sections will explore these two composition effects. 

Figure 2. Real exchange rates in levels vis-à-vis the euro area (based on absolute price levels) 
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Source: Authors’ calculations based on data obtained from the WIIW’s annual database 2006 and based on the 
real effective real exchange rate published by the National Bank of the Republic of Macedonia (corrected for the  
devaluation of the Serbian dinar in December 2000)3. 

 

3. Visual Inspection: Caught Red Handed? 
3.1. Conceptual Issues 
The productivity differential is often found in empirical investigation to be the single most 
important determinant of the real exchange rate. Against this background, we investigate the 
link between the productivity differential and the real exchange rate. In a first step, we analyse 
the productivity differential and the behaviour of the relative price of non-tradables in 
Macedonia. In a second step, we study the relation between the productivity differential 
compared to the foreign benchmark and various real exchange rate measures. 

Turning to the productivity variable, we first computed annual productivity growth rates for 
the different sectors from using data from 1997 to 2006. Productivity growth for the eight 
sectors, i.e. 1) agriculture und mining, 2) industry, 3) construction, 4) wholesale und retail 
trade, 5) hotel and restaurants, 6) transport, storage and telecommunication, 7) financial 

                                                 
3 In December 2000, the Serbian dinar was officially devaluated by 80%. It was a formal devaluation in order to equalize the 
official exchange rate (announced by the central bank) and the exchange rate on the black market and in practice did not have 
an impact on the market exchange rate. 



intermediation, real estate and other business activities, 8) public administration and defence, 
compulsory social security, education, health and social work. 

In accordance with Figure 3, productivity growth has been strong in agriculture, industry, 
construction and trade. The unusually high growth rate in hotel and restaurant is a statistical 
artefact and is due to a change in classification in 2002 that affect hotels& restaurants and the 
transport and telecommunication sectors. This in turn is also reflected in the very low growth 
rates in the latter sector. Finally, it merits mention that productivity growth remained 
moderate in financial services and close to zero in public services. 

Figure 3. Annual average sectoral productivity growth, 1998-2006 
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Source: State Statistical office and authors' own calculations 

Given that the core tradable sector, industry, did not record productivity gains substantially 
higher than the other sectors, it is not very surprising to find that the various productivity 
differential tend to be negative. We indeed calculated 5 alternative measures of productivity 
differentials based on the following considerations: 

First, only sectors are considered where prices are established on the market. The intuition 
behind is that in order for productivity to be reflected in wages and prices, wages and prices 
need to be determined by market forces. This is obviously not the case for public 
administration and defence, compulsory social security, education, health and social work are 
disregarded in our analysis. Therefore, these sectors are excluded from our analysis. 

Second, the tradable sector comprises either only industry or industry and agriculture. Using 
the rule of thumb established by Canzoneri et al. 1999, agriculture is more likely to be 
tradable than not as agricultural exports account for more than 10% of agricultural output 
(around 16% from 2004 to 2006). Nevertheless, the reason for not considering agriculture is 
that it still to a certain extent receives government subsidies. Recently, some voiced the view 
that services are increasingly becoming tradable in nature. For this reason, a third variant 
includes industry and trade, hotels & restaurants and transport & telecommunication. The 
remaining sectors are considered as market non-tradables. Table 1 below gives a detailed 
overview of the 5 different measures of the productivity differential. 



Table 1. Definition of productivity differentials. 

 TRADABLES MARKET NON-
TRADABLES 

PROD1 Industry Rest excluding public sectors and 
agriculture 

PROD2 Industry + agriculture Rest excluding public sectors 

PROD3 Industry + trade, hotels & restaurants and transport & 
telecom 

Rest excluding public sectors and 
agriculture 

PROD4 Industry + agriculture + trade, hotels & restaurants and 
transport & telecom 

Rest excluding public sectors 

PROD5 Industry + agriculture +hotels & restaurants and transport & 
telecom 

Rest excluding public sectors 

 
3.2. Balassa-Samuelson effect (re)visiting Macedonia 
Loko and Tuladhar (2005) argued that the Balassa-Samuelson effect is of negligible 
importance for real exchange rate dynamics in Macedonia. This conclusion is based on 
indirect evidence. They regressed the CPI-based real exchange rate and the PPI-deflated real 
exchange rates on their productivity variables proxied by per capita GDP - in accordance with 
Egert and Lommatzsch (2004) - and found that productivity had similar effects on both 
exchange rate series. Nevertheless, if PPI were a good measure for tradable prices, then 
productivity should not have any effect on the PPI-based real exchange rate given that in the 
Balassa-Samuelson framework, the real exchange rate of the tradable sector is pinned down 
by the Purchasing Power Parity condition.4 

We provide here with more direct evidence with regard to the empirical relevance of the 
Balassa-Samuelson effect for Macedonia. Our starting point is that the Balassa-Samuelson 
effect assumes that the productivity differential bears a link to the relative price of 
nontradables – computed as services prices in the CPI over goods prices in the CPI. Applying 
eyeball econometrics to the data displayed in Figure 4 suggests that the link is either 
nonexistent or at the very best very fragile when considering the various definitions of the 
productivity differential. Generally, relative prices rose steadily while the productivity 
differentials remained rather flat with substantial short-term variations. Obviously, service 
prices increased due to other factors than the Balassa-Samuelson effect. 

But even if we found a robust relation running from productivity to relative prices, the overall 
impact on the consumer price index would crucially depend on the share of nontradables in 
the CPI basket. The weight structure of the CPI is given by final household consumption 
expenditures. In turn, how much households spend from their budget on goods and services is 
usually strongly correlated to overall economic development of the country considered. 
Poorer households tend to spend more on foodstuff and richer household consume more 
services. This phenomenon that came to be known as Engel’s law can be also observed in the 
Macedonian data. In 2006, the share of services amounted to 19% in the total CPI. In other 
words, the possible contribution of nontradables to overall inflation and thus to real exchange 
rate appreciation seems to be fairly limited in Macedonia. The case for a low impact is 
strengthened when comparing overall inflation with its two main components: services and 
                                                 
4 Models drawing on the tradition of New Open Economy Macroeconomcs (NOEM) provide a theoretical link 
running from productivity to the tradable sector’s real exchange rate. However, in such a case, productivity gains 
in tradables lead to a depreciation and not to an appreciation of the real exchange rate (Benigno and Thoenissen, 
2004). 



goods. The steady rise of services from 2000 onwards appears to have a negligible influence 
on the CPI. By contrast, the consumer price index exhibits an extremely strong comovement 
with goods price inflation. 

Overall, it is fair to conclude that the Balassa-Samuelson effect bleeds from two wounds. 
First, rises in service prices were not connected to developments in the productivity 
differential in Macedonia from 1997 to 2005. Second, service price inflation has potentially 
little impact on overall inflation because of the modest weight of services in final household 
expenditures. 

Figure 4. Relative prices and various productivity differentials (left-hand side) and tradable, 
nontradable and overall price inflation (right-hand side) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Source: Authors’ calculations based on data obtained from the National Bank of the Republic of Macedonia and 
State Statistical office. 
 

3.3. Real exchange rate measures and productivity differentials 
We stressed earlier the caveats related to the construction of real exchange rate series. In 
particular, we showed that while the officially published real effective exchange rate 
depreciated sharply between 1997 and 2005, the real exchange rate based on absolute price 
levels recorded small but steady appreciation during the same period. It is clear, however, that 
none of those variables is perfect. 

The real effective exchange rate index suffers from differing weights in the CPI of Macedonia 
and of main industrialised trading partners. As a matter of fact, goods and foodstuff have 
more weight in Macedonia and services more weight in the main trading partners. As a result, 
low goods price inflation and higher service price inflation in the foreign benchmark possibly 
overestimates the true depreciation of the real exchange rate. 

We attempted to correct this bias and constructed two kinds of CPI series. First, the weights 
were set to equal in all countries to the ones observed in Macedonia. Second, average weights 
of the foreign countries were applied to recalculate the CPI for Macedonia.  

We were able to reconstruct the effective exchange rate for the main industrialised countries 
where weights were derived on the basis of the ratio export and imports over total foreign 
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trade.5 The drawback is that we did not have detailed data on CPI for Serbia (& Montenegro), 
a country that accounted for 13.7% of the overall foreign trade in 2005. 

Figure plots and compares the old series (REER and RER_level)6 and the newly calculated 
ones: REER1 based on Macedonian weights and REER2 based on the average weights of the 
foreign effective benchmark. The depreciation is substantially lower than for the official real 
effective exchange rate series. Furthermore, and as expected, using weights of the foreign 
benchmark results in an even less depreciation of the real exchange rate.  

While the real exchange rate series based on absolute price level data is broadly in line with 
the dynamics of the newly calculated real exchange rate series, it shows a moderate 
appreciation from 1999 onwards whereas the new series point more in the direction of 
stability. This difference is likely to be connected with the construction of the absolute price 
level data: absolute price data are basically not fully consistent over time given that new 
goods and quality upgrades are not controlled for at all7, while at least efforts are made to 
filter out those effects from the CPI. 

Figure 5. Real exchange rate measures (left-hand side) and productivity differential and the 
real exchange rate (right-hand side) 

 

 

 

 

 

 

 

 
 
 
 

Source: Authors’ calculations based on data obtained from the National Bank of the Republic of Macedonia. 
 

Now, let us take a look at how different productivity differentials relate to the real exchange 
rate series. Figure 5 testifies forcefully the absence of any link if using the official real 
exchange rate series, whilst the newly constructed real exchange rate series seem to move 
tandem with the productivity differential. 

The intriguing question is now how to explain this finding, i.e. the relation between the real 
exchange rate and productivity, given the quasi irrelevance of the Balassa-Samuelson effect 
and that productivity developments are reflected in the evolution of the real exchange rate of 
tradables.  

We think that there are two plausible explanations. The first one is given by Loko and 
Tuladhar (2005). Productivity gains may be reflected in the quality of the produced and 
consumed goods. One caveat is that the overlap between the producer price index and the 
consumer price index is possibly fairly limited. Consumer goods and foodstuff included in the 
                                                 
5 We used data for the five largest trading partners from the EU to proxy the euro area: Germany, Greece, Italy, 
France and the Netherlands. Note that our basket covers almost half of Macedonian foreign trade. 
6 Now, an increase implies appreciation and a decrease indicates depreciation. 
7 See .e.g. Eurostat-OECD methodological manual on purchasing power parities, 
http://www.oecd.org/document/0,2340,en_2649_34357_37961859_1_1_1_1,00.html 
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CPI have little in common with intermediate and final industrial goods included in the PPI. 
So, while it may be well true that Macedonia specialises in low quality and thus low price 
goods, it does not necessarily need to show up in the CPI. In the CPI, what really matters is 
the final consumption of households that in turn is a function of disposable income. Goods of 
lower quality relative to the foreign benchmark concern the CPI if final consumptions patterns 
become divergent. 

Another explanation  would consist in saying that goods contain an  important chunk of local 
inputs. Local inputs may be local services. In addition, goods prices may be also 
predominantly determined by local wages in labour intensive sectors and if prices are not 
subject to international trade. If productivity increases less in Macedonia than in its trading 
partners, prices of local inputs contained in tradable goods prices will increase less, resulting 
in a real depreciation of the denar’s exchange rate. 

4. Estimations 
4.1. Conceptual issues 
Because we are interested in the general impact of conventional fundamentals on the real 
exchange rate in Macedonia, we use a general single-equation approach, proposed among 
others by MacDonald (1997) and Clark and MacDonald (1998) that also came to be known as 
the Behavioural Equilibrium Exchange Rate approach. Such a framework is related to the real 
interest parity: 

*
1 )( ttttt rrqqE −=−+         (1) 

where )( 1+Δ−= tttt pEir , )( *
1

**
+Δ−= tttt pEir represent the domestic and foreign ex ante real 

interest rates, )( 1+tt qE stands for the expected real exchange rate in t  for 1+t , and tq is the 
observed real exchange rate in period t. Rearranging equation (1) allows us to express the 
observed real exchange rate as a function of the expected value of the real exchange rate in t  
for 1+t  and the ex ante real interest differential. 

 )()( 1
∗

+ −−= ttttt rrqEq        (2) 

)( 1+tt qE can be assumed to be the outcome of the expected values of the fundamentals, so that 

 )()( 1
∗

+ −−= ttttt rrxEq        (3) 

where x  is the vector of fundamentals. Besides the productivity variable, the list of 
fundamentals usually analyzed in the empirical literature are net foreign assets, openness, a 
variable capturing government finances and terms of trade (MacDonald, 1997, and Clark and 
MacDonald, 1998) 

We discussed at length the relationship between productivity and the real exchange rate. It 
suffices to summarise that increases in the productivity differential would lead to a real 
appreciation through the Balassa-Samuelson effect. In addition productivity gains could also 
lead to appreciation of the tradable sector’s real exchange rate via the quality channel and via 
the non-tradable component of goods. On the other hand, NOEM models suggest a possible 
negative relationship between productivity and the real exchange rate of tradables. 

Net foreign assets, expressed in terms of GDP is not an unambiguous variable. Generally, an 
increase in the NFA position is usually associated with an appreciation of the real exchange 
rate in developed countries because it is the appreciation that corrects current account 
surpluses and because of the capital inflows related to increasing payments received on NFA. 
However, in transition economies, the relationship may be inverted at least in the medium 



term. Indeed, domestic savings may be insufficient to finance the high growth potential. Thus, 
foreign savings are needed, the inflow of which reduce the net foreign assets and, at the same 
time, causes the real exchange rate REER to depreciate. In the longer run, servicing the 
accumulated foreign liabilities needs real exchange rate depreciation. 

The openness variable, measured as export +import / GDP ratio affects the real exchange rate 
in a not straightforward manner. If openness reflects trade liberalization, an increase in 
openness should lead to a deterioration of the current account position and real depreciation of 
the currency should follow suit. On the other hand, the more open an economy is, the more 
links it has to international markets, making the distortions arising from tariffs less significant. 
Moreover, an open country would benefit more from comparative advantage, which would 
enable the whole economy to become more efficient. This could, in turn, justify a real 
appreciation via the productivity channel. 

An improvement in the terms of trade (increase in the price of exports relative to that of 
imports) can generate two effects. The first one is the substitution effect, when the domestic 
sector shifts the production towards the tradable (exportable) goods resulting in higher wages 
in the tradable sector relative to the non-tradable sector. Assuming sufficient labour mobility 
this will induce increase in the overall domestic price level and appreciation of the domestic 
currency (through the improvement in the current account). The second effect or the income 
effect comes as the improvement in the trade balance raises income of the domestic economy 
and higher demand for the non-tradable goods emerges. To restore the internal equilibrium 
the real exchange rate is required to depreciate. The relative magnitudes of the substitution 
and income effect hinge on relative price elasticity of the demands for imports and exports. 

Finally, the effect of fiscal policy is fairly straightforward. In the short to medium run, an 
increase in public consumption leads to increased demand for both goods and services. Thus, 
an increase in government consumption leads to a real exchange rate appreciation through 
higher demand and the resulting surge in inflation. However, in the long run, the budget 
deficit causes higher government indebtedness, which could destabilise the economy, drains it 
from the potential growth path, and lead to real exchange rate depreciation. 

Our baseline specification includes the real effective exchange rate as dependent variable, and 
the productivity differential and government consumption as a proportion of GDP: 

 ),( govcprodfqt =        (4) 

Since we have a limited number of observations (around 40) and as we are using dynamics 
equations including leads and lags of the first differenced dependent and independent 
variables, we add the other fundamentals one by one: 

 ),,( nfagovcprodfqt =        (4a) 

 ),,( opengovcprodfqt =        (4b) 

 ),,( totgovcprodfqt =        (4c) 

We use three measures of the real effective exchange rate such as described earlier and four 
alternative measures for the productivity differential. More precisely, in the first definition of 
the productivity differential, total industry excluding construction is contained in the tradable 
sector, while the rest of the economy represents the non-tradable sector. According to the 
second definition, the tradable sector comprises total industry excluding construction plus 
agricultural products, whereas the rest of the sectors are included in the non-tradable sector. 
Under the third definition, the tradable sector comprises industry excluding construction and 
some of the services that are considered as tradable such as wholesale and retail trade, hotels 
and restaurants, transport and storage and repair of the motor vehicles. The non-tradable 



sector includes the rest of the economy. Finally, the fourth definition considers the tradable 
sector as the previous definition plus agriculture; whereas the rest of the economy represents 
the non-tradable sector.8  

4.2. Econometric issues 
Long-term cointegration relationships that connect the real exchange rate to the fundamentals 
are estimated using four alternative cointegration techniques: the Engle and Granger (EG) 
method (Engle and Granger, 1987), the Dynamic OLS (DOLS) due to Stock and Watson 
(1993), the error correction representation of the Autoregressive Distributed Lags (ARDL) 
model of Pesaran et al. (2001) and the VAR-based cointegration technique developed by 
Johansen (1995). For the EG and DOLS techniques, residual-based cointegration tests are 
conducted, whereas the so-called bounds testing approach proposed by Pesaran et al (2001) is 
used for the ARDL model. The trace-statistics are employed for the VAR model to investigate 
possible cointegration vectors. As an additional check to the standard cointegration tests, error 
correction terms are also analysed. In what follows, only those models are reported for which 
the formal cointegration tests reject the null of no cointegration and where the error correction 
terms are negative and statistically significant.  

In addition, a battery of specification tests including tests looking into serial correlation, 
heterscedasticity and normality is carried out for the error correction models. For the VAR 
model, the inverted roots should be lay within the unit circle in order to ensure the stability of 
the model. 

We stick to this systematic assessment in order to check for the sensitivity of the results 
regarding different econometric specifications. 

4.3. Estimation results 
We first check the order of integration of the rough data series (see appendix for detailed data 
sources). Standard unit root and stationarity tests are used for this purpose: the augmented 
Dickey-Fuller (ADF), Phillips-Perron (PP) and the Elliott-Rothenberg-Stock (ERS) point 
optimal unit root tests and the Kwiatkowski, Phillips, Schmidt, and Shin (KPSS) stationarity 
test. For the real effective exchange rate series, the tests provide with conflicting results. 
However, they never indicate unambiguously that the series are stationary in level. This is 
why we conclude that the series are I(1). Overall, we can rely on the time series cointegration 
techniques as the series are I(1) processes (see appendix for the results). 

Table 2 presents the estimation results when the formal cointegration tests (residual based 
tests for Engle-Granger and DOLS, and F-test and residual based test for ARDL) and the error 
correction terms indicated that the variables studied are linked via a long-term relationship. 
Generally speaking, we found it difficult to establish cointegration for the specification (4) 
through (4c) when using the DOLS and Engle-Granger methods, but were more successful 
when relying on the error correction model of the ARDL proposed by Pesaran et al. (2001).  
These models are well specified in a sense of the residuals that turn out to be well behaved. 

We did a cross-check and used the Johansen cointegration technique to make sure that only 
one cointegration vector is present in the data. Out of the 6 models identified by the ARDL 
model, only three were confirmed by the VAR-based Johansen test, out of which two models 
seem to be misspecified in terms of the residuals as the null of normality could be rejected and 
in one case, the inverted roots of the VAR were outside the unit circle.  

                                                 
8 According to the NACE 6 classification, the tradable sector is specified as follows: definition 1 includes 
sectors: C+D+E; definition 2 comprises sectors: A+B+C+D+E; definition 3 includes sectors: C+D+E+G+H+I 
and definition 4 considers sectors: A+B+C+D+E+G+H+I.  



Turning to the interpretation of the results, several observations merit attention.  

• First, we barely managed to establish cointegration between the officially published 
real effective exchange rate series and the fundamentals. By contrast, using the real 
exchange rate series we constructed yielded more encouraging results, even though it 
did matter which definition of the real exchange rate we took (weights in the CPI 
normalised to Macedonia or to the foreign benchmark).  

• Second, the productivity differential, the government consumption and the openness 
variables were found to be fairly robust in terms of sign and size. Nevertheless, the 
definition of the productivity variable mattered if net foreign assets or terms of trade 
were taken instead of openness. In particular, productivity entered the equation in such 
cases when industry was classified as tradable and the service sectors as nontradables 
(definitions 1 and 2). 

Table 2. Estimation results 

 ARDL  JOHANSEN 
 Model1 Model2 Model3 Model4 Model5 Model6  Model2 Model3 Model5 
 REER1 REER2 REER2 REER2 REER2 REER2  REER2 REER2 REER2 
 1 , 2 2 , 0 1 , 2 2 , 0 2 , 0 1 , 2  M2 M2 M2 
ECT -0.592** -0.379** -0.924** -0.317** -0.222** -0.824** R=0 89.46** 97.40** 80.49** 
UR -3.707* -5.000** -4.998** -4.914** -4.633** -4.342** R=1 16.26 16.67 16.19 
F-test 6.556** 10.062** 6.732** 6.304** 8.989** 8.908** R=2 7.02 6.48 4.93 
       R=3 2.27 1.86 1.19 
           
C 0.367** 0.344** 0.210* 0.193 -0.026 0.119  0.23** 0.150* 0.045** 
PRODD1 0.457** 0.405**    0.237**  0.254**   
PRODD2   0.441**      0.341**  
PRODD3    0.240       
PRODD4     0.217**     0.131** 
GOVCON 0.118** 0.107** 0.106** 0.159** 0.162** 0.068**  0.106** 0.087** 0.117** 
OPEN  0.292** 0.149** 0.307** 0.545**   0.200** 0.176** 0.266** 
NFA 0.015*          
TOT      -0.106**     
AUTO(4) 
p-values 0.998 0.998 0.998 0.998 0.998 0.998     

ARCH(4) 
p-values 0.999 0.999 0.999 0.999 0.999 0.999     

Root        OK OK NO 
AUTO        OK OK OK  

J-B p-value        0.001 0.843 0.000 
Notes: * and ** indicate statistical significance at the 10% and 5% levels, respectively. 

 

5. Conclusions 
The ambition of this paper was to analyse real exchange rate dynamics in Macedonia relying 
on a highly disaggregated dataset. We complement the indirect evidence reported in Loko and 
Tuladhar (2005), we provide direct evidence on the irrelevance of the Balassa-Samuelson 
effect for overall inflation via service prices in the CPI. We also estimate variants of the 
BEER model. We show that alternative econometric techniques and data definitions bear an 
impact on the robustness of the estimation results. 

Overall, productivity, government consumption and the openness variables were found to be 
fairly robust both in terms of sign and size. The productivity variable has a positive sign. This 
means that an increase/decrease in the productivity variables is associated with an 
appreciation/depreciation of the real effective exchange rate. Given that the B-S effect 
admittedly has a very limited role to play through nontradable prices in the CPI, this 
relationship could be explained by the (inverse) quality effect proposed by Loko and Tuladhar 



and, possibly in addition to that, by the nontradable component of tradable prices. 
Furthermore, increases in public expenditures lead to real appreciation probably through the 
same channel, namely through the relative price of tradable goods. Finally, a rise/fall in 
openness is reflected in real exchange rate appreciation/depreciation. This is a somewhat 
surprising finding.  
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Appendix A 
Table A1. Unit root and stationarity tests, 1997 to 2005 

Log-level series 
 ADF-trend ADF-const PP-trend PP-const KPSS-trend KPSS-const ERS-trend ERS-const
l_proddiff1 -2.15 -1.44 -2.15 -1.36 0.12 0.6** 13.34 24.14 
l_proddiff2 -1.46 -1.02 -1.70 -1.22 0.13* 0.44* 20.09 21.08 
l_proddiff3 -2.69 -1.87 -2.84 -1.91 0.14* 0.61** 8.83 10.85 
l_proddiff4 -2.22 -0.88 -2.22 -0.88 0.15* 0.57** 13.72 11.94 
l_reldiff -2.47 -0.84 -2.30 -0.67 0.12 0.71** 10.90 39.44 
l_reer -4.91*** -3.42** -5.19*** -3.94*** 0.22*** 0.77*** 27.80 64.99 
l_reer1_eu5 -4.38*** -4.55*** -4.46*** -4.72*** 0.10 0.48** 29.55 40.66 
l_reer2_eu5 -4.34*** -4.73*** -4.46*** -4.86*** 0.11 0.18* 33.70 33.85 
l_gcon_diff -2.51 -2.54 -2.68 -2.71* 0.11 0.1* 10.22 3.39* 
l_nfa -0.93 -1.91 -1.12 -1.82 0.16** 0.58** 38.99 98.02 
l_tot -1.76 -0.37 -2.06 -0.51 0.11 0.6** 15.99 17.05 
l_openy -3.11 -2.33 -1.93 -1.87 0.11 0.42* 2.06*** 5.17 

First differenced series 
l_proddiff1 -7.06*** -7.17*** -7.06*** -7.17*** 0.11 0.11* 5.35** 1.64*** 
l_proddiff2 -4.94*** -5.01*** -4.94*** -5.01*** 0.10 0.11* 5** 1.38*** 
l_proddiff3 -6.56*** -6.63*** -6.74*** -6.7*** 0.06 0.07* 5.28** 1.63*** 
l_proddiff4 -5.23*** -5.28*** -5.2*** -5.25*** 0.05 0.09* 4.88** 1.33*** 
l_reldiff -5.74*** -5.81*** -5.77*** -5.87*** 0.5*** 0.5** 5.91* 2.65** 
l_reer -8.41*** -7.95*** -9.87*** -8.37*** 0.2** 0.41* 6.92 2.79** 
l_reer1_eu5 -5.86*** -5.72*** -5.9*** -5.74*** 0.15** 0.28* 4.8** 1.64*** 
l_reer2_eu5 -5.91*** -5.72*** -5.91*** -5.71*** 0.14* 0.29* 4.73** 1.46*** 
l_gcon_diff -6.22*** -6.32*** -6.22*** -6.32*** 0.06 0.06* 5.75* 2.37** 
l_nfa -5.38*** -2.03 -5.39*** -5.19*** 0.09 0.28* 5.22** 5.63 
l_tot -4.61*** -4.63*** -4.62*** -4.64*** 0.10 0.13* 6.25* 2.9** 
l_openy -4.98*** -2.03 -2.65 -2.82* 0.07 0.09* 13.43 1.05*** 
         

Notes: ADF, PP; KPPS and ERS are the Augmented Dickey-Fuller, the Phillips-Perron, the Kwiatowski-Phillips-Schmidt-
Shin and the Elliott-Rothenberg-Stock point optimal unit root tests, respectively, for the case including only a constant (-
const) and a constant + a trend (-trend). The lag length is chosen using the Schwarz information criterion for the ADF and 
ERS tests and the Newey West kernel estimator for the PP and KPSS tests. *, ** and *** denote the rejection of the null 
hypothesis. For the ADF, PP and ERS tests, the null hypothesis is the presence of a unit root, whereas for the KPSS tests, the 
null hypothesis is stationarity. 
 



Appendix B – Data definitions and sources 
The dataset comprises quarterly data for Q1:1997 to Q4:2005. The  series are seasonally adjusted if 

neeeded. 

Real effective exchange rate - the log of the nominal effective exchange rate index deflated by the CPI. 

Three alternative measures were used: the series officially published by the central bank (reer) and two 

series (reer1 and reer2) we constructed on the basis of a partial foreign benchmark (five major trading 

partners from the EU in 2003: Germany, Greece, France, Netherlands and Italy), and using two 

variants of the CPI index. Consumer price index 1 (CPI1) - the log of consumer price index. The CPI 

for the foreign trade partners was constructed by using the weights for goods and services of the 

Macedonian CPI. Consumer price index 2 (CPI2) - the log of consumer price index. CPI for 

Macedonia was constructed by using the geometric average of the weights for goods and services from 

the major five trading partners from the EU. Data source: National Bank of the Republic. of 

Macedonia and Eurostat. 

Productivity differential (prod_ diff2) - log of the relative productivity differential between Macedonia 

and its five major trade partners from the EU, calculated as a ratio of the corresponding productivity in 

the open (tradable) and the closed sector (non-tradable) sector. Productivity was calculated by dividing 

value added in the corresponding sector by the number of employed workers in that sector. Four 

different classifications were used for calculation of the open and the closed sector. Data source: State 

Statistical Office of Republic. of Macedonia, Eurostat, Greek state statistical office and OECD. 

Government consumption differential (govcon_diff) - log of domestic government consumption over 

GDP related to foreign government consumption over GDP. Government consumption for Macedonia 

was deflated with the GDP deflator, while the real GDP in constant prices from 1997 was used 

because quarterly nominal GDP data are not available. Government consumption for the five major 

trading partners from the EU was calculated as geometric average by using the trade weights from 

2003, where the nominal value of government consumption over nominal GDP was taken. Data 

sources: State Statistical Office of the Republic of Macedonia, Eurostat, Greek state statistical office 

and OECD. 

Net foreign assets (nfa) - net foreign assets (of the monetary system) relative to GDP, both in Denars. 

Data source: State Statistical Office of Republic of .Macedonia and the National Bank of the Republic. 

of Macedonia. 

Openness (open) - the ratio of exports and imports relative to GDP, both in Denars. Data source: State 

Statistical Office of the Republic of .Macedonia and the National Bank of the Republic. of Macedonia.  

Terms of trade (tot) - the ratio of export to import prices. Data source: State Statistical Office of the 

Republic of .Macedonia.  




