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Abstract: A recurring problem in project Managem ent involves the allocation of scarce resources to 
the individual jobs comprising the project. In many situations such as audit-staff scheduling, time-
tabling, and course scheduling, the resources correspond to individuals (skilled Iabour). This naturally 
leads to an assignment-type project scheduling problem, i.e. a project has to be performed by assigning 
one or more of several individuals (resources) to each job . In this paper we consider the nonpreemp-
tive variant of a resource-constrained project scheduling problem with mode identity. M ode identity 
refers to a generalization of t he multi-mode case where the set of all jobs is partitioned into disjoint 
subsets while all jobs forming one subset have to be processed in the same mode. Both time and co st 
incurred by processing a subset of jobs depend on the resources assigned to it. This problem is a sub-
stantial and non-trivial generalization of the well-kno wn multi-mode case. Regarding precedence and 
temporal relations as well as release dates and deadlines, the question arises to which jobs re sources 
should be assigned in Order to minimize overall costs. For solving this time-resource-cost-tradeoff 
problem we present a tailored parallel randomized Solution approach into which both static and 
dynamic priority rules can be incorporated. 

Kevwords: PROJECT MANAGEMENT / SCHEDULING; RESOURCE CONSTRAINTS; 
PRECEDENCE / TEMPORAL CONSTRAINTS; MODE IDENTITY CONSTRAINTS; REGR ET-
BASED BIASED RANDOM SAMPLING 

1. Introduction 

A recurring problem in project management involves the allocation of scarce resources to the 

individual jobs comprising the project. In many situations the resources correspond to indivi­

duals (skilled labour). In this paper we consider a project consisting of J jobs to be scheduled 

over a planning horizon T subject to certain precedence and temporal constraints. Each job 

may be assigned to one or more of R renewable and N nonrenewable resources. Furthermore, 

the set of all jobs is partitioned into U disjoint subsets, and all jobs forming one subset have to 

be performed by the same resources. Both time and cost incurred by processing a subset of 

jobs depend on the resources assigned to it. Our objective is to find a least expensive schedule 

under which the project is completed by the given planning horizon. This model is highly 

suitable to audit-staff scheduling (Bolenz and Frank 1977, Chan and Dodin 1986, Drexl 1990, 

Dodin and Chan 1991, Salewski 1995), timetabling (de Werra 1985, Abramson 1991), course 

scheduling (Drexl, Juretzka, and Salewski 1993), and other assignment type project schedul­

ing problems. 

Traditional resource-constrained project scheduling approaches (Davis and Patterson 1975, 

Talbot and Patterson 1978, Stinson, Davis, and Khumawala 1978, Demeulemeester and Her-

roelen 1992) have been restricted to the case where each job may be performed in only one 

predefined way. More recently efforts have been made to formulate and solve the more gen-

eral preemptive project scheduling problem where job durations are functions of consumed 

resources (Blazewicz, Cellary, Slowinski, and Weglarz 1986). Meanwhile efforts have been 

documented (Elmaghraby 1977, Talbot 1982, Patterson, Slowinski, Talbot and Weglarz 1989 

and 1990, Drexl 1991, Sprecher 1994, Kolisch 1995) which address the formulation and Solu­

tion of a variety of nonpreemptive project scheduling problems where job durations are dis-

crete functions of job Performance modes (Multi-Mode ELesource-£onstrained Eroject 
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Scheduling Problem / MRCPSP). However, the case of mode identity where the set of all jobs is 

partitioned into a number of disjoint subsets where all jobs belonging to the same subset have 

to be processed in the same mode has not been investigated up to now (Mode Identity 

Resource-£onstrained Project Scheduling Emblem / MIRCPSP). 

The paper is organized as follows. In Section 2 we introduce the MIRCPSP and investigate 

where it is positioned in the context of project scheduling. In Section 3 several possible appli-

cations of mode identity constraints are outlined. In Section 4 we present the algorithmic 

scheme of a randomized heuristic Solution approach which has been designed specifically for 

the MIRCPSP. Finally, Section 5 provides a brief summary of Part I and a preview of Part II of 

this paper, where a problem from the field of audit-staff scheduling is formulated in terms of 

the MIRCPSP. 

2. Problem Setting 

As indicated by the name, the Mode Identity Resource-Constrained Project Scheduling 

Problem (MIRCPSP) belongs to the field of resource-constrained project scheduling, to which it 

introduces a new mode concept that is more general than currently known mode concepts. 

In Section 2.1, the underlying ideas of the concept of mode identity are explained, while a 

mathematical formulation of the model is presented in Section 2.2. To account for the wide 

ränge of precedence and temporal constraints covered by the model, we propose in Section 2.3 

a general Classification scheme allowing to differentiate between different types of precedence 

and temporal constraints. Finally, in Section 2.4 we show that the MIRCPSP is a generalization 

of the MRCPSP and that the feasibility (optimization) variant of the MIRCPSP is NP-complete 

(NP-hard). 

2.1 Background and Motivation 

In the well-known multi-mode case of project scheduling all mode-job-assignments are mu-

tually independent in the sense that assigning a mode to one job j of a project consisting of a 

set J of nonpreemptable jobs does not necessarily force any other job to be processed in a 

specific mode. 

In order to illustrate this, consider the following example. Let denote MAfj (1 < j < J) the set of 

modes in which job j may be performed, and mmj the specific mode in which it is actually 

processed. (Note that we introduce mmj for the sake of simplicity; we could also employ the 

binary variable xjmt defined below. Also, the example disregards any resource or temporal 

constraints.) In addition, let be given mode-job-assignments as shown in Table 1 where each 

job j has to be processed in a specific mode mmj from a set of modes MAfj, independently of 

all other mode-job-assignments. 



Table 1 

Exemplary Mode-Job-Assignments 

3 

j MMj mmj 

1 {1,2, 3,4} 3 

2 {1,2, 3,4} 2 

3 {1,2,3} 2 

4 {1,2, 3,4} 2 

5 {1,2, 3,4} 4 

6 {1,2,3} 3 

7 {1} 1 

Imagine, however, a Situation in which certain jobs belong together in the sense that they must 

be executed in the same way. Consider e.g. the jobs 1, 2, and 5 on one hand as well as the jobs 

3 and 6 on the other hand, which were assigned originally to different modes (cp. Table 1). 

Now, all jobs belonging to the same subset must be processed in the same mode. In order to 

formulate this Situation in a scheduling model we partition the set of all jobs J into U disjoint 

subsets of jobs Hu (1 < u < U) as shown in Table 2. Now, let M/u denote the set of modes in 

which the jobs of Hu may be performed; w.l.o.g. all jobs j e Hu are assumed to have the same 

number of modes. Finally, let miu denote the specific mode in which all jobs j e Hu are 

actually processed. Then the so-called mode identity - explicitly formulated in constraints (4) 

below - guarantees that all jobs belonging to the same subset Hu are processed in the same 

mode miu from a set of modes Af/U. 

Table 2 

Partitioning the Set ofall Jobs in the Mode Identity Case 

u M/u miu mmj 

1 {1,2,5} {1,2,3,4} 3 mmj = mm2 = mmg = 3 

2 {3,6} {1,2,3} 1 mmg = mmg = 1 

3 {4} {1,2,3,4} 2 mrri4 = 2 

4 {7} {1} 1 mm-y = 1 
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2.2 Model Formulation 

In the following we give a formal description of the MIRCPSP. The problem parameters are 

summarized (in alphabetical order) in Table 3. Note that - in addition to the "Standard" 

parameters of project scheduling models - the parameters Hn (1 < u < U) and Mu (1 < u < U) 

will be used. 

Table 3 

Problem Parameters of the MIRCPSP 

Problem Definition 
Parameter 

Cost of processing subset u in mode m 

Time required to perform job j in mode m 

Deadline of job j 

Specific nonempty subset of jobs 

Number of jobs, indexed by j 

Total consumption of nonrenewable resource n required to execute job j in mode m 

Per-period usage of renewable resource r required to execute job j in mode m 

Total availability of nonrenewable resource n 

Availability of renewable resource r in period t 

Release date of job j 

Number of modes of subset u, indexed by m 

Number of nonrenewable resources, indexed by n 

Mode-dependent time-lags (finish-to-start) for j' e Vj, if j' (j) is processed in 
mode m' (m). 

Number of renewable resources, indexed by r 

Number of periods (planning horizon), indexed by t 

Number of disjoint subsets of jobs, indexed by u 

Set of all immediate predecessors of job j 

W.l.o.g. the parameters N and Ras well as all cum, djm, 8j, kY^, kP^., K^, , and Xj 

are assumed to be nonnegative integers, while J, Mu, T, and U are assumed to be positive 

integers. All parameters qj'jm'm may take arbitrary, i.e. positive, zero, or negative, integer 

values. These restrictions entail no loss of generality since they are equivalent to allowing 

cum 

djm 

% 
»u 
J 

kv 
jmn 

4 

Mu 

N 

Qj'jm'm 

R 

T 

U 
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rational numbers, i.e. fractions, and multiplying them with the smallest common multiple of 

their denominators. 

In addition, we assumefor all jobs j andj'(1 <j < J; 1 < j' < J) that j'e Vj implies j' *j. This 

means, loosely speaking, that no job can be a direct (immediate) predecessor of itself. Note, 

however, that this assumption does not exclude the case where j1 e Vj and j e Vj* simultane-

ously hold, such that a job may be its own indirect predecessor. An example of this relation-

ship is given in Part H of this paper. 

In order to reduce the number of binary variables needed in the following formulation of the 

MIRCPSP, we compute from the time-Iags qj'jm'm> release dates Xj, and the deadlines 8j for 

each job j the earliest Start time ESj and the latest finish time LFj. The job j must be com-

pleted within the interval [ESj4djm, LFj] or at least one of the temporal constraints will be 

violated. Further, let denote/u the job with the smallest index of subset Hu, i.e./u = min {j I j 

e #u}. 

Table 4 summarizes the derived parameters of the MERCPSP (in alphabetical order). 

Table 4 

Derived Parameters of the MIRCPSP 

Derived Definition 
Parameter 

ESj Earliest starting time of activity j 

/u Job with the smallest index of subset Hu fü = min{j |je//u} 

LF; Latest finishing time of activity j 

Defining variables 

1, if job j is performed in mode m and completed in period t, 

0, otherwise, 
(1) 

allows to formulate a binary program - using the general framework given in Pritsker, Wat­

ters, and Wolfe (1969) - as follows: 



u Mu LF/u 
Minimize Z(x)= % Cum X %mt ^ 

u=l m=l t=ESyu+d^m 

subject to 

Mu LF/U 

X I %int=l d^u^U)(3) 

m=l t=ESyu+d^m 

LF/U LFj 
X ^mt = X xjmt (1 <u<U; Vj e ̂ u\{/u}; 1 ^ m<Mu) (4) 

t=ES/u+d/umU t=ESj+d^ 

LFj, LFj 

X (t+£y'jm'm) xj'mt- X ^"^jm^xjmt 
t=ESji+dj>m t—ESj+djm 

(1 < u' < U; V j'eHu-; 1 £ u < U; V je tfu; j'e Vj; 1 < m' < Mu-; 1 < m <: Mu) (5) 

U Mu t+djm-l 
X X X^jmr X xjmq - ̂ rt (1 < r < R; 1 < t < T) (6) 
u=l m=l je//u q=t 

qe{ESj +djm,..., LFj j-

U Mu LFj 

XXX kjmn X xjmt^Kn (1 < n < N) (7) 
u=l m=l jeHu t=ESj+djm 

xjmt6 (0,1} (1 < u < U; V jei/u; 1 < m £ Mu; ESj+djm < t <LFj) (8) 

In (2), x represents the vector of all binary variables; Z(x) is the objective function value for 

any feasible vector x with respect to (3) - (8). By virtue of the mode identity constraints (4), 

only the job with the smallest index of each subset of jobs needs to be regarded for maintain-

ing the corresponding mode. 

The job completion constraints (3) stipulate that the job with the smallest index of each subset 

of jobs is completed exactly once in one of its modes. The mode identity constraints (4) guar-

antee for each subset of jobs that if the job with the smallest index is completed then all the 

other jobs will be completed as well, and in the same mode as said job. Thus, (3) and (4) 

combine to ensure that all jobs of each subset of jobs will be processed in the same mode, and 

that all of them will be completed. 
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The temporal constraints (5) enforce respection of the time-lags - and thus the precedence 

relations - between the jobs. The temporal constraints will be dealt with in more detail in the 

following section. 

The capacity constraints (6) and (7) represent per-period and total availability restrictions of 

renewable and nonrenewable resources, respectively. 

2.3 Classification of Precedence and Temporal Relations 

Note from Section 2.2 that the formulation of the temporal constraints (5) is general enough to 

cover not only the Standard type of time-lags, namely minimum time-lags, but also the less 

common maximum time-lags, since these can easily be converted into minimum time-lags 

using the transformation introduced in Bartusch, Möhring, and Radermacher 1988. It is quite 

obvious that the presence of maximum lags tends to render scheduling problems even more 

difficult. In fact, to our knowledge there are only very few results so far on the Performance of 

Solution procedures for this kind of problems (cf. Brinkmann, Neumann 1994; Neumann, 

Zhan 1995). 

In order to establish a terminology as a starting point for the analysis of such problems, we 

propose three criteria which allow to distinguish between different cases of precedence and 

temporal relations. These criteria are Connectivity, cyclicity, and domain. In particular, the first 

two criteria pertain to both precedence and temporal relations, while the last applies to tempo­

ral relations only. 

For notational brevity in what follows, let Z denote the precedence relation induced by all the 

time-lags qj'jm'm» i-e- ^ 11 ^ j ^ J A 1 < j* < J A j'e Vj}. Accordingly, we are free 

to write simply jf Z j whenever j' e Vj holds. From the assumptions in Section 2.2 it is clear 

that the relation Z is irreflexive, asymmetric, and transitive. Let denote j and j' (1 < j < J; 

1 < j' ^ J) jobs belonging to subsets Hu and Hu< (1 < u < U; 1 < u' < U) while m and m' 

(1 < m < Mu; 1 < m' < Mu>) will denote arbitrary modes in which j and j' may be processed. 

Also, let J = {1,..., J}. Finally, all maximum time-lags are assumed to have been transformed 

into minimum ones. Note that in the definitions to come the more restricted case is always 

given first. 

Definition 1 (Connectivity) A precedence relation is called 

isolating iff only jobs belonging to the same subset of jobs Hu are related, i.e. for all 

jobs j € Hu,j' e Z j' implies u = u', 

connecting otherwise, i.e. iff at least two jobs from different subsets of jobs Hu are 

related, i.e. there exist jobs j e Hu, j* e Hü\ j Zj' such that u*u'. • 
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(Cyclicity) A precedence relation is called 

iff it forms no cycle, i.e. there exists no subset of jobs {jj, ..., jn} c J, 

where ji Zj2J2^ J3> - Jn-1 ̂ Jn» ^j% =jn, 

otherwise, i.e. iff it forms at least one cycle, i.e. there exists a subset of 

jobs {jl, .Jn) C/, where ji Zj&ji Zjg,..., jn_i Z jn, and jj = jn. • 

(Domain) A temporal relation is called 

iff each time-lag has a non-negative value, i.e. for all jobs j* (1 < j' < J) and 

j (1 < j < J) with j' Z j the inequality qj'jm'm ^ 0 holds, 

arbitrarily-valued otherwise, i.e. iff at least one time-lag has a negative value, i.e. there exist 

jobs j' (1 < j' < J) and j (1 < j < J) with j' Z j where qj'jm'm < • 

These definitions are best illustrated in terms of an example. This is provided by Figure 1, 

where each are (denoted by a letter) from a job j" to another job j (denoted by integer numbers, 

respectively) is understood to represent a time-lag qj'jm'm- The set of all jobs is assumed to be 

divided into two subsets H\ = {1,2,3} and Hi = {4,5}. 

Figure 1 

Some Exemplary Time-Lags 

Definition 2 

acyclic 

cyclic 

Definition 3 

non-negative 

Consider now the arcs A, B, C, and E. Loosely speaking, i.e. identifying each arc with the 

time-lag it represents, we may say that these four arcs taken together induce an isolating 

precedence relation. Still, adding the arc D renders the induced relation a connecting one. The 

arcs A, B, and C taken together form a cycle, such that the induced relation qualifies as being 

cyclic, whereas removing either one of them would render the relation acyclic. Finally, the 

reader may note that in the case of cyclic temporal relations the length of the longest path 

formed by the arcs must be nonpositive; otherwise there would be no feasible Solution since 

not all of the temporal relations could possibly be fulfilled. This implies that given a cycle at 

least one of the contributing time-lags must be allowed to be arbitrarily-valued. If the time-
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lags corresponding to A and B are 2 and 3, respectively, then the time-lag corresponding to C 

must not be greater than -5 minus the total duration of jobs 1, 2, and 3 in order to allow for a 

feasible schedule (negative time-lags may be interpreted as the result of transforming positive 

maximum lags into negative minimum ones). We will take up again these Classification crite­

ria in Section 4 as well as in Part II of this paper. 

2.4 Modeling Capabilities and Complexity Status 

This section deals with two theoretical aspects of the MIRCPSP as a whole. First, Theorem 1 

allows to position the MIRCPSP in the field of project scheduling. 

Theorem 1 The MIRCPSP is a generalization of the MRCPSP. 

Proof: Consider the MIRCPSP where \HU\ = 1 for all u. In this case the MIRCPSP is equivalent 

to the MRCPSP with J = U. • 

To illustrate this insight, let us reconsider the mode-job-assignments from Table 1. The corre­

sponding transformations are shown in Table 5 where by setting Hu = {u} = {j} all job-mode-

assignments of the MRCPSP can be represented in terms of the MIRCPSP. 

Table 5 

Mode Identity Is a Generalization of the Multi-Mode Case 

Multi-Mode Case Mode Identity Case 

j MMj mmj u MIU miu 

1 {1,2, 3,4} 3 1 {1} {1,2,3,4} 3 

2 {1,2, 3,4} 2 2 {2} {1,2, 3,4} 2 

3 {1,2,3} 2 3 {3} {1,2,3} 2 

4 {1,2, 3,4} 2 4 {4} {1,2,3,4} 2 

5 {1,2, 3,4} 4 5 {5} {1,2, 3,4} 4 

6 {1,2,3} 3 6 {6} {1,2,3} 3 

7 {1} 1 7 {7} {1} 1 

Second, we show the MIRCPSP to belong to the class of strongly NP-hard problems by proving 

the corresponding feasibility problem MlRCPSPfeas to be strongly NP-complete. (We assume 

the reader to be familiar with the issues of complexity theory. For introductory texts on this 

subject cf. Garey and Johnson 1979, Papadimitriou and Steiglitz 1982, Papadimitriou 1994.) 
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Note that in order to do so, we have to assume for each instance that T is polynomially bound-

able in the instance length. On the formal level, this assumption is necessary since otherwise 

the MIRCPSP is only solvable in exponential time. On the practical level, though, this assump­

tion does not restrict the practical relevance of the MIRCPSP since if the planning horizon is 

part of the instance it will usually not become arbitrarily large, and thus be polynomially 

boundable. (For a more detailled discussion cf. Schirmer 1996a and 1996b.) The proof relies 

upon the 3-partition problem (3PP) which is well-known to be strongly NP-complete (Garey 

and Johnson 1975): 

(3PP) Given L 6 IN, 5 = {1,...,3-L}, B e IN, and Hj e IN (1 < j < 3-L) such that 

B/4 < Mj < B/2 (l<j<3-L) (9) 

and = L-B (10) 

hold, is there a partition of S into L disjoint subsets Sj (1 < i < L) such that 

%lij=B (1 <i<L) (11) 

holds true? 

Note that the conditions on the (Xj ( 1 < j < 3-L) imply that |Sj | = 3 (1 < i < L). Obviously, 

MAXSTD(3PP) = B and LNGgToQPP) ~ 0(L-log B) hold. 

Theorem 2 The MiRCPSPfeas is strongly NP-complete. 

Proof: 

(i) (MiRCPSPfeas e NP) Letting M denote max {Mu | 1 < u < U}, the length of an instance 

I of MiRCPSPfeas js LNGSTD(7) « 0(J2-M2-N-R-T-U-log MAXSXD(7)). A certificate C of 

MlRCPSPfeas consists of one value for each of the J-M-T decision variables; due to their 

binarity MAXg-pD(C) = 1 and thus LNGSTD(C) = J-M-T- (log (1)+1) = J-M-T. Therefore, 

reading a certificate has a time complexity of 0(J-M-T) which is polynomial in the input 

length. Evaluating the constraints will require 0(J-M N R-T2-U) additions and multipli-

cations; assuming that each Operation takes constant time, the time complexity of the 

total evaluation is also 0(J M-N R-T2-U), which is polynomial as well. So, any certifi­

cate can be read and verified in polynomial time, hence MiRCPSPfeas is element of NP. 

(ii) (3PPocpMmcpspfeas)LetLe IN, 5 = {1,...,3-L}, Be IN, [Xj e IN (1 <j<3-L) consti-

tute an arbitrary instance of 3PP. Then construct an instance of MiRCPSPfeas as follows: 
T = L, J = U = 3-L, N = 0, Hü = {u}, Mu = 1, dj! = 1 (1 < j < J), R = 1, kj = Mj 
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(1 - j - J)> K - B, 8j - 0, Aj = T, and Vj (1 < j < J) empty, where due to R = 1 and N = 0 

kj stands for kPj ^ and K for the K^. (1 < t < T) which are assumed to be all equal (cf. 

Figure 2). 

Figure 2 

3PP Transforms to MlRCPSPfeas 

K = B 

ki=m : 
: : : 

k2 = ^2 
kj = jlj : kJ-l = H-3L-1 

: : -S
f ii 

K/4 < kj < K/2 
B/4 < fij < B/2 

In order to show that this transformation is indeed pseudo-polynomial, let us first argue 

that there exists a feasible schedule for the constructed instance of MlRCPSPfeas iff there 

is a partition of 5 as described above. Assuming that there exists such a partition of S, 

we can design a feasible schedule by scheduling all activities in S[ ( 1 < i < L) to period i. 

As the form a partition of S, this procedure Covers all activities, hence constraints (3) 

are met. Due to Mu = 1 (1 < u < U) there are no mode identity constraints (4), due to Z 

empty no precedence constraints (5), due to N = 0 no nonrenewable resource constraints 

(7). Finally, (11) translates to 

%kj = K (12) 

Mi 

such that the schedule also satisfies the resource constraints (6). Conversely, if such a 

feasible schedule exists, a partition of S as described above can be obtained by putting 

together in Sj (1 < i < L) all elements j (1 £ j £ 3 L) scheduled to period i. Due to 

constraints (3) this yields a partition, and due to constraints (6) also the desired property 

(11) holds. 

Second, the above transformation can be performed in pseudo-polynomial, even in 

polynomial time since all 0(LT) assignments can be done in 0(log B) time. As all 

values of the 3PP-instance form part of the derived instance, the third condition, viz. that 

the transformed instance will not be of categorially smaller length, will be met even with 

the identical polynomial. Finally, the maximum number occurring in the constructed 
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instance, B, is also the maximum number in the 3pp-instance, such that it can be 

bounded in length and magnitude of the 3PP-instance by the polynomial p(x,y) = 0 x + y. 

So, the above transformation from 3PP to MmcPSPfeas is indeed pseudo-polynomial. • 

Corollary 1 The MIRCPSP is strongly NP-hard. 

Actually, one can even show a stronger result, namely that the MIRCPSP is strongly NP 

equivalent. The general idea of such proofs is to exhibit pseudo-polynomial reductions from 

MlRCPSPfeas to MIRCPSP and vice versa. Details of appropriate simplified proof techniques are 

described in Garey and Johnson (1979) and Schirmer (1995). 

3. Applications of Mode Identity Constraints 

In this section we outline how mode identity constraints can be employed, giving examples 

from the fields of audit-staff scheduling, timetabling, and production planning. 

A common problem in audit-staff scheduling involves assigning teams of auditors to audit en-

gagements and scheduling the individual jobs of each engagement. In doing so, one has to 

guarantee that the assignment of a team to an engagement, once made, is never changed, i.e. 

that all jobs of an engagement are processed by the same team of auditors. Interpreting a 

specific team composition as one mode of processing and representing each auditor by one 

renewable resource, mode identity constraints are appropriate for modeling this kind of 

restrictions (for more details on this problem cf. Part II of this paper). 

A similar problem arises in the field of timetabling where assignments between teachers, clas-

ses, rooms, lessons, and periods have to be constructed. Assuming that an assignment of 

teachers to lessons has already been made, the next step may consist of Splitting the lessons 

into blocks and scheduling them. For example, a lesson of five hours length could be split into 

one block of two and one block of three hours or, alternatively, into one block of one hour and 

two blocks of two hours each. If both possibilities are feasible, one has to ensure that the 

scheduled blocks of that lesson combine to a total duration of five hours. Letting each mode 

represent one alternative Splitting of a lesson into blocks, this can be done easily using mode 

identity constraints. Obviously, similar considerations apply to course scheduling problems. 

Finally, we point out an application to production planning. Consider items which are manu-

factured or assembled in a number of production activities (each such activity corresponding 

to one job). To avoid unduly setup costs - incurred e.g. by transportation or shipment - it may 

be desirable to combine those jobs required for producing one specific item into sets of jobs 

which all have to be performed in the same facility (each facility in which a job may be exe-

cuted corresponding to one of its modes). Once a mode has been assigned to one job, the 

mode identity constraints guarantee that all other jobs of the same set are performed in the 
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same mode, implying the corresponding item to be produced completely in one specific facil-

ity. 

4. Algorithmic Scheine 

This section discusses a Solution approach, named RAMSES (Randomized Mode Selection and 

Scheduling), which has been developed specifically for the MIRCPSP. Three reasons led to this 

development. 

First, Standard methods of integer programming seem to lend themselves to solving the 

MIRCPSP. However, even for modestly sized problems the formulation (2) - (8) translates into 

very large integer programs which in tum result in prohibitive running times. In fact, the NP-

hardness of the model allows to conjecture that - except for the most simple cases - no exact 

scheduling algorithm will generally produce optimal solutions in a reasonable amount of time. 

Second, apart from exact methods, a multitude of deterministic heuristics for approximately 

solving scheduling problems have been proposed (Davis and Patterson 1975, Kurtulus and 

Davis 1982, Talbot 1982, Kurtulus and Narula 1985, Ulusoy and Özdamar 1989, Alvarez-

Valdes and Tamarit 1989a and 1989b, Boctor 1990, Valls, Perez, and Quintanilla 1992, 

Kolisch 1995). They all use priority values to resolve conflicts between jobs competing for the 

allocation of scarce resources. Unfortunately, heuristics are not guaranteed to find an optimal 

schedule. In fact, heuristics may - especially in the presence of scarce resources - not even be 

able to find a feasible schedule (cp. Drexl and Grünewald 1993). Furthermore, deterministic 

heuristics yield only one Solution for an instance, even if applied several times. Considering 

that this Solution may be arbitrarily bad or even infeasible, determinism seems to be a major 

deficiency for heuristic methods. 

Third, biased random sampling methods try to overcome the shortcoming of determinism by 

performing the selection process randomly, but according to probabilities which are proportio­

nal to priority values. In this way, in each scheduling Step every job may be chosen, though 

those sharing higher priorities will have a higher probability of being selected. Due to their 

nondeterminism, repeated application of randomized heuristics will produce a set of solutions 

rather than one sole Solution. Usually some of these solutions will be better than the one found 

with the deterministic version of the same method (cf. Cooper 1976; Kolisch 1995). More-

over, no tie-breaking rules need to be specified for randomized methods: since they operate 

randomly ties cannot occur. However, even if RAMSES is borrowing from some of the ideas 

incorporated in the randomized scheduling method STOCOM (Drexl and Grünewald 1993), 

common heuristic scheduling methods cannot be utilized directly since these would not take 

the mode identity constraints (4) into account. 
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RAMSES may be characterized as a parallel regret-based biased random sampling approach. As 

indicated by its name, its proceeding can be divided into two successive stages: It is perform-

ing the assignment of modes to subsets of jobs in the first stage while the actual scheduling of 

the jobs is done in the second stage. Since both stages use priority values, different priority 

rules can be used alternatively in each stage. 

Recall from Section 2.2 that the model (2) - (8) is general enough to cover both types of time-

lags, viz. minimum as well as maximum lags. Obviously, the presence of arbitrary maximum 

lags tends to render already nontrivial scheduling problems even more difficult. We have no 

results as yet on the Performance of RAMSES in the presence of cyclic, arbitrary-valued, and 

connecting lags. In Part II of this paper we present, however, an application where restricting 

the temporal relation to the special case of isolating, even though cyclic and arbitrary-valued, 

lags allows to apply RAMSES very successfully. 

4.1 Mode Selection (Stage 1) 

For each subset of jobs one of its modes is selected. This is accomplished by first choosing a 
subset of jobs Hu to be considered, based upon priority values (flu (1 < u < U), and second 

selecting one of its modes, based upon priority values im (1 < m < Mu). To compute these 

values, a variety of different priority rules (in the following denoted by ü) und 7t, respectively) 

can be imagined (e.g. for 7tm the cost of processing a subset Hu of jobs in a certain mode). 

The priority values are modified to obtain the actual selection priorities as 

®u = (cöu+ e)a (1 <u<U) (13) 

%n = (%n+e)ß (1 < m < Mu) (14) 

where e e R>Q and a, ß e R>Q . e > 0 guarantees cou and to be nonzero and thus gives 

also a subset or mode with a priority value of zero a chance of being chosen; the control para­

meters a and ß allow to diminish or enforce the differences between the rule-dependent 

values for a, ß < 1 or a, ß > 1, respectively. 

The probability ö>u (1 < u < U) that subset Hu of jobs will be selected is given by 

u = 
&u ~®u/( %«u') (1 <u<U) (15) 

u'= 1 

The probability (1 < m < Mu) that mode m of the considered subset will be selected is 



Äm = %m/( % TTm') 
m'=l 

Formally, the first stage of RAMSES can now be described as follows: 

ln.itializja.tion 

SET := 

Execution 

while SET * 0 
{ 

for all u e SET 
{ 

compute cou; 

compute ö)u; 
} 

for all u e SET 
compute fflu; 

select u e SET with probability proportional to ©u; 
SET := SET\{u}; 

for all me {1,...,MU} 
{ 

compute 7tm; 

compute 7Cm; 
} 

for all me {1,...,MU} 
compute 7Cm; 

select m e {with probability proportional to Äm; 

modeu := m; 
} 

Output 

For each subset Hü of jobs, modeu denotes the mode in which the jobs of subset Hu 

are to be processed. 

Note that in the presence of static priority rules co and/or K s ome minor modifications can be 

applied in order to speed up computations. E.g., the priority values (Du (1 < u < U) need not 

15 

(1 < m <MU) (16) 
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be determined if 7t is a static rule since then the order in which the subsets are considered for 

mode assignment is irrelevant. 

4.2 Job Scheduling (Stage 2) 

Heuristic construction methods generally classify jobs into four disjoint sets of states: eligible, 

ineligible, active, and finished (cp. e.g. Kurtulus and Narula 1985). A job that is neither active 

nor finished is termed eligible if it may be scheduled currently, ineligible otherwise. For the 

sake of computational efficiency, however, it is useful to introduce an additional State, viz. 

waiting. If a job is neither active nor finished, it is defined to be waiting. This means that the 

State waiting consists of eligible and ineligible jobs, simultaneously (cp. Figure 3). 

Figure 3 

Classification of Scheduling States 

jobs 

K 4 hl 

waiting active finished 

K hl 

eligible ineligible 

A schedule is built, following a parallel scheduling scheme (cp. Kelley 1963, Kolisch 1995), 

by proceeding chronologically over all periods of the planning horizon. In each period t the set 

EJ of eligible jobs, i.e. jobs which may be started without violating the temporal constraints 

(5), is determined from the set WJ of waiting jobs. From EJ one job is scheduled for starting 

execution in period t. In order to update EJ with respect to the set AJ of active jobs, EJ has to 

be recomputed after each job selection. This process of augmenting partial schedules is re-

peated as long as no restriction is violated. Then the next period is considered etc., until 

eventually the planning horizon is reached. The resulting schedule is feasible if all jobs are 

scheduled, and infeasible otherwise. 

Let for each subset of jobs Hu (1 < u < U) denote m (1 < m < Mu) the mode in which Hn is to 

be processed. Let for each job j e Hü specify finishj the period in which the processing of j is 

finished. Let t denote the current period. Further, let denote FJ the set of finished jobs. Then 

the set WJ can be derived from: 

WJ ={1,..J} \(FJuAJ) (17) 
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Next, let denote RC^ (1 < r < R; 1 < t < T) the remaining capacity of renewable resource r in 

period t and RC^ (1 < n < N) the total remaining capacity of nonrenewable resource n. Note 

that now instead of [ESj, LFj] tighter time windows [ESjm, LFjm] can be calculated by using 

Qj'jm'm' since the mode assignment has already been accomplished in the first stage. Using Z 

as introduced in Section 2.3, EJ can be computed for each period considered as 

EJ = {je WJI ESjm+l < t < LFjm-djm+l 

A (V j'Zj) ((j'eAJ u FJ Afinishj» + qj'jm'm + 1 < t) v (j'gA/u FJ A qj'jm'm < 0)) 

A (V jZj") ((j"eAJ uF/At <finishj« - dj»m» - djm - qjj"mm" + 1)v 0n*AJ u FJ)) 

A (Vre {1 R)) (Vt'e {t t+djm-l)) RC? 

A(VnE{l,...,N))kynm<RC^} (18) 

The essence of (18) is that a job is eligible if the following conditions are met. First, schedul­

ing the job to the currently considered period does not violate precedence constraints. Second, 

for each of its predecessors the following holds: If it is active or finished then the appropriate 

time-lags are respected, if it is waiting then future iterations will still be able to meet the 

appropriate time-lags. Third, for each of its successors the following holds: If it is active or 

finished then the appropriate time-lags are respected (The second condition will take care of 

the other case where the job is still waiting). Fourth, capacity limitations of both renewable 

and nonrenewable resources are respected. We should emphasize that the first condition is 

dominated by the second one, due to the fact that precedence relations are merely a special 

case of temporal ones. Although being redundant, it allows to speed up the process of 

determining EJ by identifying some of the ineligible jobs faster. 

Starting from these definitions, the selection probabilities can easily be computed. Assuming 

priorities P j (j e EJ) to be calculated according to a rule (in the sequel denoted by p), modi-

fied priorities can be derived from them as 

pj =(pj+e)Y (Vj <=EJ) (19) 

where e e R>0 and 7 e R>0. The probability pj (Vj e EJ) that job j will be selected is 

Pj = Pj /( %,Pj) (Vje£7) (20) 

j'eEJ 

Now, the second stage of RAMSES may be described as follows: 
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Initialization 

FJ := 0; 
AJ := 0; 
W7 := {1,...,J}; 

for all j e W7 
{ 

compute ESjm; 
compute LFjm; 

Execution 

for t := 1 to T 
{ 

compute EJ; 
while (£7*0) 
{ 

for all j e EJ 
{ 

compute p j; 

compute p j; 

} 

for all j e EJ 
compute p j; 

select j E EJ according to p j; 

finishj := t + djm -1; 
AJ:=AJ\J {j}; 
WJ := WJ\ {j}; 
compute EJ-, 

} 

for all j e AJ 
if (finishi =t) 
{ 

FJ:=FJ u{j}; 
AJ:=AJ\{j}; 

} 
} 

Output 

If FJ = {1,...,J}, then for each job j finishj specifies the period in which j is finished; 

otherwise, the constructed schedule is infeasible. 
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Note that in the presence of static priority rules again several modifications can be used to 

speed up the processing of the algorithm. 

To summarize, RAMSES is a two-stage heuristic Solution approach for the MIRCPSP. Utilizing 

randomized priority rules, its first stage constructs an assignment of modes to subsets of jobs, 

while its second stage is performing the actual scheduling of the jobs. The algorithmic scheme 

of RAMSES may be seen as a framework into which different priority rules can be incorpo-

rated. 

We refrain, however, from proposing specific rules at this point and claiming their general 

applicability. Since the MIRCPSP is a further generalization of the already general MRCPSP, a 

variety of practical scheduling situations could be represented in terms of the MIRCPSP. We 

believe that the Performance of different rules and different values of the control parameters 

depends strongly on the structure of the problem setting at hand. Thus it seems unwise to 

evaluate them on test instances generated in a purely random way. Rather than that, we advo-

cate assessing their Performance on instances which reflect real-life scheduling situations. 

5. Summary and Preview 

In this paper, we introduced the MIRCPSP, an assignment-type, resource-constrained project 

scheduling model which comprises many features being important with respect to project Ma­

nagement in practice. Moreover, it extends the well-known multi-mode case to the so-called 

mode identity case. For dealing with this model, a regret-based biased random sampling 

approach, RAMSES, has been developed into which different priority rules can be incorporated. 

In regard of the broad applicability of the MIRCPSP we refrain from evaluating RAMSES on test 

instances generated in a purely random way. Rather than that, we advocate assessing its Per­

formance on instances which reflect specific real-life scheduling situations. 

To illustrate this, Part II of this paper will present an application from the field of audit-staff 

scheduling. We will address several topics: We will demonstrate how to represent the problem 

setting in terms of the MIRCPSP and how to adapt RAMSES adequately. Then, we will cover the 

design of a specifically tailored instance generator, the Statistical model, the experimental 

design, and the Performance measures used in an extensive experimental study serving to 

assess the Performance of RAMSES. Finally, we will provide the results of the study. 
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