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Abstract

Sluggish adjustment of expectations to new information is rational in an envi-
ronment characterized by information costs and signal-to-noise problems. This
paper investigates the role of such information rigidities for exchange rate expec-
tations using data from Consensus Economics for eight emerging and industrial
economies from 1999 until 2015. Our results provide strong support for this
view showing that the inclusion of forecast updates largely accounts for other-
wise detected biases in expectation errors. Moreover, we detect little evidence
for a systematic effect of fundamentals or uncertainty measures on exchange rate
disagreement. Structural shocks do not appear to lead to any systematic increase
in disagreement which illustrates the importance of noisy information models.
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1 Introduction

Understanding and forecasting exchange rates remains one of the central areas of re-

search in international economics due to its importance for portfolio allocation and

policy making. Rigorous empirical evidence on market participants’ exchange rate

forecasts are available only since the mid-1980s. The growing interest in survey data of

exchange rate forecasts in this period can be understood against the backdrop of em-

pirical evidence rejecting the joint hypothesis of uncovered interest parity and Rational

Expectations (REH) (Fama, 1984). Numerous studies such as Blake at al. (1986),

Dominguez (1986), and Chinn and Frankel (1984) all reject unbiasedness and effi-

ciency of exchange rate forecasts contained in survey data.1 Comprehensive surveys

on related studies and theoretical explanations for the weak statistical performance of

professional forecasts are provided by, among others, Lewis (1995), Engel (1996), Mac-

Donald (2000), and Jongen et al. (2008). The authors also stress the fact that although

mean forecasts are often not useful for predicting exchange rates, professional expecta-

tions potentially contain useful information. For instance, taking the established link

between predictability of returns on financial markets and expectation errors of pro-

fessionals into account (Bacchetta and van Wincoop, 2006), the weak performance of

professional exchange rate forecasters is also not surprising and does not necessarily

imply irrational behavior of forecasters. Moreover, Beckmann and Czudaj (2017) have

illustrated a potential contradiction between statistical and economic measures for large

number currencies after the financial crises.2 Their findings show that relying on sur-

vey expectations for currency trading is superior to simple momentum and carry trade

1Together with strong evidence pointing towards substantially differing information sets among
foreign exchange practitioners (Taylor and Allen, 1992) these results spurred the development of het-
erogenous expectations models (Frankel and Froot, 1986).

2Recent findings by Cavusoglu and Neveu (2016) provide slightly more encouraging forecasting
results by taking the most optimistic and pessimistic as a measure of disagreement into account.
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benchmarks even if unbiasedness is rejected.

More recently, the rejection of unbiasedness and information efficiency of survey

forecasts has been investigated in the context of imperfect information models in which

agents face different kinds of information rigidities. For instance, Coibion and Gorod-

nichenko (2016) have highlighted the importance of information rigidities in the ex-

pectation formation process for inflation and GDP. The theoretical foundations are

provided by Mankiw and Reis (2002), who propose a model in which the information

set of agents is adjusted only infrequently due to information costs and Sims (2003)

who stresses the fact that available information typically consists of noisy signals about

the true state of the economy. Coibion and Gorodnichenko (2016) show that both

approaches, sticky and noisy information models, can be tested in a unified framework.

Following this strategy, our study is the first to analyze the role of information

frictions for exchange rates at the aggregated level. We rely on data from Consensus

Economics for 10 economies from 1999 until 2015. We start by assessing the role of

information rigidities for mean exchange rate forecasts. Controlling for a large variety

of exchange rate fundamentals our estimations robustly reveal a significant influence

of information rigidities. Remarkably, the magnitude of information rigidity hardly

differs across the different currencies in the data set. Moreover, lagged exchange rate

changes are also a significant driver of expectations, possibly reflecting the importance

of heterogeneity in signal-noise ratios.

Since noisy and sticky information models have different implications for the dis-

agreement across forecasters our results also inform about their relative importance on

foreign exchange markets. We proceed by analyzing subsamples before conducting a

regression- and Bayesian VAR-based analysis of disagreement among forecasters.3 In

3Sarno et al. (2015) also rely on consensus economics survey data when testing the scapegoat
approach by Bacchetta and van Wincoop (2008, 2010), which argues that different fundamentals
matter at different points in time. However, they do not rely on disagreement data and focus on a

2



line with noisy information models, we find that exchange rate disagreement does not

systematically react to fundamental shocks.

The remainder of this paper is organized as follows. The next chapter briefly recap-

tures the theoretical analysis of information rigidities in the context of exchange rates

based on Coibon and Gorodnichenko (2012, 2015), providing testable hypothesis for

both mean forecasts and disagreement among forecasters. Chapter three provides data

and empirical results. Section 4 concludes.

2 Theoretical framework

This section derives the estimation equations to investigate the influence of information

rigidities of both the mean forecasts error and forecast disagreement among survey

participants.

2.1 Information rigidities and mean forecast errors

Coibon and Gorodnichenko (2015) show how information rigidities from two different

sources, information stickiness and noisy information, can enter the expectation for-

mation process. In case of information stickiness it is assumed that due to costs of

information acquisition a forecaster remains inattentive in each period with probabil-

ity λ, but adjusts to full information and forms rational expectations with probability

(1 − λ). Under these circumstances forecaster’s i time t prediction of the time t + h

exchange rate (Etst+h) remains unchanged with probability λh. Aggregation across

agents leads to a weighted average of current and past full-information predictions of

the exchange rate

Ftst+h = (1− λ)
∞∑
j=0

λjEt−jst+h (1)

survey, which ranks the importance of different fundamentals.
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Since

Ft−1st+h = (1− λ)
∞∑
j=0

λjEt−j−1st+h (1’)

time t average forecast can be written as the weighted sum of the lagged average forecast

and time t rational expectation:

Ftst+h = (1− λ)Etst+h + λFt−1st+h. (2)

Full information rational expectations imply that

st+h = Etst+h + ut,t+h, (3)

where ut,t+h is the rational expectation error orthogonal to available information at time

t. In contrast, the aggregate prediction error of the partially inattentive forecasters is

given by

st+h − Ftst+h =
λ

1− λ
(Ftst+h − Ft−1st+h) + ut,t+h, (4)

which contains a predictable component arising from the time t update of aggregate

expectations. In fact, the higher the probability of forecasters being inattentive the

stronger is the systematic bias of forecast errors. In contrast, with decreasing λ the

forecasting error converges to its rational expectation counterpart. Coibion and Gorod-

nichenko (2015) stress that this model assumes a single λ for all forecasters, so that

equation (4) applies for any economic variable and forecast horizon.

Predictable forecasting errors can also appear if forecasters fully update their in-

formation set, but the time series to be forecasted contains an unobservable noisy

component. In case of foreign exchange markets, forecasters are concerned with the

lower-frequency trends of the exchange rate. Forecasters are supposed to observe an

idiosyncratic signal

yit = st + εit, (5)
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where εit is an independent identically distributed disturbance term. The exchange rate

signals are used to update the exchange rate forecast via the Kalman filter

Fitst = Gyit + (1−G)Fit−1st, (6)

where G represents the Kalman gain. Using the fact that Fitst+h = ρhFitst and aver-

aging across forecasters leads to

st+h − Ftst+h =
1−G
G

(Ftst+h − Ft−1st+h) + ut+h,t. (7)

As a result, the influence of the forecast revision on the ex post forecast error is

strong if the exchange rate signal is weak forcing forecasters to rely more on their

recent prediction. Since the size of the noise component depends on the specific times

series the estimation results on the importance of noisy information may differ across

forecasted variables.

Equation (4) and (7) reveal that both forms of information rigidity, information

stickiness and noisy information, share the same econometric model

st+h − Ftst+h = α + β0(Ftst+h − Ft−1st+h) + ut+h,t. (8)

Thus, the model can be applied to test the null hypothesis of rational expectations

against the alternative of both forms of information rigidities. However, given the set

of survey participants the β0 coefficient should be constant across forecasting variables in

case of dominance of information stickiness, but is expected to vary in case of dominance

of signal-to-noise problems as the quality of signals depend on the macroeconomic

variable.

In the empirical section of the paper Equation (8) is augmented by two components.

Firstly, as considered in Coibion and Gorodnichenko (2015), forecast updates might be

based on heterogeneous signal-to-noise ratios across survey participants, implying that
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lagged values of the variable being forecasted also exhibit predictive power with regard

to forecast revisions. In this spirit, we augment Equation (8) by lagged exchange rate

changes.

st+h − Ftst+h = α + β0(Ftst+h)− Ft−1st+h) + φ(∆st−1) + ut+h,t. (9)

where the coefficient φ is related to the average Kalman gain across professionals.

Secondly, Equation (8) can be augmented by a vector zt of control variables for which

the literature has revealed the potential ability to predict the forecasting error. We

include changes in the interest rate and industrial production differential and inflation

rates relative to the US. 4 Thus, aside from testing the relevance of information rigidities

for the determination of the forecast error itself, the inclusion of control variables also

reveals whether the forecast revisions fully capture their predictive content. If this is

the case then estimating

st+h − Ftst+h = α + β0(Ftst+h − Ft−1st+h) + φ(∆st−1) + γzt−1 + ut+h,t. (10)

should result in a significant β0, but in an insignificant γ-vector of estimated coefficients

for the control variables in zt.
5

Since the dataset provided by Consensus Forecasts includes 1-month, 3-month and

12-month forecasts, two-step ahead forecasts are unavailable. Thus, for h=1 we have

4The chosen set of fundamentals is partly due to data availability but is sufficient to incorporate
considerations of conventional exchange rate models such as the monetary approach, uncovered interest
parity or purchasing power parity. See Sarno and Taylor (2005) for a comprehensive overview of
fundamental exchange rate models.

5Chinn and Frankel (1984) were the first to analyze the predictive power of exchange rate expecta-
tions based on a related linear regressions of the kind st+h−st = a1 +a2(Ft(st+h)−st)+Et+k. Jongen
et al. (2008) summarize the empirical evidence and also reject the hypothesis of unbiased exchange
rate expectations, implying significant prediction errors, a finding which will be critically discussed
further below.
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to replace Ft−1(st+1) by Ft−2(st+1) leading to the following equation:

st+1 − Ftst+1 = α + β0(Ftst+1 − Ft−2st+1) + φ(∆st−1) + γzt−1 + ut+1,t. (11)

A competitor hypothesis to explain the predictability of forecast errors has been estab-

lished by referring to forecasters tendency to smooth their predictions over time (An-

drade and Bihan, 2013). Coibion and Gorodnichenko (2015) derive the forecast smooth-

ing from an intertemporal maximization problem, which contains both discounted ex-

pected future forecast errors and expected future forecast revisions. The first-order

condition under full information rational expectations (no information rigidities) can

be estimated using

st+1 − Ftst+1 = α + β0(Ftst+1 − Ft−1st+1)+

β1(Ft−1st+1 − Ft−2st+1) + ut+1,t.
(12)

where β0 is expected to be negative, while β1 should be positive. The sign restriction

arise from the intertemporal trade-off of adjustment costs to new information. If, for

instance, a forecaster decides to ignore current exchange rate observation for the sake

of smoothing, tomorrows expectation adjustment will have to be a lot stronger in order

to keep track of the exchange rate trend. Given the frequency of the dataset’s forecasts,

we modify equation (12) for h = 1.

st+1 − Ftst+1 = α + β0(Ftst+1 − Ft−2st+1)+

β1(Ft−2st+1 − Ft−11st+1) + φ(∆St−1) + γzt−1 + ut+1,t.
(13)

We have also estimate alternative specifications where the forecast smoothing terms

is modelled as Ft−2(st+1) − Ft−3(st), that is the update in 3-month forecasts. Such a

specification leaves or findings unchanged.
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2.2 Disagreement among forecasters

Earlier work by Coibion and Gorodnichenko (2012) also demonstrates that both models

of information rigidities have different implications for the forecast disagreement, which

is captured by a dispersion measure of forecasts among survey participants. In partic-

ular, forecast disagreement among participants should rise after any economic shock in

case of a sticky information model, while disagreement does not respond to shocks in a

noisy information model (except in the case heterogeneous signal-to-noise ratios).

We therefore also estimate the following equation of the forecast disagreement Dt,

measured as the absolute difference between the strongest and the weakest forecast

(abs(Ft+1,strongest − Ft+1,weakest)):

Dt = α + βDt−1 + γ
′
zt + ε

′
unt + ut+h,t, (14)

where the vector zt includes changes in the industrial production and interest rate

differential and relative inflation rates. The vector unt is included to account for ad-

ditional possible determinants of exchange rates disagreements. We adopt the Chicago

Board Options Exchange volatility index (VIX), domestic and foreign economic policy

uncertainty provided by Baker et al. (2015) and oil price shocks according to Hamilton

(1995). Equation (14) is estimated for h = 1 and h = 12. Estimation results for h = 3

are also available upon request.

3 Data and Preliminary Tests

Survey data on exchange rate expectations is obtained from Consensus Economics. The

fact that names of forecasters are published in the monthly issues of Consensus eco-

nomics results in a reputation effect which assures that survey data is considered to

be the most adequate measure of expectations. Our main sample runs from 1999:1
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until 2015:12. We follow standard procedures in the literature and calculate the ge-

ometric mean in order to aggregate exchange rate expectations (Jongen et al., 2008).

In addition, we are also interested in the disagreement among FX forecasters for the

G7 currencies for which we use the absolute difference between strongest and weak-

est forecast as a measure of disagreement. A similar measure has been considered by

Cavusoglu and Neveu (2015). The forecasts we consider are provided on the second

monday of each month. Forecasters are therfore unaware of the exchange rate at the

end of the month where the forecast is provided. The last observable exchange rate

change therefore corresponds to the difference between the end of the previous months

and the survey date.

Data on spot exchange rates, inflation, industrial production, VIX, and short-term

interest rates are obtained from Datastream. We also include the Economic Policy

Uncertainty Index (EPUI) provided by Baker et al. (2013), which is based on text-

searching in the large newspapers for both the US and the domestic economy. Oil price

shocks are calculated according to Hamilton (1995).

In a preliminary step, we conducted various unit root tests to assure that no spurious

regressions are estimated. Both, the forecast error st+1 − Ft(st+1) and the forecast

updates Ft(st+1)−Ft−2(st+1) and Ft−2(st+1)−Ft−11(st+1) are clearly stationary, implying

a cointegrating relationship between realized and expected exchange rates as well as

between expectations across different horizons. Thus, OLS estimates can be adopted

since all control variables are stationary.
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4 Empirical Results

4.1 FX Expectations and information rigidities

As a starting point, we compare different estimates for the information rigidity coeffi-

cient β0 in Equation (11) for specifications with and without control variables summa-

rized in zt−1. The detailed results are available upon request but the findings show that

the rigidity estimate is mostly significant and positive. The magnitude of the coefficient

only slightly decreases once lagged exchange rate changes and the other controls are

included, implying that the results we describe in the following are robust to alternative

specifications. As discussed in the next section, this is also the case if we control for

autocorrelation based on a slightly different empirical setting.

Table 1 provides estimations for the specification including controls. Except for the

euro/dollar exchange rates as a borderline case, the regressions provide a significant

and positive estimate for β0. It is also remarkable that the magnitude hardly differs

across the different currencies under observation. As expected, the control variables

are often insignificant. That implies that the forecast error remains unaffected by

fundamentals. In line with noisy information models, lagged exchange rate changes

are highly significant reflecting the fact that signal-to-noise ratios vary across survey

participants.

While Table 1 has provided estimations for the expectation updates between t− 3

and t− 1 and the forecast error in t, we now focus on Equation (13) which additionally

includes the expectation update between t − 12 and t − 3 for t. We do not observe

any evidence for forecast smoothing. The significance of β0 hardly changes while the

absolute magnitude slightly decreases. β1 is either insignificant or enters with a negative

sign. The second finding is potentially explained by remaining serial correlation and

our limited data availability in the sense that the only forecast smoothing we can
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account takes place over a difference of nine months. Another explanation is that the

high amount of noisy information leads to a quick diminish of previous forecasts when

expectations are formed. As previously outlined, we have also conducted estimates

where we model the forecast update as Ft−2(st+1)− Ft−3(st) for h = 1 and alternative

specifications.6 This also does not provide any evidence for forecast smoothing.

Taking our sample into account, a natural question is whether the degree of infor-

mation rigidities is subject to structural changes. To shed some light on this issue,

we the test by Bai and Perron (1998, 2003) to account for possible instabilities in the

coefficients of Equation (11). The basic idea is to choose breakpoints such that the sum

of squared residuals for all observations is minimized. The estimated breakpoints by

definition represent the linear combination of these segments which achieve a minimum

of the sum of squared residuals (Bai and Perron, 2003). Table 3 provides the estimated

breakpoints as well as the subsample estimates of Equation (13) given this breakpoint.

The break point is often located between 2008 and 2010. The significance of the rigidity

coefficient varies across countries and is determined by the length of the subsample. For

UK, Japan, Canada, Korea and Singapore the rigidity estimate is only significant in

the second subsample and increased in absolute terms. A reversed picture is observed

for Chile and India. However, their subsample ends in 2010, leaving a small number of

observations for the second sample.

4.2 Information rigidities, rational expectations and random
walk behavior

Assessing the significance of the vector zt in the previous section is already equiva-

lent to a test of rationality given the fact that all information on fundamentals should

be included in the current forecast, implying a non-significant effect of fundamentals

6We have also excluded (st − st−1) when including Ft−2(st+h)− Ft−3(st).
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on forecast errors. This section aims at investigating the importance of information

rigidities for more conventional tests of rationality. The literature on exchange rate

expectations has adopted different tests for rational expectations. In particular, Chinn

and Frankel (1984) were the first to use the predictive power of exchange rate expec-

tations st+1 − st = a1 + a2(Ftst+1 − st) + ξt+1 as a measure of forecast rationality. A

rejection of the null hypothesis that a1 = 0 and a2 = 1 have been taken as evidence of

biased rather than rational expectations (Jongen et al., 2008). A second possibility is a

test for error orthogonality. The idea is to regress the forecast error on its own lagged

value which, under REH, should not contain any valuable information. Such a test

can be conducted for both the forecast error and the estimation error of Equation (11)

where we have accounted for the role of information rigidities as explanatory variables

for the prediction error:

ξt = a1 + a2ξt−1 (15)

ut+1,t = a1 + a2ut,t−1 (16)

As outlined earlier, exchange rate expectations are formed at the beginning of each

month t for the end of the next month t+1, implying that forecasters do not observe the

end–of–month exchange rate in t when conducting forecasts for t+1. Quite surprisingly,

the literature has not acknowledged the statistical fact that exchange rates are random

walks in this context: The exchange rate in each period can be expressed as the sum

of all previous shocks which do not die out implying a high degree of persistence and

autocorrelation. In both Equation (15) and (16), significance of a2 simply reflects this

first-order autocorrelation which arises from the fact that st−1 is embedded in both

Et−1 and ut−1. This pattern does neither imply irrational behaviour nor predictability

in real time. It does, however, potentially violates the error term assuptions of OLS.
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To adress these issues, we re-estimate our main equation by including the end of

month exchange rate change between t and t − 1 instead of the change between the

date of the survey and the exchange rate at the end of the previous month.

st+h − Ftst+h = α + β0(Ftst+h − Ft−1st+h) + φ(∆st) + γzt−1 + ut+h,t. (17)

This equation now considers the last available information for exchange rate fore-

casts in t when forecasting for t+ 1, including both the expected exchange rate and the

final observation of the exchange rate. The full estimation results are available upon

request but still display a significant β0 coefficient for all countries, providing further

robustness to our findings.

Table 4 provides the corresponding estimates and the p-value for the test a2 = 0 for

both the prediction error and Equation (17). While a2 = 0 is always firmly rejected

for Equation (16) at the 1% level, a2 = 0 is not rejected at the 10% for 7 out of 10

cases based on Equation (17) with the rejection not significant at the 5% level for the

British Pound. This suggests that significant prediction errors in conventional estimates

reflect autocorrelation due to the frequency of survey updates. In fact, Equation (17) is

equivalent to taking first-differences of the exchange rate which is well-known to remove

predictability in random walks (Hamilton, 2017).

4.3 Disagreement among forecasters

As a starting point, we access the stationarity of disagreement among exchange rate

forecaster over 1 month, 3 month and 12 month. The unambiguous finding according

to Table 5 is that disagreement is always stationary over all horizons since the null of a

unit root is always rejected. This implies that the strongest and weakest forecast share

the same stochastic trend and are therefore cointegrated. This finding is in line with

the idea that disagreement among forecasters usually fluctuates around a steady state
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level and is not driven by stochastic trends.

As a next step, we analyze potential drivers of exchange rate disagreement. Besides

changes in relative interest rates, CPI and Industrial Production as fundamentals and

lagged disagreement, we also consider exogenous oil price shocks according to the def-

inition of Hamilton (1995) and domestic and US policy uncertainty and the VIX as

potential drivers of uncertainty.7

The findings in Table 6 and 7 show that fundamentals hardly affect disagreement.

Inflation, industrial production and interest rates are hardly significant. Exceptions

are Japan, Brazil and Australia where changes in the industrial production differential

reduce disagreement over one month. Another exceptions is the effect of interest rate

changes in Brazil and Singapore. The unavailability of domestic policy uncertainty at

the beginning of the sample reduces estimates for the four emerging economies. Esti-

mating models with equivalent samples without domestic uncertainty does not change

the underlying findings. This is in line with noisy information models and intuitive

given the fact that exchange rates are easily observable.

Lagged disagreement is always significant, pointing to persistence in exchange rate

uncertainty. A comparison of the estimates of τ in Equation (14) for disagreement over

one month and one year according to Table 5 and Table 6 shows that the persistence is

much higher for disagreement over one year with the estimates except for the euro always

exceeding 0.5 and being close to 0.8 in many cases. This is plausible since disagreement

over the exchange rate in the next month is by definition no longer materializes in the

next period while the uncertainty regarding the exchange rate in t+12 to a large extent

remains relevant the t+ 1.

An interesting question is whether exchange rate disagreement can be explained by

alternative uncertainty measures. Newspaper based US economic policy uncertainty is

7We do not include the measure of Jurado et al. (2014) which is constructed out-of sample.
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hardly relevant with only Japan and Canada over one month and one year positively

affected while the effect on Brazil and India is even negative. Domestic policy uncer-

tainty partly increases exchange rate disagreement in UK, Australia, Brazil and India

over one month but is not relevant over one year.

The VIX also has a positive effect on exchange rate disagreement over one month

for the euro area, Brazil, Chile, Singapore, India and Korea while the effect is slightly

negative for Canada. The same patterns with slightly less significance is observed over a

one year horizon. A positive impact is also found for Australia. Changing the underlying

specification of price shocks according does not display any significant results.

4.4 Bayesian VAR estimates

Taking into account that the estimations of Equation (14) in the previous section as-

sume that exchange rate uncertainty should be considered as the left-hand side vari-

able, applying a vector autoregressive (VAR) framework is a natural extension since

all variables are treated endogenously. We therefore adopt a Bayesian VAR approach

for country-by-country models which are estimated via Gibbs sampling. Each model

consists of the following set of variables for each model:

Zt = [dist, Oilt, dπt, dyt, dit, Unt, V IXt]. (18)

Similar to our Equation (14), we include interest rate differential, industrial pro-

duction differential and inflation differential and incorporate US economic policy un-

certainty, oil price shocks and the VIX to account uncertainty shocks. We neglect

domestic policy uncertainty given the previous estimations and the lack of data for

some countries.

We rely on a Minnesota prior specification and a burn-in period of 500 observations.

The Bayesian framework enables us to include a prior specification which accounts for
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the high degree of persistence and put more weight on the first won lags. This is in line

with our previous empirical estimates.

For the sake of brevity, we only present findings for dispersion regarding the month

exchange rate since the findings for twelve months essentially display equivalent find-

ings. As a starting point of our analysis, we provide F -tests for the disagreement

Equations in Equation (7). The findings are available upon request and show that

disagreement is hardly explained by the considered regressors with the null hypothesis

that the corresponding coefficients are equal to zero frequently not rejected.

Figure 1 to 8 provide the impulse response functions for the disagreement equation.

In line with numerical estimates, no systematic significance is detected. It is also re-

markable that all estimates despite own lags are small in absolute terms, suggesting

that different confidence intervals would not change the overall conclusion. There are

some small exceptions for VIX and US Policy Uncertainty with the former for exam-

ple displaying a small but persistent shock for UK, Brazil, Canada and Korea, These

findings are in line with a noisy information model which postulate that disagreement

does not respond to shocks. The remaining impulse response functions available upon

request show that disagreement hardly displays any significant effects.

5 Conclusion

This paper has analyzed the role of information frictions for exchange rates at an aggre-

gated level. Our results illustrate a significant impact of forecast updates on expectation

errors, providing evidence for information rigidities. This finding is robust against a

variety of alternative specifications. Our results confirm the importance of unobserved

fundamentals which reflect noisy signals for forecasters. The frequently observed in-

significance of fundamentals can be potentially attributed to the fact that different
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fundamentals are used as scapegoats for unobserved exchange rate changes at different

points in time (Bacchetta and van Wincoop, 2004). We also argue that traditional tests

for rationality are of little use since they do not account for the statistical implications

of random walk behavior.

We detect little evidence for a systematic effect of fundamentals or uncertainty mea-

sures on exchange rate disagreement. This result is consistent with the findings obtained

by Coibion and Gorodnichenko (2012) for inflation, implying that information rigidi-

ties in exchange rate expectations reflect imperfect information models characterized

by noisy rather than sticky information. These findings do not rule out heterogeneous

forecasting rules or beliefs at the individual level but suggest that the intuitive and

general framework we adopt explains main patterns in exchange rate expectations.

Our analysis also offers interesting avenues for further research. While we have con-

sidered realized fundamentals, relying on expected fundamentals potentially delivers

further insights on drivers of expectations and information rigidities. However, this

task is currently complicated by the unavailability of survey data related to fundamen-

tals over the same frequency. The analysis of aggregated exchange rate disagreement

compared to exchange rate volatility measures also offers an interesting avenue for fu-

ture research.
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A Appendix

A.1 Tables

Table 1: Full model with lagged changes and fundamentals as controls
Country Constant β0 δ IPDIFFDIFF CPIDIFF INTDIFF

UK -0.0022 0.1510 0.8624 0.0291 0.5661 -0.0092
(-1.9666*) (2.6766***) (10.6557***) (1.6288) (1.8450*) (-1.3613)

JP -0.0040 0.1232 0.9373 3.1067 -49.7236 -0.6503
(-0.0161) (2.2244**) (11.7190***) (1.1288) (-0.8828) (-0.7095)

CA 0.0013 0.1332 0.7665 0.0226 0.9733 -0.0412
(0.5798) (2.0824**) (9.5253***) (0.3710) (1.1272) (-3.1713***)

EU -0.0006 0.0886 0.9952 0.0368 -0.4303 0.0046
(-0.2911) (1.6100) (12.0108) (0.3719) (-0.9076) (0.4348)

BR 0.0038 0.1468 0.6979 0.2806 0.6309 0.0116
(0.3041) (2.0718**) (8.0924***) (0.5379) (1.5893) (1.0875)

CL 1.0988 0.2198 1.0230 11.8414 9.0269 -1.8932
(0.7463) (3.4094***) (13.3868***) (0.2727) (0.1875) (-1.4116)

AU 0.0014 0.1452 0.7644 -0.0917 0.2462 -0.0745
(0.3660) (2.7389***) (9.8275***) (-0.4821) (2.0363**) (-5.1059***)

IN 0.1258 0.2041 0.9731 1.9997 0.5239 -0.3323
(1.5123) (3.3096***) (12.7319***) (0.6397) (0.1909) (-1.3441)

SG 0.0012 0.1202 0.7644 0.0170 0.1293 -0.0078
(0.6811) (1.9794**) (10.2269***) (1.0343) (2.2357**) (-0.8415)

KR 2.7471 0.1287 0.7434 -28.491 -61.2942 -10.3181
(0.9992) (2.1985**) (10.8268***) (-0.6789) (-0.7020) (-0.8608)

Note: The Table provides coefficient estimates for the full model according to Equation (11).

20



T
ab

le
2:

F
u
ll

m
o
d
el

au
gm

en
te

d
b
y

fo
re

ca
st

sm
o
ot

h
in

g
C

ou
n
tr

y
C

on
st

an
t

β
0

β
1

δ
IP

D
IF

F
-D

IF
F

C
P

I-
D

IF
F

IN
T

-D
IF

F

U
K

-0
.0

02
0

0.
14

73
-0

.0
98

0
0.

81
73

0.
03

00
0.

61
59

-0
.0

10
7

(-
1.

80
70

*)
(2

.7
17

3*
**

)
(-

4.
17

26
**

*)
(1

0.
40

84
**

*)
(1

.7
45

5*
)

(2
.0

87
4*

)
(-

1.
65

08
)

J
P

-0
.0

03
4

0.
11

83
0.

01
37

0.
93

42
3.

01
40

-5
4.

65
72

-0
.7

53
7

(-
0.

01
37

)
(2

.1
08

8*
*)

(0
.6

00
6)

(1
1.

63
73

**
*)

(1
.0

91
6)

(-
0.

95
87

)
(-

0.
80

70
)

C
A

0.
00

14
0.

13
75

-0
.0

24
4

0.
76

42
0.

02
06

1.
03

17
-0

.0
41

0
(0

.5
95

2)
(2

.1
42

3*
*)

(-
0.

90
03

)
(9

.4
87

9*
**

)
(0

.3
36

6)
(1

.1
90

9)
(-

3.
15

47
**

*)

E
U

-0
.0

01
2

0.
08

75
0.

00
47

0.
98

74
0.

06
67

-0
.4

72
7

0.
00

38
(-

0.
54

45
)

(1
.5

18
6)

(0
.1

71
1)

(1
1.

63
81

**
*)

(0
.6

41
5)

(-
0.

98
09

)
(0

.3
44

4)

B
R

0.
00

42
0.

15
17

-0
.0

16
2

0.
69

81
0.

26
79

0.
65

21
0.

01
11

(0
.3

34
4)

(2
.1

16
9*

*)
(-

0.
50

11
)

(8
.0

79
6*

**
)

(0
.5

12
0)

(1
.6

30
4)

(1
.0

34
3)

C
L

1.
18

16
0.

23
40

-0
.0

55
7

1.
01

71
12

.9
58

7
19

.0
32

9
-2

.2
11

0
(0

.8
08

3)
(3

.6
34

8*
**

)
(-

2.
00

41
**

)
(1

3.
40

13
**

*)
(0

.3
00

7)
(0

.3
96

3)
(-

1.
64

93
)

A
U

0.
00

14
0.

14
74

-0
.0

10
1

0.
76

30
-0

.0
91

4
0.

24
92

-0
.0

74
2

(0
.3

81
4)

(2
.7

63
3*

**
)

(-
0.

44
65

)
(9

.7
82

5*
**

)
(-

0.
47

96
)

(2
.0

53
9*

*)
(-

5.
06

66
**

*)

IN
0.

13
69

0.
20

94
-0

.0
14

6
0.

97
04

1.
90

05
0.

46
04

-0
.3

07
6

(1
.6

10
1)

(3
.3

61
5*

**
)

(-
0.

65
06

)
(1

2.
66

01
**

*)
(0

.6
06

4)
(0

.1
67

4)
(-

1.
22

84
)

S
G

0.
00

22
0.

10
70

-0
.0

92
4

0.
76

22
0.

01
63

0.
12

86
-0

.0
07

1
(1

.2
60

5)
(1

.8
26

3*
)

(-
4.

07
67

**
*)

(1
0.

59
10

**
*)

(1
.0

32
1)

(2
.3

10
8*

*)
(-

0.
79

53
)

K
R

3.
47

99
0.

13
38

-0
.0

46
2

0.
74

82
-2

3.
81

75
-7

4.
37

40
-5

.2
15

2
(1

.2
62

0)
(2

.2
98

2*
*)

(-
1.

92
01

**
)

(1
0.

96
30

**
*)

(-
0.

57
04

)
(-

0.
85

50
)

(-
0.

42
75

)

N
ot

e:
T

h
e

T
a
b
le

p
ro

v
id

es
co

effi
ci

en
t

es
ti

m
a
te

s
fo

r
th

e
fu

ll
m

o
d

el
a
cc

o
rd

in
g

to
E

q
u

a
ti

o
n

(1
3
).

*
/
*
*
/
*
*
*

im
p

li
es

si
g
n

ifi
ca

n
ce

a
t

th
e

1%
/5

%
/1

0%
le

ve
l.

21



Table 3: Break Points and Rigidity Coefficients
Country Break Point β0 First Period β0 Second Period

UK 2008:09 0.042 0.142
(0.611) (2.031**)

JP 2003:10 0.0025 0.1708
(0.026) (2.378**)

CA 2009:05 0.0918 0.2508
(1.177) (2.125**)

EU 2003:05 -0.0621 0.042
(-0.632) (0.633)

BR 2003:07 0.100 -0.0947
(1.34172) (-0.592)

CL 2010:06 0.203 0.081
(2.822 **) (0.575)

AU 2004:01 0.086 0.0545
(0.430) (1.052)

IN 2010:10 0.1667 0.098
(2.424**) (0,793)

SG 2003:05 -0.093 0.116
(-0.810) (1.780*)

KR 2008:11 0.085 0.157
(1.106) (1.731*)

Note: The Table provides estimates according to Equation (13)

for two periods separated by periods separated by the break point

with the common starting point in 1999:01 and the sample end in

2015:12. */**/*** implies significanceat the 1%/5%/10% level.
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Table 4: Rational expectation test based on error orthogonality
Forecast Error Estimation Error

Country Constant First lag F-Test Constant First lag F-Test

UK -0.0007 0.6716 -0.0000 0.1331
(-0.6117) (12.7996***) 163.8301*** (-0.0099) (1.8887*) 3.5673*

JP -0.0035 0.6568 0.0291 0.1056
(-0.0156) (12.3486***) 152.4874*** (0.0961) (1.1821) 1.3974

CA 0.0004 0.6118 0.0005 0.0294
(0.1561) (10.8584***) 117.9054*** (0.1604) (0.3342) 0.1117

EU -0.0001 0.6206 -0.0000 0.1114
(-0.0413) (11.3132***) 127.9888*** (-0.0029) (1.5727) 2.4735

BR -0.0010 0.5755 0.0007 0.075
(-0.0911) (10.5999***) 112.3573**** (0.0616) (1.0578) 1.1190

CL 0.6633 0.6801 0.0630 -0.0321
(0.4393) (13.1479***) 172.8673*** (0.0325) (-0.2661) 0.0708

AU -0.0007 0.6293 0.0002 0.2499
(-0.1737) (11.4128***) 130.2529*** (0.0521) (3.6274***) 13.1580***

IN 0.0948 0.6635 -0.0014 0.0513
(1.1070) (12.5470***) 157.4281*** (-0.0170) (0.7188) 0.5166

SG -0.0006 0.5838 0.0002 0.1644
(-0.3427) (10.3075***) 106.2440*** (0.0927) (2.3522**) 5.5330**

KR 1.5061 0.5183 0.3319 0.0915
(0.5159) (8.5909***) 73.8028*** (0.1262) (1.3017) 1.6943

Note: The Table provides estimates and tests statistics of the F test a1 = 0 and a2 = 0 according to

according to Equation (14) (left panel) and Equation (15) (right pane). Equation */**/*** implies

significance at the 1%/5%/10% level.
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Table 5: Unit Root Test of Disagreements
Country DA-1M DA-1Y

UK -5.18051** -3.64153**

JP -5.39231** -4.49869**

CA -5.01615** -3.73859**

EU -3.95156** -4.62003**

BR -4.25024** -3.62362**

CL -4.03620** -5.39886**

AU -3.67960** -2.22359

IN -4.18828** -4.04046**

SG -4.68430** -4.43903**

KR -4.10070** -2.99867*

Note: The Table provides test statistic results

for the ADF unit root test results for 1 month

and 1 year disagreement measures. */**/***

implies that a unit root is rejected at the 1%

/5%/10% level.
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Figures 

Figure 1: Exchange rate disagreement, Chile 

 

 

 

 
 
Note: This Figure provides impulse response functions from the VAR model described in Equation (15) 

for one month exchange rate disagreement of Chile. The results are provided with blue lines (impulse 

responses) and shadow areas (90% confidence bands). 
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Figure 2: : Exchange rate disagreement, Singapore 

 

 

 

 
 
 
Note: This Figure provides impulse response functions from the VAR model described in Equation (15) 

for one month exchange rate disagreement of Singapore. The results are provided with blue lines 

(impulse responses) and shadow areas (90% confidence bands). 
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Figure 3: Exchange rate disagreement, Korea 

 

 

 

 

Note: This Figure provides impulse response functions from the VAR model described in Equation (15) 

for one month exchange rate disagreement of Korea. The results are provided with blue lines (impulse 

responses) and shadow areas (90% confidence bands). 
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Figure 4: Exchange rate disagreement, Canada 

 

 

 

 
 
 
Note: This Figure provides impulse response functions from the VAR model described in Equation 
(15) for one month exchange rate disagreement of Canada. The results are provided with blue lines 
(impulse responses) and shadow areas (90% confidence bands). 
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Figure 5: Exchange rate disagreement, Australia 

 

 

 

 
 
Note: This Figure provides impulse response functions from the VAR model described in Equation 
(15) for one month exchange rate disagreement of Australia. The results are provided with blue lines 
(impulse responses) and shadow areas (90% confidence bands). 
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Figure 6: Exchange rate disagreement, Euro 

 

 

 

 
 
Note: This Figure provides impulse response functions from the VAR model described in Equation 
(15) for one month exchange rate disagreement of the Eurozone. The results are provided with blue 
lines (impulse responses) and shadow areas (90% confidence bands). 
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Figure 7: Exchange rate disagreement, UK 

 

 

 

 
 
 
Note: This Figure provides impulse response functions from the VAR model described in Equation 
(15) for one month exchange rate disagreement of UK. The results are provided with blue lines 
(impulse responses) and shadow areas (90% confidence bands). 
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Figure 8: Exchange rate disagreement, Brazil 

 

 

 

 
 
Note: This Figure provides impulse response functions from the VAR model described in Equation 
(15) for one month exchange rate disagreement of Brazil. The results are provided with blue lines 
(impulse responses) and shadow areas (90% confidence bands). 
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