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The Application Of Local Indicators For Categorical Data (LICD)
In The Spatial Analysis Of Economic Development

Abstract

The paper makes an attempt to apply local indicafor categorical data
(LICD) in the spatial analysis of economic develepin The first part discusses
the tests which examine spatial autocorrelationdategorical data. The second
part presents a two-stage empirical study coveiig’olish NUTS 3 regions.

Firstly, we identify classes of regions presentidifferent economic
development levels using taxonomic methods of vatlite data analysis.
Secondly, we apply a join-count test to examingiapdependencies between
regions. It examines the tendency to form the abatusters. The global test
indicates general spatial interactions between oegi while local tests give
detailed results separately for each region.

The global test detects spatial clustering of ecoically poor regions but
is statistically insignificant as regards well-déwmeed regions. Thus, the local
tests are also applied. They indicate the occureeoicfive spatial clusters and
three outliers in Poland. There are three clustefrsvealth. Their development is
based on a diffusion impact of regional economittres. The areas of eastern
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and north western Poland include clusters of pouerhe first one is impeded
by the presense of three indiviual growth centvasl|e the second one is out of
range of diffusion influence of bigger agglomeratio

Keywords join-count test, spatial dependence, local inttica of spatial
association (LISA), exploratory spatial data an@ysSESDA), economic
development, taxonomic analysis

1. Introduction

The problem of spatial dependence is more and megeently discussed
within the framework of spatial economic reseaffhis particular concept is of
high importance since it indicates the occurrentehe intensity of certain
phenomena depends on their spatial location. le chghe majority of socio-
economic phenomena the existence of positive spiEendence is their natural
property.

This observation was presented in the form of Tiabl&irst Law of
Geography according to which “Everything is relatedeverything else, but
near things are more related than distant thingsfbker 1970). Failure to
include the existence of spatial dependence in @oanresearch can lead to
cognitive errors (Paelinck and Klaassen 1979, Ansg988, Haining 2003,
Arbia 2006, LeSage and Pace 2009).

The aim of the paper is to identify classes ofaegipresenting diversified
economic development levels and to apply a joimtdeast to examine spatial
dependences as regards these classes. The stuels ¢be situations of 66
Polish NUTS 3 regions (sub-regions) in 2011. Thygaes were divided into two
groups presenting relatively low or relatively highels of economic development.
Groups were distinguished using taxonomic methbdwuttivariate data analysis.

The paper is divided into two main sections. Thst fsection discusses
statistical tests of spatial autocorrelation, pneséeheir classification as regards
a frame of reference and also data type, andadteplains tests for qualitative
data in detail. The second section covers an eoapigtudy; it presents the
distinguished classes of regions and discussesethdts of global and local
join-count tests.
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2. Tests of spatial autocorrelation for categoricatlata

The function of spatial autocorrelation is mosteoftapplied in the
identification of spatial dependence with referent® socio-economic
phenomena. Statistical tests, examining the statissignificance of spatial
autocorrelation, are commonly included among tludstof exploratory spatial
data analysis (ESDA). Anselin distinguished gloaat local tests of spatial
autocorrelation (Anselin 1995). Global tests exanmotal spatial autocorrelation
between regions, while local tests refer to theasibns of individual regions;
identifing spatial clusters and also outlier regiomhe results of the studies can
support planning of the regional development pading spatial management.

The most frequently applied global statistical tésdpatial autocorrelation is
Moran’s | test (Cliff and Ord 1973, 1981), whiled@g¢s C (1954) and Getis-Ord'’s
G (Getis and Ord 1992) tests were also proposetheSuf these statistics are
also available as local indicators of spatial aisgion (LISA). They examine
quantitative data set, e.g. values of Gross Doméainduct (see Kopczewska
2006, pp. 69-70, Suchecki (Ed.) 2010, pp. 112-Slighecka (Ed.) 2014, p. 41).

In the field of economic research, territorial gsnére often classified in
regard to their social and economic situationsxtmene regional diversification.
Multivariate data analysis methods are frequenthedu for these purposes.
Revealed classes can be equivalent (e.g. the ecormofiles of regions) or
ranked (e.g. the good, moderate or poor situatifrregional labour markets).
These classes as regards statistical measurenasdes sce realizations of non-
metric variables such as, accordingly, nominal amdinal variables (see
Walesiak 1993). In this situation, a set of terigiounits is described by qualitative
(categorical) data.

In terms of qualitative data the measurement ofiapaependence in the
global perspective, it is possible to follow thénfoount test application (Cliff
and Ord 1973, 1981, see also Kopczewska 2006, $848 Suchecki (Ed.)
2010, pp. 110-112, Pietrzak et al. 2014). A localiant of the measure
represents a family of local indicators for catégmirdata (LICD) (Boots 2003).

The values of the global test are determined jpifutt all regions and the
statistical properties of the test are well knowhf{ and Ord 1973, 1981). One
of the most important issues while using a joinfaaest is to select the type of
an adjacency matrix. This significantly affects #realysis results. A contiguity
matrix is most frequently used, while other apphesccan be, for example,
based on applying tHenearest neighbours method.

Let assume that “white” (W) means a relatively peoonomic situation,
while “black” (B) — a relatively good economic sition of a region. In the case
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of a two-colour map, the idea of join-count statstconsists in counting the
white-white (WW), white-black (WB) and black-blackBB) types of
neighbourhoods (Cliff and Ord 1973, 1981):

BB:;ZH“Z”:WU. XX, 1)
ww:%ZZwJ L-%)1-x,) (2)
szgizn:vvij (% —x,)° 3)

i=1j=1

where: x;, X; take the value of 1 for a region belonging to bieck class (B)
and the value of 0 for a region belonging to thétevblass (W),w, — an element
of an adjacency matrix.

In case of positive spatial autocorrelation ocawes the neighbourhood
of units marked by the same colour should be thmimiating one over the
neighbourhood of units having different colours.h@tvise, a negative
correlation can be adopted. If “one-colour” neighitfmods are not dominant
over the “two-colour” ones, it indicates the randdistribution of a variable.

While examining statistical properties of join-coutest, one of two
following assumptions regarding a binary non-metaciable is assumed. The
first one assumes that each territorial unit ig by realizations of a random
variable of Bernoulli distributiorb(p), pD(O,l,Where p is the probability of
occurring 1, similarly like in sampling with replment. The second one
assumes that the random variable records in eadtidation, the value 1 or
zero with equal probability (similarly like in saiimg without replacement).

For both assumptions, it was proved that BB and B¥atistics
demonstrate asymptotic normal distributions (Glifid Ord 1973, 1981). In the
test standardized BB and BW statistics are used:

_ BB-E(BB)

Zoe JVvar(BB) '

_ BW-E(BW) )

JVvar(BW)

ZBW
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A determination of the values éBB and Zew statistics requires knowledge
of the moments of their distributions which difarcording to the sampling method.
In sampling with replacement, distribution momesft8B statistics are given in (5),
while for BW in (6) (Cliff, Ord 1973).

a8m=%w%,

Var(BB) = %[pzsl +p3(s,-28)+ p(s, - S,)} (5)

E(BB) = plL- IS,
1 i (6)
Var(88) = [pli- pis, +4p°(1- p)(s, 25

While sampling without replacement, the proceduse niuch more
complicated (see Cliff and Ord 1973, pp. 5-6). figpothesis regarding the lack of

statistical significance of spatial autocorrelati®mejected, if the value of thég,

statistics is located in left-hand rejected arethevalue ofZ g statistics is located

in right-hand rejected area.
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A different way of testing thehypothesis of theklaf spatial autocorrelation
is proposed in permuation approach. An a prioriegivnumber of colour
permutations on the map is performed. Then for @a&chutation, the values of
the BB and BW statistics are calculated. In thetnsteps an empirical
distribution of both statistics is determined usisgrcalled pseudo-levels of
significance:

#(BBperm 2 B obs)_l
Pes = K1
_#(Bw,, = BW, )-1 (7)

obs

k+1

Pew

where BB, and BW,

obs

mean the values of statistics for real spatiargement
of colours, while BB oraz BW mean the values for permutation

perm perm
arrangements the number of permutations).

These three statistics (BB, WW, BW) can be alsad disetesting the local
dependencies (in relation to each single unit). el@v, using local tests is more
difficult than using a global test. The first issgethat the neigbourhood matrix
is determined separately for each region, using,ef@ample, the contiguity
matrix or k-nearest neighbours matrix. The secatlpm is that the statistical
properties of the local test are unknown. Thus, significance of spatial
dependencies can not be statistically validated.

3. Classes of regions presenting different level§ @conomic development

Comparative studies examining situations of regia@ml territorial
diversification frequently use taxonomic method®pased in the field of
multivariate data analysis (see e.g Chojnicki anzlyzC1973, Grahiski,
Wydymus and Zel&a1989, Strahl (Ed.) 2006). The first group of thesthods
tends to distinguish internally homogenous andrezgilyy separable classes of
units. This is the domain of cluster analysis (Haial. 2006, Everitt and Dunn
2001, Florek et al. 1951, Kolenda 2006, pp. 74-10%js approach is useful,
among others, in the situation when the purpos¢hefstudy is to identify
clusters featuring, for example, a similar job nearlstructure, a similar
economic profile, etc. (see e.g. Markowska 201&35{Ed.) 2006).
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Figure 1. The 16 Polish NUTS 2 regions (dark boldre) divided into 66 NUTS 3 regions (grey
line)
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Source: http://stat.gov.pl/statystyka-regionalmgestki-terytorialne/nomenklatura-nts/nts-3-3559/.

The second group covers methods used to arrangaitsein accordance
with a superior criterion. These methods deternree positions of units in
comparison to the other units. International litera most frequently indicates
factor analysis in the field (Hair et al. 2006, Biteand Dunn 2001). Polish
literature proposes a family of linear arrangemeethods (see e.g. Hellwig
1968, Grahiski 1984, Pluta 1976). One of the extensions o thincept is the
TOPSIS method (Technique for Order of PreferenceShyilarity to Ideal
Solution) proposed by Hwang and Yoon (1981) witlthfer developments by
Yoon (1987), Hwang, Lai and Liu (1993).

The second approach will be applied in the follayétudy. The purpose
of the research is to examine regional diversificatof the economic
development level in Poland in 2011. The study cotee situation of 66 Polish
NUTS 3 regions, located in 16 NUTS 2 regions (Fegdy.
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Economic development refers to the production leeebnomic growth,
entrepreneurship, as well as the willingness t@shvand also the situation in
regional job markets. The intention of the authaws to construct a set of
variables which account for all the issues. In fingt step the statistical data
availability was examined. The set of variable® dlad to meet the following
application criteria: comparability, clear defiom of the research problem,
measurability and usefulness in the descriptionpb&énomena for NUTS
3 regions, and also formal criteria: relatively higtatistical variation and low
statistical correlation. Table 1 presents the fg®lof diagnostic variables.

Table 1. The set of diagnostic variables

No Name of variable Unit

1 | Per capitaGross Domestic Product PLN

5 .Natior.lal economy entities included in the REGON stgiper 10,000 Entity
inhabitants

3 | Per capitainvestment outlays in enterprises PLN

4 | Average monthly gross salaries and wages PLN

5 | Registered unemployment rate %

Source: Authors’ own elaboration.

In the next step, the TOPSIS method was appliedcexamine the
development levels of Polish NUTS 3 regions. Onghef main advantages of
this method is comparing the situations of unita fositive ideal pattern as well
as a negative ideal pattern (see tuczak and Wy28dki, Wysocki 2010).

There were proposed a few ways of defining featofepattern-object,
depending on the aim of the research and emipkivalviedge (see e.g. Hellwig
1968, Pluta 1976). In the presented study the ipesitlieal pattern takes the
form of an artificial object which represents thghest real reached values of
variables having a positive impact (stimulants) dahd lowest real reached
values of variables having a negative impact (degtints). The negative ideal
pattern is calculated inversely. The majority ofested variables indicate
stimulants of economic development. Only unemplayintepicts structural or
economic difficulties with regional labour market.

Next, the data was normalized using unitizatiorhvegiéro minimum. After
normalization the variables take values in the €00, 1.0]. Then the values of
variables with negative impact (registered unempieyt rate) were translated
into variables exerting a positive impact by suttirey the value of 1.
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Following the above, Euclidean distances betweeh ezgion ith region)
and the positive ideal patterfdIP) and also between each regiih fegion) and the
negative ideal patterrN{P), were calculated. Then the values of the symtheti
measure for each regioBNl) were calculated (Hwang and Yoon 1981):

_ NP
' NIP +PIP (8)

Figure 2. Two classes of NUTS 3 Polish regions pesting different levels of economic
development

Source: Authors’ own elaboration on the basis ¢ ¢movided by Local Data Bank of the Central
Statistical Office of Poland (BDL GUS).

The synthetic measure takes its values in the rahd®.0, 1.0], where
1 is determined for a region presenting the moatueable values of variables,
while 0 is presented by a region with the most vodaable values. The highest
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value (0.998) was recorded for the city of Warsde (Mazowieckie NUTS
2 region); the capital city of Poland. The secondifion was taken by the city
of Pozna (0.703) located in the Wielkopolskie NUTS 2 regidihe rest of
regions took values in the range [0.654, 0.182F Tdwest value was recorded
for Etcki region, located in the Warfgko-Mazurskie NUTS 2 region.

In the next step, on the basis of recorded valfi¢iseosynthetic measure,
regions were assigned to classes presenting diffelevels of economic
development. Division criteria were presented il (1990, pp. 95-102). In
the following study, due to the occurrence of thlier value recorded by the
city of Warsaw, the median value was used to @jsish classes of regions.
Figure 2 presents the classification of NUTS 3argi The first class identifies
a relatively low level (white colour), while thecgd class refers to a relatively
high level of economic development (black colour).

There are visible clusters characterized by the level of economic
development, e.g. in the northern Poland (apartnfrorojmiejski and its
surrounding Gdaski NUTS 3 region). Clusters featuring a relativalgh level
of economic development, in western Poland, sontRedand and also central
Poland are also observed. Additionally, we canceotiutlier well-developed
regions, e.g. Biatostocki and Lubelski sub-regimnsastern Poland.

4. The global join-count test in examining spatiatiependence

The application of the join-count test will verdgnclusions made in the previous
section which were based on the visual analysithefregional diversification of
economic development levels in Poland. Table Z2pteghe analysis results.

Table 2. Global join-count test results

Type of tested relation Statistics Expected valpe aridhce Z-value
Www 10.4591 8.1230 0.6968 2.798
BB 8.8863 8.1230 0.6968 0.914
BW 13.6545 16.7538 2.0044 —2.189

Source: Authors’ own calculation using spdep paek@ivand et al. 2014) of R-CRAN.

The results of join-count test are not obviousathlcases, i.e. examining
of black-to-black and white-to-white relations. Tiest proved the occurrence of
a positive spatial dependence in case of regis@aliing a low level of socio-
economic development. Therefore, regions featuangw development level
show a tendency towards spatial clustering.
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Spatial clustering of poor regions can indicate thase regions present
a slow, however, ongoing withdrawal of resourceshsas enterprises, human
capital, etc. It results in the advancing detetiora of the situation in the
regions grouped in such a spatial cluster. It &isogs about the expansion of
spatial cluster boundaries to more regions feaguaniow development level.
This situation is difficult to change and, additdly, it will probably keep
advancing by further decrease in the level of dgwakent compared to well
developed regions.

The results of the join-count test for black-todiarelation are not
obvious. Contrary to visual assessment of the reguihe taxonomic analysis
presented in Figure 2, the join-count test resmiticate insignificant spatial
dependence for regions characterized by a relgtikiglh development level.
The global test shows an overall situation andlmaffected by outlier regions.
The study needs to be supplemented by a detaitdgsanof spatial dependence.

5. The application of local join-count tests in exaining spatial clusters

Specifying the value of local indicators for catdgal data (LICD) seems
to be a natural complement of the results of tleball join-count test. It can
become a tool for spatial cluster identificatiogpecially in the situation when the
global join-count test indicates the statisticalgnificance of spatial dependence.

In the first step the contiguity matrices were daiaed for each region.
Furthermore, 25% of regions showing the highesueslof BB and WW
statistics (Equations 1-2) were selected. It wasraed that for these regions there
is the highest possibility of occurrence of locasifive spatial dependencies.

On the basis of local join-count test statisti¢ge types of regions were
distinguished. Figure 3 shows the analysis restilte. A-type areas include the
NUTS 3 regions that had the highest values of Waltistics, while the B-type
areas recorded the lowest values of WW statisiibe. C-type areas cover the
NUTS 3 regions with the highest values of BB statés while the D-type areas
had the lowest values of BB statistics. The E-tgpas show high values of BW
statistics. The white areas display statisticalgmficance of BB, WW and BW
statistics.

The test results revealed five spatial clustersvistg different economic
and spatial relations between NUTS 3 regions. Hngekt cluster consists of
A-type NUTS 3 regions located in the eastern Pokamdl B-type regions. This
cluster includes NUTS 3 regions of eastern, soatiteen and also north eastern
Poland of A-type and their B-type neighbours. Ttligster comprises almost
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25% of the country’s total area and approximatél9o2of the total population.
It represents an area with the highest share aighieultural sector in relation to
other parts of Poland. The Podkarpackie, Lubel$tellaskie andwictokrzyskie
NUTS 2 regions also belong to the poorest regioitisimthe European Union.
Their per capita GDP is much below the nationataye while the unemployment
rate is much above the national average.

The second spatial cluster was formed in north evasPoland. The
Koszaliiski NUTS 3 region of A-type establishes the coréhe$ cluster and its
surrounding regions of B-type determine the spaimatiers of this cluster.

The next three spatial clusters display high ecaaatavelopment. Each
of them consists of a well developed NUTS 3 redmnmregions) of C-type with
neighbouring D-type regions. The strongest econailtyigés the spatial cluster
located in central Poland with the core of the @fyWarsaw. This cluster
includes a greater part of the Mazowieckie NTSdiare.

The second spatial cluster covers the most indliged area of Poland.
This cluster is formed by selected NUTS 3 regiohthe Opolskie andlaskie
NUTS 2 regions. The third, and also the biggestiapeluster includes NUTS
3 regions located in the middle of western Polding. cluster covers the area of the
Lubuskie and also a part of the Wielskopolskie Rabhaslaskie NUTS 2 regions.

The E-type areas such as the Biatostocki, LubalsliRzeszowski NUTS
3 regions show a relatively good economic develagnevel. All of them are
located in the eastern Poland, within economicadigr NUTS 3 regions. They
can be defined as outliers due to their negatiséamlependences with reference to
their neighbouring regions.

They establish local growth centres and are unébléorm economic
clusters. They do not constitute economic supmortifeir neighbouring regions
and negatively affect their situations. Outliers nicibbute to draining
neighbouring regions due to the fact that they aaace of concentration of
investment outlays and one-way flows of well quedif human resources, etc.
This leads to the deterioration of situations of thther regions forming the
eastern spatial cluster.
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Figure 3. Local join-count tests results — five typs of regions according to economic development
levels and spatial dependences
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Source: Authors’ own elaboration.

6. Conclusions

The paper made an attempt to apply a join-countttethe analysis of
spatial dependences between classes of regionydrsp different economic
development levels. Two approaches were includettienstudy. The first one
examined the overall spatial interactions, while #econd one concerned the
particular situations of regions.
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The global join-count test indicated statisticalignificant spatial dependence
exclusively for NUTS 3 regions featuring a low lewé economic development.
In case of NUTS 3 regions showing relatively higtvelopment levels, the test
indicated the statistical insignificance of spatigpendence.

The results pointed out the strengths and weakaeasfsthe global join-
count test. It shows an overall situation in spatlastering. The presence of
outliers, i.e. extremely well or poorly developeastjions which display statistical
significance of spatial dependence of BW statistes significantly influence the
test results.

Local join-count test facilitates more extensivelgsis of the studied
issue. The application of local indicators of splatssociation (LISA) can
indicate convergence processes, regions excefdyoeaposed to poverty,
processes of forming metropolitan areas etc.

The results of local join-count tests indicated dleurrence of five spatial
clusters in Poland. Two of them can be seen as afepoverty, while three of
them can be classified as clusters of wealth. Thieséers cover the industrialized
area of southern Poland and also two areas pregeht best developed service
sector in Poland. These clusters can develop dtleetdiffusion of innovations
and other support given by regional economic centre

The widest area is covered by regions which fomstelrs of poverty. The
biggest one is located in the eastern Poland arehdp from the Elbtki to
Nowosydecki NUTS 3 region. The majority of its regionsvba poor economic
situation which is also impeded by three local giowentres which take over
the potential and current sources of developmehés& centres contribute to
economic disparities in eastern Poland. The sequowbrty cluster covers
regions located in north western Poland. This &ezut of range of diffusion
influence of the cities of Szczecin and the TrojskeNUTS 3 region.

This preliminary study can be a starting pointfiother research. One of
the difficulties in using local join-count teststimat their statistical properties are
unknown and their results cannot be validated. §d¢wond issue is considering
the situations of Polish regions without refererioe neighbouring foreign
regions. There are macro-regions, e.g. Nysa Egjioneonsisted of neighbouring
regions of Poland, Germany and Czech Republic, hichv cross-border
cooperation exists and strong spatial relationauioc€he third problem is to
determine the number of related units for whichltiwal join-count test is applied.
In the study, the k-nearest neighbour method wakeal But this method can pose
problems when considering regions located neardbetry borders.

The last problem concerns the level of territoriivision, type of
territorial units and their internal structure. N§'B regions were analyzed in the
study due to statistical data availability of th@imeconomic statistics, e.g.
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GDP, investment outlays etc. But NUTS 3 regionstamnetorial units established
for statistical purposes, they are not administeatinits. In Poland, they usually
cover a few neighbouring districts located in tbgitory of the same province.
Thus, a NUTS 3 region is usually not economicatiyniogeneous because each of
its districts realizes its individual economic dieygnent plan. The development
levels and directions, and progress rates canfsignily differ within the NUTS
3 unit. The second type of NUTS 3 regions coversiaitrative units which
function independently and, in Poland, include tiiggest agglomerations.
Comparing different units showing different intdrrgtructures affects the
analysis results, “a 5-ton elephant is not equaltins of ants”. In all the situations,
additional theoretical, empirical, and simulatitudées are recommended.
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Streszczenie

ZASTOSOWANIE LOKALNYCH WSKA ZNIKOW DLA DANYCH
JAKO SCIOWYCH (LICD) W PRZESTRZENNEJ ANALIZIE
ROZWOJU GOSPODARCZEGO

W artykule podjto proky zastosowania lokalnych wskikow dla danych jak@iowych
(LICD) w przestrzennej analizie rozwoju gospodagozé&V pierwszej efci omowiono testy
shegce do badania autokorelacji przestrzennej na pedstaanych jaké&iowych. W drugiej
czsci zaprezentowano dwu etapowe badanie empiryczejnopce 66 polskich regionéw
klasy NUTS 3.

Najpierw zidentyfikowano klasy regionéw prezeyo®j r&ny poziom rozwoju
gospodarczego, z wykorzystaniem taksonomicznychod metielowymiarowej analizy
statystycznej. Naginie zastosowano test join-count w celu f&réa przestrzennych
zalenasci migdzy regionami. Bada on tendencje do tworzegislastrow przestrzennych. Test
globalny wskazuje og6lne interakcje przestrzennelayiregionami, natomiast testy lokalne
dajg szczegdtowe wyniki w odniesieniu do poszczegalegmmnow.

Globalny test join-count ujawnit przestrzenne gmpnie s¢ regiondw 0 niskim
poziomie rozwoju gospodarczego, nie potwierdzitngéd zalenasci przestrzennych
w odniesieniu do regionéw dobrze rozwiych. Z tego wzgllu badanie uzupetniono
0 zastosowanie lokalnego testu join-count. Ujawmit wysgpowanie piciu klastrow
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przestrzennych i trzech regionéw odgtgich. Zidentyfikowane zostaty trzy klastry bogactwa
Ich rozwo6j bazuje na dyfuzyjnym oddziatywaniu mglioych centréw wzrostu. Obszar Polski
wschodniej oraz péincno-zachodniej zapgnlijastry biedy. Sytuacja pierwszego z nich jest
pogarszana przez trzy indywidualne centra wzresitgmiast drugi klaster znajdujeegpoza
zasggiem dyfuzyjnego wplywugkszych aglomeracii.

Stowa kluczowe test join-count, zalmasé przestrzenna, lokalne wskéki zalenasci
przestrzennych (LISA), eksploracyjna analiza danyshestrzennych (ESDA), rozwoj
gospodarczy, analiza taksonomiczna



