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Abstract

Since the beginning of the 1990s, the issue of income convergence has received consid-
erable attention in economic research. Although a vast number of empirical studies has
emerged, evidence on the role of spatial interaction is still rather scarce. The present
paper is an attempt to provide additional information on the spatial aspect of conver-
gence. Spatial econometric methods are used to investigate regional convergence in
West Germany. The results indicate that spatial interaction is an important element of
regional growth. However, considering spatial effects does not alter the general conclu-
sion that regional income growth is characterised by a process of convergence.

JEL Classification:  C21, C52, O18, R11
Keywords:  Regional convergence, Spatial interaction, Spatial econometrics
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1. INTRODUCTION

Since the beginning of the 1990s, the issue of regional disparities has received consider-
able attention in economic research. The renewed interest is partly caused by the devel-
opment of new growth theory and new economic geography, starting with the work of
Romer (1986, 1990), Lucas (1988) and Krugman (1991). Concerning the implications
for regional disparities, the new theorectical approaches have an important similarity.
The result, convergence or divergence, depends crucially on details of the models (see
Bröcker 1996). Thus, theory alone can not provide explicit conclusions with regard to
the development of regional disparities. The issue, whether regional per capita income
tends to converge, remains a task of empirical research. However, although a vast lit-
erature on new economic geography and endogenous growth has emerged during the
last decade, empirical research focused on the traditional model of exogenous growth
developed by Solow (1956) and Swan (1956). The majority of empirical studies on con-
vergence applies a methodology that bases on the Solow-Swan model, i.e. on the pre-
diction of absolute or conditional convergence. The model implies that economies grow
faster the further they are from their steady state value. Thus, assuming the same steady
state, poor economies tend to realise a higher growth of per capita income than rich
ones. If the steady states differ, the concept of conditional convergence has to be con-
sidered (see Barro and Sala-i-Martin 1995).

Until the mid of the 1990s, most tests for convergence consisted of cross-sectional re-
gressions, with income growth as the dependent variable and the initial level of income
as explanatory variable. This approach was applied to various samples of nations and
regions. Frequently, additional variables were included on the right hand side in order to
control for differences in the steady states (e.g. Barro and Sala-i-Martin 1995 or
Mankiw, Romer and Weil 1992). During the last years, empirical research on conver-
gence has proceeded in a number of directions. One topic in this respect is the panel
data estimation of the convergence equation, that allows to take into account unobserv-
able or unmeasurable differences in the steady states (see Islam 1995). A second line of
research emphasises the behaviour of the entire regional income distribution over time.
Quah (1993, 1996a) argues that the traditional cross-section regressions provide only a
limited understanding of the convergence process because they analyse an average ten-
dency, the behaviour of a representative economy. In contrast, Quah (1996a, 1996b)
suggests a Markov chain approach to analyse the dynamics of the entire income distri-
bution.

However, all of these approaches view the region as an isolated entity. Empirical re-
search largely neglected the role of spatial interaction, although theoretical mechanisms
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such as technological spillovers or factor mobility, that are presumably decisive forces
in the process of convergence, have a geographical dimension (see Rey and Montouri
1999). Up to now only a few studies have explicitly considered the spatial perspective
of convergence. The corresponding results provide evidence for the importance of spa-
tial effects with respect to the development of regional disparities. One group of these
studies combines spatial methods with the Markov chain approach (see Quah 1996b,
Fingleton 1999 and Rey 1999). The integration of spatial association into a Markov
chain framework allows to examine the role of spatial proximity in the evolution of re-
gional income distributions. The findings of Quah (1996b) suggest that spatial effects
are more important than national factors for explaining the dynamics of regional con-
vergence in Europe. This result is confirmed by an analysis of Rey (1999) for US States.
He shows that the upward and downward mobility for States in the regional income
distribution is affected by the relative position of adjacent regions in the same distribu-
tion.

A second line of research applies measures of spatial association and spatial regression
models to analyse regional convergence. Armstrong (1995), López-Bazo et al (1999)
and Rodríguez-Pose (1999) investigate regional convergence in the EU simultaneously
considering the spatial perspective of growth. They provide evidence on a significant
spatial interaction. For both the income level and the growth of per capita income, a
positive spatial autocorrelation is detected. The growth pattern in Europe is character-
ised by clusters, consisting of several adjacent regions, that tend to grow at similar rates.
Moreover, the results indicate that the traditional approach, to test absolute convergence
by cross-sectional regressions, is misspecified due to omitted spatial effects. Armstrong
(1995) and Rodríguez-Pose (1999) add national dummies or nationally weighted vari-
ables to eliminate the spatial autocorrelation in the error term. However, these specifi-
cations are rather restrictive, because they exclude spatial effects across national bor-
ders. Moreover, by assuming that all regions of a EU member state belong to the same
national growth cluster, the possibility of corresponding spatial structures within each
member state is ignored.1 More flexible approaches in this regard are spatial regression
models. Rey and Montouri (1999) apply these methods to analyse US regional income
convergence. Their results suggest that a misspecification due to ignored spatial de-
pendence might also occur if intranational convergence is considered.

Summarising the results of previous studies, there is some empirical evidence on the
significance of spatial effects in the analysis of regional income convergence. However,

                                                
1 The high degree of spatial aggregation in the data used by Armstrong (1995) and Rodríguez-Pose

(1999) might also hide the existence of different growth clusters below the national level. This sup-
position is confirmed by the results of López-Bazo et al (1999). On the basis of more disaggregated
regional data, they detect clusters that comprise only parts of the respective EU member state.
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the number of studies that explicitly deals with spatial effects is rather small. Therefore,
the issue whether the current results on regional convergence are robust with respect to
the ignored spatial dimension of growth has yet to be investigated. The present paper is
an attempt to provide additional information on the spatial aspect of convergence. Spa-
tial econometric methods are used to investigate regional convergence in West Germany
over the period 1976-1996.

The rest of the paper is organised as follows. In section 2 the empirical methodology is
presented. The data and empirical results are described in section 3. Section 4 con-
cludes.

2. METHOD

The point of departure for the analysis of regional convergence in West Germany is the
traditional cross-sectional regression applied to analyse absolute convergence. In this
notion of convergence, the unit of observation is viewed as an isolated entity. However,
the present paper focuses on the spatial perspective of growth and convergence. The
central issue is whether spatial interaction is important with respect to regional conver-
gence. In other words, does the consideration of the spatial effects alter the results re-
garding β -convergence? Therefore, spatial dependence or spatial autocorrelation is an
essential element of the analysis.

2.1 Spatial autocorrelation

Spatial autocorrelation describes the relation between the similarity of a considered in-
dicator and spatial proximity. Anselin (1988) notes that it is generally taken to mean the
lack of independence among observations in cross-sectional data sets. Thus, positive
spatial autocorrelation implies a clustering in space. Similar values, either high or low,
are more spatially clustered than could be caused by chance. Negative autocorrelation
points to spatial proximity of contrasting values (Anselin and Bera 1998). In contrast to
the clearly defined autocorrelation in time-series, the dependence is multidirectional in
the spatial case.

Measures of spatial autocorrelation take into account the various directions of depen-
dence by a spatial weights matrix W. For a set of R observations, the matrix W is a R×R
matrix whose diagonal elements are set to zero. The matrix specifies the structure and
intensity of the spatial effects. Hence, the element wij represents the intensity of effects
between two regions i and j (see Anselin and Bera 1998). A frequently applied weight
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specification is a binary spatial weight matrix such that wij = 1 if the regions i and j
share a border and wij = 0 otherwise. Instead of using the concept of binary contiguity,
in this study the elements of W are based on a distance decay function. To generate dif-
ferent structures of spatial interaction, a negative exponential function is employed:

(1) )0(          )exp(* ∞<<⋅−= EEijij dw ββ ,

with dij as distance between the centres of the regions i and j and β E  as distance decay
parameter. To facilitate the interpretation and computation of spatial autocorrelation, the
spatial weights matrices are row-standardised, i.e. the weights *ijw  are divided by the
corresponding row sum. The standardised weights wij measure the regional share in
overall spatial effects on a certain observational unit. Particularly expressive with regard
to the interpretation of the results is the “half-life distance” dE E= (ln ) /2 β  , i.e. the
distance that reduces the spatial effects by 50%. Apart from the half-life distance, a
transformed parameter γ E  )10( ≤≤ Eγ  will be used for interpreting the results (see
Bröcker 1989, Stetzer 1982).2 It measures the percentage decrease of the spatial effects
if distance expands by a given unit. With increasing γ E  geographical impediments gain
in strength, so that the decline of spatial interaction becomes more pronounced with in-
creasing distance from region i .

The results of tests for spatial dependence are influenced by both the choice of the re-
gional unit of analysis and the choice of spatial weights (Anselin 1988). In order to
check the sensitivity of the results with respect to a variation of W, the whole range of
γ E  is considered throughout the analysis. In addition, the variation of W seems to be
appropriate, since there rarely exists definite a priori information about the geographical
range of spatial growth dependence.

The spatial association of the income level and the growth of per capita income is ana-
lysed by Moran’s correlation coefficient. This coefficient distinguishes by both fairly
simple computation and interpretation. In contrast to other measures of spatial autocor-
relation, the Moran coefficient is zero in the case of no spatial autocorrelation irrespec-
tive of analysed variable or regional system (Hordijk 1974). The Moran coefficient is
given by:

                                                
2 The transformed parameter is given by: MINE D

E e ⋅−−= βγ 1 , where DMIN  denotes the average distance
between the centres of immediately neighbouring regions over the whole cross-section, in the present
case 40 kilometres.
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where xi,t is the considered variable in region i in year t (in deviations from the mean), R
the number of regions and Rb the sum of all weights. So, in the present case, with stan-
dardised weights, Rb equals R.

For measuring spatial autocorrelation in regression residuals, a number of tests has been
developed. In order to derive robust inference, several tests are used in the following re-
gression analysis: a Moran test and two Lagrange Multiplier tests (LMLAG, LMERR). The
Moran test provides reliable results for alternative forms of ignored spatial dependence,
whereas the LM tests supply precise information about the kind of spatial dependence
(see Anselin and Rey 1991, Anselin and Bera 1998, Anselin and Florax 1995). Accord-
ing to the results of these tests, different spatial models can be estimated if necessary,
i.e. in case of a misspecification.3

2.2 Spatial regression models

A common approach to investigate regional convergence is the traditional cross-
sectional regression with income growth )/ln( tTt yy +  as dependent variable and the ini-
tial level of income )ln( ty  as explanatory variable. Using matrix notation, the uncondi-
tional convergence model is given by:

(3) uy
y

y
t

t

Tt ++=��
�

�
��
�

� + )ln(ln 10 αια ,

where ι  is a column vector of R ones. The rate of convergence β  can be obtained using
the relation T/)1ln( 1αβ −−= . The OLS estimation of equation (3) provides the Best
Linear Unbiased Estimator (BLUE) if the error terms are independently and identically
distributed with zero mean. Moreover, standard inference procedures assume that the
joint probability distribution is a normal distribution:

(4) ),0(~ 2 INu σ .

In order to analyse conditional convergence, differences in the steady states have to be
considered by adding explanatory variables in equation (3) that proxy these differences.

                                                
3 See Anselin (1988) for a detailed description of test statistics and spatial regression models.
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Frequently, the investment rate or human capital variables are included to control for
different steady states in conditional convergence models.

Spatial effects are not considered in the standard models applied to analyse conditional
or unconditional convergence. However, ignoring spatial effects, when they are in fact
present, leads to serious econometric problems. If a spatial association of growth is not
sufficiently covered by the explanatory variables, the misspecification is reflected by
spatially autocorrelated residuals. Thus, in this case, the assumption of uncorrelated er-
ror terms is violated. The definite consequences of the misspecification depend on the
form of spatial autocorrelation. Anselin and Rey (1991) distinguish two different forms:
substantive spatial dependence and nuisance dependence. The latter refers to spatial
autocorrelation that pertains to the error term and can be caused by measurement prob-
lems, such as a poor match between the spatial pattern of the analysed phenomenon and
the units of observation. The substantive form of dependence characterises economic
phenomena that incorporate spatial interaction. Both forms of spatial dependence can
result in model misspecifications if they are ignored. The presence of spatially autocor-
related residuals violates the assumptions of the OLS model and may lead to biased or
inefficient estimates, depending on the form of spatial autocorrelation.

Although the omission of spatial interaction can adversely affect the econometric re-
sults, empirical evidence on the importance of spatial effects for regional convergence is
still rather scarce. Rey and Montouri (1999) conclude that it is unclear to what extent the
current evidence on convergence is robust to ignored spatial effects. Spatial economet-
rics provide a number of approaches to detect such misspecifications. Specific regres-
sion methods can be applied to analyse regional convergence in models that explicitly
incorporate spatial effects.

The spatial error model is an appropriate approach if nuisance dependence causes the
misspecification of the traditional convergence model. Although an OLS regression of
equation (3) still yields unbiased estimates of the convergence rate, inference may be
misleading since the precision of the estimates is affected. The spatial process pertain-
ing to the error terms can be expressed as:

(5) ελ += Wuu ),0(~ 2IN σε ,

where ε  is a vector of independently and identically distributed disturbances, λ  is a
spatial autoregressive parameter and Wu  is the weighted average of the errors in adja-
cent regions. Taking into account the spatial autocorrelation of the error term, the un-
conditional convergence model becomes:
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The matrix )( WI λ− is invertible if λ lies strictly between (−1, 1) since the weight ma-
trix W is row-standardised (see Anselin 1988, Case et al 1993).4 In the model given by
equation (6), the effect among neighbouring regions is limited to error term or respec-
tively unmodeled effects. Thus, on average the growth of per capita income is properly
explained by the convergence hypothesis (see Anselin et al 1998). Rey and Montouri
(1999) point to an interesting implication of the spatial error model when applied to the
subject of regional growth. A random shock introduced to a specific region will not only
affect the growth rate in the respective region. The effects of the shock will diffuse
throughout the entire regional system because of the spatial dependence of the error
term. Movements away from a steady state equilibrium induced by a shock are not re-
stricted to the corresponding region, but instead apply to a set of adjacent regions by
spatial spillovers.

If the ignored spatial effects are of the substantive form, the OLS regression of equation
(3) will result in biased estimates of the convergence rate. All inference based on the
traditional regression will be incorrect. To achieve proper estimates, the dependence can
be incorporated into the traditional specification through a spatial lag of the dependent
variable:

(7) u
y

yWy
y

y
t

Tt
t

t

Tt +��
�

�
��
�

�
++=��

�

�
��
�

� ++ ln)ln(ln 10 ραια

uWIyWI t
1

10
1 )())ln(()( −− −++−= ραιαρ ,

where ρ  is the spatial autoregressive parameter of the spatially lagged dependent vari-
able.5 The spatial lag model can be interpreted in several ways (see Rey and Montouri
1999, Anselin and Bera 1998). From an essentially technical perspective, the model can
be viewed as a filter controlling either for a spatial association of growth or for conver-
gence, i.e. the effect of the initial income level. Thus, it allows to investigate whether a
spatial dependence of regional growth is a by-product of convergence and a spatial
clustering of the initial income. In contrast, if the focus is on the convergence process,

                                                
4 The regularity conditions can more precisely be expressed in terms of the eigenvalues of W. The cor-

responding inequality is : − (1/ωmax) < λ < 1, where ωmax is the absolute value of the largest negative
eigenvalue of W (see Anselin 1988, p. 79).

5 As in the spatial error model, the matrix (I−ρW) is invertible if the spatial autoregressive parameter ρ
lies strictly between (−1,1).
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the model can indicate whether the negative relationship between growth and initial
level remains robust after spatial dependence has been controlled for.

Another interpretation emphasises the spatial interaction in the data generating process.
The lag specification implies that the growth rate of a region is affected not only by its
own initial income level, but likewise by the income growth and, therefore, the initial
income level in adjacent regions. On average regional income growth is not solely ex-
plained by the local level of the initial income, but also, indirectly through the effect on
income growth, by the income level everywhere in the regional system (Anselin et al
1998).

A substantive dependence in the process of regional convergence can as well be incor-
porated by a spatial lag of the explanatory variable )ln( tyW . As in the case of the spa-
tially lagged dependent variable, the consequences of a corresponding specification er-
ror are serious, biased coefficient estimates and invalid inference procedures (see Florax
and Folmer 1992). The corresponding spatial cross-regressive model is given by:

(8) uyWy
y

y
tt

t

Tt +++=��
�

�
��
�

� + )ln()ln(ln 10 ταια .

In general, the spatial lag model and the cross-regressive model with a spatially lagged
income level tend to explain the same spatial growth effect, i.e. that regional income
growth is affected by both the local income level and the initial income in adjacent re-
gions. However, whereas the spatial interaction in the lag approach extends over the en-
tire regional system, of course with declining intensity due to a distance decay, the spa-
tial effects in the cross-regressive model are restricted to regions that are adjacent ac-
cording to the matrix W.

3. EMPIRICAL RESULTS

3.1 Data

Due to the long-term nature of the analysis, the study is constrained to the West German
regions.6 The spatial units of observation base on German planning regions (Raumord-
nungsregionen). These functional regions comprise several NUTS III-regions that are
linked by intensive commuting. Thus, the regional system considers the spatial range of

                                                
6 For East German regions neither the required data are available nor could an analysis provide reason-

able conclusions in view of the transformation process.
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economic activity to some extent. The applied spatial methods require slight modifica-
tions of some planning regions in order to provide reasonable centres for all regions that
allow the computation of interregional distances. The largest city of the region serves
usually as the centre. The agglomeration Berlin is not considered because of the isolated
location until 1989. The modified regional system consists of 71 units of observation.

The growth of regional per capita income, measured by gross value added per em-
ployee, is analysed for the period between 1976 and 1996. The corresponding data are
not available from official statistics at a small regional scale. Thus, estimates of regional
employment and gross value added, based on information from official statistics, have
to supply the necessary data (Bade 1997a, 1997b)7. In order to check whether the results
are robust, in additional regressions conditional convergence is analysed. A human
capital variable is included on the right hand side of the convergence equation to take
into account differences in the steady states.8 The regional disparities with respect to
human capital are measured by the share of highly qualified employees (academic de-
gree) in total employment in 1976. The data on regional employment base on the Ger-
man employment statistics.

3.2 Spatial autocorrelation of per capita income and growth

The analysis of regional per capita income and growth by means of the Moran coeffi-
cient provides strong evidence of spatial dependence. The results point to a significant
positive correlation of both initial income level and subsequent regional growth (see
Table 1). The variables are more spatially clustered than could be caused by chance. This
result is rather robust with regard to a variation of the spatial weight matrix. Irrespective
of the used distance decay, a significant positive autocorrelation is detected for income
growth and the initial income level. A fairly different result emerges for the income level
in 1996. The coefficient is not significant and even changes the sign. This suggests that
the regional growth process caused a dissolution of high and low income clusters be-
tween 1976 and 1996.

Although the Moran coefficient for )ln( 76y  and )/ln( 7696 yy  increases with growing
distance decay parameter γ E , the findings do not allow to conclude that the intensity of
spatial dependence rises with declining spatial distance, since simultaneously the sig-
nificance of Moran’s It declines. The coefficient rises but at the same time the standard

                                                
7 For a detailed description of the estimation method see Bade and Niebuhr (1999).
8 It is not possible to consider differences in the investment rate since corresponding regional data are

not available.
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deviation of the estimates systematically increases. Thus, so far the analysis provides no
precise information about the geographical extent of spatial dependence.

Table 1. Spatial autocorrelation of income and income growth 1976-1996

Spatial weight matrix
(Negative exponential function)

Moran coefficient It (standardised z-value)

Distance decay parameter γE )ln( 76y )ln( 96y )/ln( 7696 yy

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0.01 (3.57)**

0.04 (3.38)**

0.06 (3.17)**

0.08 (2.98)**

0.10 (2.83)**

0.12 (2.71)**

0.14 (2.57)*

0.16 (2.38)*

0.17 (2.09)*

-0.02 (0.60)

-0.02 (0.71)

-0.03 (0.74)

-0.04 (0.70)

-0.04 (0.61)

-0.04 (0.51)

-0.04 (0.43)

-0.04 (0.38)

-0.05 (0.40)

0.02 (5.21)**

0.07 (5.52)**

0.11 (5.64)**

0.15 (5.55)**

0.19 (5.28)**

0.22 (4.85)**

0.24 (4.27)**

0.25 (3.59)**

0.24 (2.80)**

Notes: ** significant at the 0.01 level,
* significant at the 0.05 level.

The pattern of spatial association, i.e. different income and growth clusters, can be il-
lustrated by a mapping of decomposed results of the Moran test. The positive spatial
autocorrelation indicated by the Moran coefficient bases on clusters of regions with
similar income levels or growth rates. The decomposition of the coefficient into the
contributions of individual regions distinguishes four types of spatial association. Re-
gions contribute to positive spatial autocorrelation in two cases: a region with a high
(low) value of the variable is surrounded by regions with similar high (low) values.
Negative spatial autocorrelation arises if regions with a high (low) value of the variable
are surrounded by areas with low (high) values (Anselin 1994). In Fig. 1 to 3 these cate-
gories are mapped for income growth and the income levels in 1976 and 1996. The cor-
responding distance decay Eγ  is 0.5.
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Fig. 1. Spatial association of ln(y76) Fig. 2. Spatial association of ln(y96)

Fig. 3. Spatial association of ln(y96 / y76)

The regional income distribution in 1976 as well as income growth between 1976 and
1996 in West Germany are characterised by a marked contrast between the northern and
the southern part, though with opposite sign (see Fig. 1 and 3). Concerning income
growth, the regions can roughly be assigned to two large clusters characterised by
similar growth rates: a southern area with most regions realising above average in-
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creases and a northern part experiencing only a modest growth.9 The spatial pattern of
the initial income is slightly more dispersed. However, there is a large cluster of low in-
come regions in Bavaria roughly coinciding with the high growth cluster in the south.
High income regions cluster primarily in the northern part of West Germany. Though,
there is a second group of high income regions in the south-west. As expected, regions
characterised by a negative spatial association are primarily located at the margin of dif-
ferent clusters, since in these areas regions with dissimilar growth rates or income bor-
der on each other.

Due to the high growth between 1976 and 1996, some regions of the low income cluster
in the south moved upward in the regional income distribution. The opposite applies to
the wealthier cluster of northern regions. Because of the slow income growth, some of
these regions moved downward into lower income categories. These moves within the
regional income distribution caused a disintegration of the low and high income clusters
that marked the regional disparities in 1976. This raises the question whether the spatial
dependence of income growth is merely a by-product of convergence. In other words,
the clustering of the initial income level together with a process of absolute convergence
might have caused the positive autocorrelation of income growth.

3.3 Estimation results

The estimation results for the traditional convergence equation (3) as well as for the dif-
ferent models that incorporate spatial effects are summarised in Table 2. In the first col-
umn the OLS estimates of the non-spatial model are presented. The coefficient of the
initial income level is significant and negative, providing support for the hypothesis of
absolute β -convergence. However, with a rate of roughly 1% the implied speed of
convergence is rather slow compared to the findings of previous studies on regional
convergence. A considerable number of studies yields very stable estimates of the con-
vergence rate of about 2% per year for different cross sections of regions (e.g. Barro
and Sala-i-Martin 1995). Seitz (1995) and Schalk and Untiedt (1996) provide similar
evidence on regional convergence in West Germany.

Furthermore, the overall fit of the specification with an adjusted R2 of 0.09 is rather
poor. Additionally, all three tests for spatial autocorrelation provide strong evidence of a
misspecification due to ignored spatial effects. A comparison of the LMLAG test and the
LMERR test suggests that the omitted spatial dependence is of the substantive form, since

                                                
9 Regional employment growth in West Germany is characterised by a similar pattern between 1976

and 1996. See Niebuhr (1999) for an extensive description of the corresponding results.
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the LMLAG test achieves a higher level of significance. Thus, the consequences with re-
gard to the quality of the model can be expected to be severe because ignoring substan-
tive spatial dependence results in biased estimates and invalid inference. The poor per-
formance of the traditional convergence equation is underlined by the significant
Breusch-Pagan test for heteroscedasticity and the presence of two outlying observations,
the regions München and Wilhelmshaven.10

Table 2. Regression results for regional income growth 1976-1996
- entire cross section -

OLS Maximum Likelihood (ML)Explanatory
variables (1) (2) (3) (4)

ln(y76) -0.010**
(2.41)

-0.006
(1.63)

-0.005
(1.65)

-0.007*
(2.12)

W ln(y76)
(γE = 0.5)

-0.035**
(3.79)

λ (γE = 0.5) 0.58**
(3.09)

ρ (γE = 0.5) 0.57**
(3.11)

2
adjR 0.09 0.24

AIC -591.7 -603.2 -596.7 -596.4

HQ -589.9 -600.5 -594.9 -593.7

Moran´s It 3.2** (0.4)1)

[0.1-0.7]2)
-

LMERR 5.4* (0.5)
[0.4-0.6]

- 3.9* (0.3)
[0.3]

LMLAG 10.5** (0.5)
[0.3-0.8]

- 4.6* (0.4)
[0.4]

Breusch-Pagan 13.9** 10.8** 15.1** 17.0**

Outlying
observation

Wilhelmshaven
München

Wilhelmshaven
Karlsruhe

Wilhelmshaven
Südpfalz

Nordschwarzwald

Wilhelmshaven
Südpfalz

Nordschwarzwald
Karlsruhe

Notes: ** significant at the 0.01 level,
* significant at the 0.05 level,
1) corresponding distance decay γE,
2) range of γE with significant spatial autocorrelation of the error term at the 0.05 level.
The OLS t-statistics are based upon White’s heteroscedasticity-adjusted standard errors.

                                                
10 The outlying observations are defined as those with standardised OLS residuals exceeding 2.5.
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The estimation results for the models with spatial effects are given in the columns (2) to
(4). The selection of the spatial models bases on a variation of the distance decay pa-
rameter, respectively weight matrix, of the integrated spatial effects. Information criteria
and tests for spatial autocorrelation are used to identify appropriate spatial weights.
Thus, the chosen model, i.e. distance decay, provides the best fit simultaneously cap-
turing, if possible, the overall spatial interaction that characterises the regional income
growth. The regressions yield significant spatial coefficients with expected signs in all
three specifications. As the Akaike Information Criterion (AIC) and the Hannan-Quinn
Criterion (HQ) indicate, the integration of spatial effects increases the fit of the
model.11 The tests for spatial dependence suggest that there is no or only little spatial
interaction remaining unexplained in the models. In the case of the spatial cross-
regressive model (column 2), none of the tests is significant for any weight matrix. The
significant spatial dependence of productivity growth detected above is sufficiently
captured by the explanatory variables. For the spatial lag and the spatial error model the
evidence of spatial dependence in the error term is rather weak. No test is significant at
p=0.01 and the significance at p=0.05 only relates to one weight matrix.

However, a number of problems also marks the spatial approaches. The significance of
the initial income level decreases considerably. In the cross-regressive model and the er-
ror model (column 3) only the spatial effects remain significant. There is no reasonable
interpretation of this results with regard to the neoclassical convergence hypothesis.
Additionally, the Breusch Pagan test indicates that taking into account spatial effects
does not solve the problem of heteroscedastic error terms. And finally, there are still
outlying observations in the spatial models. This suggests that besides ignored spatial
interaction outliers might affect the estimation results. Since the estimation of hetero-
scedastic error models does not lead to a satisfactory outcome, in the following the fo-
cus is on outlying observations and leverage points.

In general, the outlying regions do not correspond with the convergence relationship
formed by the majority of the observations. But not every outlier will seriously affect
the estimate of the convergence rate. Vertical outliers that are characterised by an un-
usual growth rate, but are not outlying with respect to the initial income, will mainly af-
fect the constant. The effect on the convergence rate tends to be rather small. In con-
trast, leverage points, i.e. outlying observations with regard to the initial income level,

                                                
11 The fit of the alternative models can only be compared by information criteria, since the traditional R2

measure is not applicable to the spatial regression models that have to be estimated by maximum
likelihood.
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might have severe consequences for the precision of the regression coefficients if they
are also marked by an unusual growth rate (bad leverage points).12

In order to identify highly influential observations that might adversely affect the esti-
mate of the convergence rate, Cook’s distance is used. 13 This measure takes into ac-
count leverage and the size of the residual. Concerning the traditional convergence re-
gression, the results of Cook’s distance indicate that six observations (Wilhelmshaven,
München, Karlsruhe, Frankfurt, Südpfalz, Nordschwarzwald) should be examined. This
group of regions includes all observations that were identified as outliers in one of the
regression models described above. The potential effect of these conspicuous observa-
tions for the estimated rate of convergence is ambiguous because they have large posi-
tive and negative residuals. The marked deviation from the average convergence rela-
tionship that characterises these regions might be traced back to quite different explana-
tions. Concerning the regions Wilhelmshaven and Karlsruhe, the results of other studies
(e.g. Schalk et al 1995) suggest that the unusual values are caused primarily by data
problems, i.e. deficiencies of the applied indicator gross value added at market prices.14

In the case of München, spatial effects seem to matter since the region is an outlier only
in the initial OLS regression without spatial interaction. This suggests that the growth of
the region München corresponds rather precise with the average spatial interaction es-
timated in the spatial regression models. The opposite might apply to the regions
Südpfalz and Nordschwarzwald. They are identified as outlying observations only in the
spatial approaches pointing to an unusual performance with respect to the spatial effects
of growth.

To investigate the influence of the potential leverage points, dummy variables for the
outlying regions are introduced. This allows to control the effect of the outliers without
removing the observations from the data set. In contrast to the deletion of unusual data
points, this approach permits to comprise the spatial interaction of the outlying regions
in the spatial regression models. The estimation results for the traditional and the spatial
convergence models including the dummy variables for the outlying regions are sum-
marised in Table 3. The findings confirm the identification of leverage points based on

                                                
12 Rousseeuw (1997) provides a survey on robust estimation methods applied to detect outliers in multi-

ple regressions. For an application of the least trimmed squares estimator see Funke and Niebuhr
(2000).

13 Cook’s distance is given by: 222 )1(/ iiii hksehD −= , where ih  is the i-th diagonal element of the hat
matrix ( XXXXH ′′= −1)( ), 2s  is an unbiased estimate of the residual variance and k is the number
of explanatory variables including the constant.

14 In both regions the share of production taxes and subsidies in gross value added at market prices lies
significantly above the average level. The same explanation might also apply to the region Südpfalz
where the area Germersheim realises a high proportion of production taxes and subsidies. The analy-
sis of Schalk et al (1995) indicates that the inclusion of such observations can result in biased esti-
mates.
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Cook’s distance since in the modified regressions the convergence rate and the 2
adjR

significantly differ from the previous results. Controlling the effects of the leverage
points increases the fit of the convergence equation15 and the estimated speed of con-
vergence. The Breusch-Pagan test indicates that the outlying observations also caused
the heteroscedastic error terms in the initial specifications. However, the non-spatial ap-
proach presented in the first column is still misspecified due to ignored spatial interac-
tion.

Table 3. Regression results for regional income growth 1976-1996
- Dummy variables for leverage points -

OLS Maximum Likelihood (ML)Explanatory
variables (1) (2) (3) (4)

ln(y76) -0.015**
(6.73)

-0.013**
(5.74)

-0.012**
(5.11)

-0.012**
(5.42)

W ln(y76)
(γE = 0.3)

-0.032**
(3.71)

λ (γE = 0.5) 0.64**
(3.90)

ρ (γE = 0.5) 0.60**
(4.28)

2
adjR 0.62 0.67

AIC -651.5 -661.2 -658.5 -663.3

HQ -647.9 -656.7 -654.9 -658.8

Moran´s It 4.1** (0.3)1)

[0.1-0.8]2)
2.2* (0.5)
[0.4-0.6]

LMERR 7.4** (0.5)
[0.3-0.7]

- -

LMLAG 21.5** (0.4)
[0.2-0.9]

5.0* (0.6)
[0.5-0.7]

6.8** (0.4)
[0.3-0.5]

Breusch-Pagan 2.5 1.7 2.0 1.6

 Notes: ** significant at the 0.01 level,
* significant at the 0.05 level,
1) corresponding distance decay γE,
2) range of γE with significant spatial autocorrelation of the error term at the 0.05 level.
The OLS t-statistics are based upon White’s heteroscedasticity-adjusted standard errors.

The results of the diagnostics point to a spatial dependence of the substantive form since
the LMLAG test achieves highest significance. This is confirmed by the estimates of the
spatial models. The specifications that incorporate substantial effects, i.e. the spatial

                                                
15 Deleting the leverage points in an OLS regression of the traditional model yields an adjusted R2 of

about 0.4.
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cross-regressive model (column 2) and the spatial lag model (column 4) realise a better
fit than the spatial error model (column 3). Additionally, Moran’s It and the LMERR test
indicate that there might remain spatial dependence unexplained in the spatial cross-
regressive and the spatial error model. A comparison of the three spatial models sug-
gests that the lag approach with a distance decay of 0.5 offers the appropriate specifica-
tion of spatial interaction.

The coefficient of the initial income level decreases in the spatial lag model when com-
pared with the traditional non-spatial regression. This is to be expected since the coeffi-
cient of the spatial lag is significant, and in this case the OLS estimates of the traditional
model are biased due to the omission of the lagged dependent variable. The considera-
tion of spatial effects results in a slightly slower rate of convergence compared to the
estimate of the traditional approach. However, taking into account the spatial dimension
of growth does not alter the general conclusion that regional income growth in West
Germany is characterised by a process of convergence. In other words, poor regions
tend to realise a higher growth of per capita income than rich ones. But an important as-
pect of regional growth is that simultaneously regions considerably benefit from high
growth in adjacent areas. The significant spatial dependence that characterises the
growth of per capita income can not be explained by a clustering of the initial income
coupled with a process of absolute convergence. The results suggest that the spatial ef-
fects are a substantive element of the regional growth process, not a by-product of con-
vergence.16

Finally, by estimating conditional convergence models, the sensitivity of the results
with respect to the assumption of a common steady state is checked. The findings of
Funke and Strulik (1999) suggest that regions in West Germany do not share a common
steady state. This evidence raises the question whether the model of unconditional con-
vergence suffers from these unconsidered differences which might cause spatial error
dependence. If region-specific steady states are spatially autocorrelated, ignoring the
differences in the steady states will result in spatially autocorrelated residuals. In this
case, the spatial effects detected in the unconditional convergence models might not
point to spatial interaction since the autocorrelation is due to the spatial structure of the
steady states.

                                                
16 There are some differences with respect to the evidence provided by Rey and Montouri (1999) for US

regional income convergence. According to their results, the spatial error model appears to be the ap-
propriate specification for the growth process of US regions, suggesting that the spatial effects are of
the nuisance form. This deviation might be caused by the differences between the units of observa-
tion. Whereas Rey and Montouri (1999) investigate US States, i.e. rather large administrative areas,
the present analysis is based on smaller functional regions. Thus, the effects of an inadequate regional
system, a poor match between the spatial dimension of the analysed phenomenon and the units of ob-
servation, might dominate and hide the substantial dependence of income growth.
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The results for the conditional convergence models are summarised in Table 4. The
share of highly qualified employees in total employment in 1976, 76HC , is used to con-
trol for differences in the steady states. The regressions yield a positive and significant
coefficients for 76HC  in all specifications, indicating growth enhancing effects of hu-
man capital. Moreover, the inclusion of the human capital variable raises the estimated
rate of convergence. This change implies that ignoring differences in the steady states
results in a downward biased rate of convergence.17 However, the non-spatial approach
(column 1) is still marked by spatially autocorrelated residuals.

Table 4. Regression results for regional income growth 1976-1996
– conditional convergence -

OLS Maximum Likelihood (ML)Explanatory
variables (1) (2) (3) (4)

ln(y76) -0.020**
(4.57)

-0.015**
(3.66)

-0.016**
(4.21)

-0.016**
(4.60)

HC76 0.18**
(2.78)

0.13**
(2.38)

0.16**
(3.59)

0.16**
(3.72)

W ln(y76)
(γE = 0.4)

-0.033**
(4.62)

λ (γE = 0.5) 0.57**
(2.97)

ρ (γE = 0.5) 0.55**
(3.11)

2
adjR 0.33 0.41

AIC -611.7 -620.0 -616.3 -617.0

HQ -608.1 -615.5 -612.7 -612.5

Moran´s It 3.1** (0.4)1)

[0.1-0.8]2)
-

LMERR 4.98* (0.5)
[0.4-0.7]

- -

LMLAG 11.1** (0.5)
[0.2-0.8]

- 4.6* (0.4)
[0.4]

Breusch-Pagan 8.0* 6.9 9.6* 10.1

Notes: ** significant at the 0.01 level,
* significant at the 0.05 level,
1) corresponding distance decay γE,
2) range of γE with significant spatial autocorrelation of the error term at the 0.05 level.
The OLS t-statistics are based upon White’s heteroscedasticity-adjusted standard errors.

                                                
17 Furthermore, the number of outlying observations is reduced by applying the concept of conditional

convergence. The decreasing number of regions that is controlled by dummy variables probably ex-
plains the reduction of the information criteria compared to the results in Table 3.
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The estimates of the spatial effects (columns 2 to 4) are more or less unaffected by the
inclusion of the human capital variable. The coefficients of the spatial variables remain
significant and just slightly change. As in the unconditional models, the rate of conver-
gence declines if spatial effects are considered. Thus, ignoring spatial interaction in the
conditional approach as well causes biased estimates of the speed of convergence. In
addition, a comparison of the spatial models confirms that the spatial dependence is
probably of the substantive form, since the specifications incorporating substantial ef-
fects tend to realise a better fit, simultaneously capturing all spatial dependence, than
the spatial error model. These results suggest that the spatial dependence of income
growth is generated essentially by spatial interaction.

The specifications of the spatial models imply that effects of random shocks will diffuse
throughout the regional system. Therefore, convergence to a steady state equilibrium
possesses simultaneously a temporal and a spatial dimension. The impact of a region-
specific shock extends by a complex pattern of spatial spillovers throughout the regional
system (Rey and Montouri 1999). The coefficient of the spatially lagged dependent
variable implies that income growth of a region increases by more than 0.5 percent
points if the growth rate in adjacent areas (adjacent according to the matrix W) increases
by one percent point. However, according to the distance decays of the spatial ap-
proaches ( Eγ = 0.4 respectively 0.5), the magnitude of the corresponding effects de-
clines rather quickly with increasing distance. The estimates suggest that the intensity of
spatial growth effects decreases by 50% over a range of approximately 50 kilometres.

4. CONCLUSIONS

The findings of the present analysis indicate that spatial interaction is an important ele-
ment of regional growth and convergence. Growth of per capita income in West Ger-
many is marked by a significant spatial dependence, i.e. both regions realising high
growth rates and areas characterised by an unfavourable development tend to cluster in
space. However, the regional growth process between 1976 and 1996, respectively the
corresponding moves within the regional income distribution, caused a disintegration of
the low and high income clusters that marked the regional disparities in 1976. The re-
sults confirm the evidence provided by a number of recent empirical studies on spatial
dependence and growth (e.g. Armstrong 1995, López-Bazo et al 1999, Rodríguez-Pose
1999, Rey and Montouri 1999). The findings suggest that the non-spatial models applied
to analyse β -convergence suffer from a misspecification due to omitted spatial effects.
Taking into account spatial effects results in a slightly slower rate of convergence but
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does not alter the general conclusion that the development of regional income is char-
acterised by a process of convergence.

The spatial dependence that characterises the growth of per capita income is of a sub-
stantive form, i.e. it is not an artifact of a convergence process combined with a spatial
autocorrelation of the initial income level. The findings indicate that regions can signifi-
cantly benefit from high income growth in adjacent areas and might as well considera-
bly suffer from an economic decline in neighbouring regions. Spatial spillovers matter
for the evolution of regional disparities, and, as Rey and Montouri (1999) emphasise,
more attention has to be paid to the spatial dimension, respectively to the interaction
between spatial and temporal dimension of effects induced by random shocks.

With respect to convergence on the European level, the conclusions of the present
analysis imply that the usual approach of previous studies to incorporate the spatial di-
mension of growth by national dummy variables is presumably not sufficient. The ex-
istence of different growth clusters at the national level requires a more general incorpo-
ration of spatial effects. The exclusion of spatial interaction across national borders and
the assumption that all regions of a EU member state belong to one national growth
cluster can not serve as an adequate framework to analyse convergence among Euro-
pean regions. Since the proceeding integration process reduces the barriers of spatial
interaction between European regions, transnational growth effects and clusters should
become increasingly important. Thus, especially with regard to regional growth in an
area marked by deepening economic integration, a number of interesting issues remain
to be analysed. Are growth clusters still limited by national borders? Has the pattern of
spatial interaction changed in the course of the integration process? How does the rela-
tionship between spatial dependence and convergence appear on the European level?
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