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Abstract

In this paper, I present a multi-sectoral DSGE-model with housing, real
rigidities and variable capital utilization that generates aggregate and sectoral
co-movements due to sector specific shocks. Furthermore, the model accounts
for two puzzles: First, residential investment correlates positively with house
prices, and second, GDP residential and business investment tend toward the
empirically observed lead-lag pattern. I show that, except for relative prices, all
co-movements and the lead-lag pattern of different investment types are endoge-
nous in the calibrated model and independent of the properties of the shock. In
a second step, I estimate the these properties with Bayesian techniques. As it
turns out, shocks to sectors with similar elasticities in the final good sectors play
a role related to aggregated shocks. In contradiction to a standard assumption
in the literature, shocks to the construction sector seem to be lower than others.
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cussions. Preceding versions of the paper greatly benefit from comments by the participants at several
workshops and conferences. In particular, I thank Jacek Rother and Sijmen Duineveld. For literary
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1 Introduction

Aggregate and sectoral co-movements are central features of business cycles. With
respect to the housing sector Davis and Heathcote (2005) (DH hereafter) point out
three stylized facts: (i) gross domestic product (GDP), private consumption expendi-
ture (PCE), business and residential investment, aggregate hours, and house prices are
positively correlated. (ii) residential investment is more than twice as volatile as busi-
ness investment. (iii) Business investment lags GDP while residential investment leads
GDP. The data and facts presented by Kydland et al.| (2016), [Davis and Nieuwerburgh
(2015), [acoviello and Neri (2010), and Iacoviello (2010) corroborate these findings.
Table [I] gives a more detailed account of the stylized facts. It reports the estimates of
second moments of time series from DH as well as my own estimates from data extended
to 2015 for the U.S. My estimates support the conclusion that the stylized facts (i)-
(iii) still characterize the cyclical properties of aggregate and sectoral co-movements.
In addition, Figure [l documents the lead-lag structure (iii) as well as the different
volatilities (ii).

Jaimovich and Rebelo| (2009) designate the ability of a model to reproduce co-
movements between sectoral and aggregate economic quantities as a litmus test. How-
ever, most models do not pass this test. Early attempts by |Benhabib et al.| (1991)),
Greenwood and Hercowitz| (1991)) and [Fisher| (1997) examine the co-movement prob-
lem in models with market and home production. They find that investment in capital
used at home and in capital rented to firms correlate negatively. The reason is that
a positive shock to the home production technology increases the marginal product of
capital used at home relative to the marginal productivity of market capital. More
generally, sector specific shocks trigger factor movements to the favored sector which
are reinforced by price induced demand effects. As a consequence, they introduce nega-
tive correlations between sectoral outputs. The internal propagation mechanism of the
model and the properties of other driving processes may weaken or even reverse these
correlations. The key to the understanding of a model of aggregate and sectoral fluc-
tuations, thus, should be to separate the relative contribution of both kinds of effects
from each other. Investigations of the propagations of sectoral shocks on aggregated
fluctuations have been done e.g. by Horvath| (1998) and more recent by Caliendo et al.
(2017).



Table 1: Empirical second moments

SD | 1969-2015 (USA) | DH
GDP { 2.00 { 2.26
% SD to GDP | |
PCE | 0.96 | 0.78
Hours worked ! 1.24 ! 1.01
Business investment (Busi) : 2.51 : 2.30
Residential investment (Resi) , 7.46 : 5.04
House prices (pp) | 2.63* | 1.37
Output by sector™* L@ T, s m T, Tg
o 3.75 1.93 1.18 1+ 2.72 1.85 0.85
Hours by sector™* : Ny N, Ny : Ny Ny, N
<2000 L 2.92 1.59 0.78 | 2.32 1.53 0.66
>2000 407 2.19 0.96 |
Correlations | |
GDP, PCE | 0.91 \ 0.80
pn, GDP l 0.66* l 0.65"
PCE, Busi | 0.57 | 0.61
PCE, Resi | 0.80 | 0.66
Resi, Busi | 0.4 | 0.25
pn, Resi \ 0.66* | 0.34**
Output by sector™* : Ty, Ty Tp, Ts Ty T : Ty Ty ThyTs  Typy T
- 0.72 0.72 0.9 | 0.61 0.71 0.82
Hours by sector*** | Ny, N, Ny, Ny N,,, N | Ny, N,, Ny, Ny N,,, Ny
<2000 | 0.79 0.90 0.82 | 0.75 0.86 0.79
>2000 o 0.71 0.87 0.95
Lead-lag correlations =1 1=0 i=1 |, i=l 1i—=0 i—-1
Busi;_;, GDP; - 0.22 0.77 0.59 | 0.25 0.75 0.48
Resi;_;, GDP; - 0.78 0.75 0.15 | 0.52 0.47 -0.22
Busi;_;, Resi; - -0.09 0.41 0.65 1+ -0.37 0.25 0.53

Moments from annual per capita, logéed, HP-filtered data with filter Weight 100, Appendix [A] gives
an detailed overview. Data DH 1948-2001; * only since 1970 available; ** 1970-2001, ***. b stands

for construction, m for manufacturing, and s for service sector.



Figure 1: Cyclical behavior of different investment types and GDP

1970 1975 1980 1985 1990 1995 2000 2005 2010 2015
year

business investment residential investment

——————————— GDP

Cyclical component from per capita logged hp-filtered data with filter weight 100. Straight lines
indicates a peak in GDP within min. +2 years, dashed lines indicates a minimum in GDP within
min. +2 years

In this paper, T consider the role of sector specific shocks in order to explain the
facts (i)-(iii). My starting point is the model of DH which has had a lasting impact
on the housing literature over the last decade. This model is able to explain the
positive co-movement of aggregate and sectoral quantities. However, it fails to predict
the positive correlation between house prices and residential investment as well as the
lead-lag pattern of residential and business investment.

In the DH model there are three intermediary sectors of production: construction,
manufacturing, and services. Labor augmenting technical progress in each sector in-
cludes a sector specific trend and a sector specific stationary stochastic component.
DH model the stochastic part as a three-dimensional, first-order vector-autoregressive
model with correlated innovations and non-zero off-diagonal elements in the matrix
of autoregressive effects (VAR(1)). Correlated innovations may be seen as a nesting
of aggregate and sector specific shocks. As illustrated by an example in Appendix D]

uncorrelated innovations lead to purely sectoral shocks, while perfectly correlated inno-



vations give raise to an aggregate shock only. Correlations between zero and one, thus
nest aggregate and sector specific shocks. Furthermore, non-zero off-diagonal elements
in the autoregressive matrix can lead to some exogenous propagations, which seems
implausible as a technology process, but supports the fitness of the model.

As explained by [Tacoviello and Neri (2010), large shocks to the construction sector’s
technology are needed to explain fact (ii), the empirically observed relative volatility of
residential investment. However, the induced sectoral reallocation and price effects also
induce a negative correlation between house prices and residential investment, contrary
to fact (i)[]

Thus, I am asking is, what is the role played by correlated innovations in the DH
model? I find that the model with sectoral independent innovations and zero off-
diagonal elements in the matrix of autoregressive effects (3xAR(1)) is unable to re-
produce the co-movement between residential and business investment and that the
co-movements between private consumption, residential investment, and the sectoral
outputs are very weak. Thus, it seems that the properties of the shock process and not
the model’s internal propagation mechanism drives the results.

My second and main contribution is to present an extended model with variable
capacity utilization as in [Jaimovich and Rebelo (2009), adjustment costs to the ac-
cumulation of business capital as in [Christiano et al.| (2005) (CEE adjustment costs
hereafter), and sectoral frictions in the allocation of capital as in Boldrin et al.| (2001)),
which is able to account for the stylized facts (i) to (iii) without having to resort to
correlated innovations. I also also evidence that the housing convex adjustment costs
due to the fixed factor land are greater than assumed by DH.

Additionally, I estimate the parameters of the exogenous shocks processes with
Bayesian techniques. The extended model as well as the benchmark model are es-
timated with VAR(1)- and 3x AR(1)-processes. This highlights which parts of the
processes are endogenized by the extensions: Mainly, with correlated shocks, the con-
temporaneous link between the construction and manufacturing sector. In the 3xAR(1)
framework, shocks to the manufacturing sector act similar to aggregated shocks. Es-
timation gives evidence that they are smaller in the extended model. The extended
model strengthens co-movements based on sectoral shocks. In contradiction to the

calibrated model as well as in comparison to the priors, shocks to the construction

1Since residential investment is very intensive in construction goods and new houses are very
intensive in residential investment a positive shock to the construction good technology raise the
amount of residential investment and decline house prices and visa versa for adverse shocks. See also
Davis and Nieuwerburgh| (2015)) for further discussion.
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sector are not the heaviest one, rather the weakest. Odd comparison provides decisive
evidence for the mentioned extensions compared to the benchmark with the same kind
of exogenous process.

There are meaningful reasons for this extensions. First, in the DH model new houses
are faced by adjustment costs due to new land, while business investment faces no ad-
justment costs at all. As mentioned by |Gomme et al.| (2001) and Kydland et al.| (2016)
in the U.S. business investment takes longer to be built up than residential investment.
In general one could argue, business capital is more complex than houses which becomes
apparent in this longer time span. From this point of view, the choice of adjustment
costs for new houses (due to new land) and new capital (with CEE adjustment costs)
is reasonableE]. Second, while variable capital utilization is an uncontroversial tool for
an efficient capital usability, it is hard to imagine this for per capita housing units.

Limitations in sectoral capital mobility are also plausible for assessing the real-
ity. Furthermore, |lacoviello and Neri| (2010) guess that limited mobility supports
co-movements, when there is only uncertainty in the productivity. This extension
should help to validate this guess.

To this end, new business capital and new houses face convex adjustment costs, but
they differ in their nature. Furthermore, in contrast to business capital, houses have
on the one hand no variable utilization, but on the other lower depreciation rates.

These differences in the investment types helps to account for the stylized facts
(i) to (iii) without having to resort to correlated innovations. Higher housing and
the introduction of capital adjustment costs enhances co-movements, because they
reduce the substitutability between different investment goods as well as consumption.
Variable capacity interacts with capital adjustment costs and hence, strengthens co-
movements especially when capital adjustment costs are included. Effects based on
limited capital mobility are marginal. This contradicts the guess by |[lacoviello and
Neri| (2010) that limited mobility strengthens co-movements at all.

In addition to the mentioned literature, there are two papers related to this ap-
proach. [Fisher| (2007)) investigates the puzzle of leading home capital investments in
a home production framework. He solves this puzzle by modeling home capital as a
complement of market production. Hence, he also reduces the substitutability. My

approach differs in the propagation channel. Here, housing and productive capital are

2E.g. on microfoundation [Luccal (2007) provides an equivalent to CEE adjustment costs. If firms
invest in many projects with uncertain time to build and if these projects have complementaries,
investment is according to CEE adjustment costs (CEE adjustment costs). This equivalent is valid
on a first order approximation.



not complements, but the substitution is disabled by adjustment costs. Hence, there is
an implicit limitation in the mobility from business to housing capital. This approach
is more in line with limited capital mobility by Boldrin et al.| (2001)).

Dorofeenko et al.| (2014) also introduce CEE adjustment costs as well as default risk
in the DH framework. Nevertheless, they do not distinguish between adjustment costs
for business and residential investment. Furthermore, they adopt the exogenous process
with correlated shocks. To this end, the model tends to the opposite direction of the
lead-lag pattern as in the data and it is not clear which parts are driven endogenously.
Hence, my paper also contributes to Dorofeenko et al. (2014).

In general, Kydland et al.| (2016) investigate also the puzzle of the leadership of
residential investment. Their approach rests on nominal frictions not on real ones.
In their model, residential investment leads the business cycle. Albeit, the nominal
interest rate, which is the driving force behind the leadership, is linked with a lead to
the business cycle exogenously.

A comprehensive literature overview about housing and business cycles is provided
by Davis and Nieuwerburgh| (2015).

The remainder of the paper is organized as follows. Section 2 introduces the model.
Section 3 presents the results in form of second moments and impulse responses. The
section presents also robustness checks. As a byproduct of robustness checks, a pro-
found discussion of internal propagation mechanisms is accrued. Section 4 presents the
Bayesian estimation of the exogenous shock processes as well as a posterior odd model
comparison. The Appendix contains additional material, in particular, it presents the
system of equations which determines the model’s dynamics, derives the model’s bal-

anced growth path and describes the data and the Monte-Carlo-algorithms.

2 The Model

The extended model is a stripped-down version of the DH model from which I bor-
row the nomenclature. The economy consists of a representative household and three
representative firms, one in the intermediary goods sector, one in the production of in-
vestment and consumption goods, and one in the production of new homes. Different
from DH, there is no government sector and no population growth. All quantities are

in per capita terms. Time ¢ is discrete and one period is equal to one year.



2.1 Analytical Framework

Intermediary goods. Consider first the intermediary stage of production. The
representative firm rents capital and labor from the household to produce three kinds
of goods Xj;, where ¢ = b, m, s denotes the construction good, the manufacturing good,
and the service good, respectively. The production function for each good is Cobb-

Douglas with constant returns to scale:
Xit = (uaKir)" (AuNa)' ™", 60: € (0,1), (1)

where u;; is the utilization rate of capital K;; in the production of good i, N;; is raw
labor and Aj;; its efficiency factor. The efficiency of labor is specific to the production

of good 7 and involves a deterministic trend and a stationary stochastic component:

In(A;) = In(Aip) + tln(ga,) + zi, (2)
Zit = Pizi—1 + €, € 1id N(0,07). (3)

The innovations €; are uncorrelated in time and between the different technologies
i€ {b,m,s}.

Let Py, r;, and W, denote, respectively, the price of good 7, the rental rate of capital
subject to the good specific utilization rate, and the real wage. The firm chooses u; K;;

and N to maximize profits I, given by

Iy = Z [Pz'th't — T Ko — WtNit]

1e{bm,s}

subject to the production functions .

Consumption and investment goods. At the final stage of production a firm
employs the intermediary goods to produce two goods j = ¢,d. The good with label
j = d are residential investments and the good labeled j = ¢ is used for consumption
and business investment. The latter serves as numéraire, while the relative price of good
j = d is given by Pj. The production function of each good is again Cobb-Douglas
with constant returns to scale:

Yj = X i XX

Jt = bt mgt<Fsgts

Bj+Mj+Sj:17 (4)



where X;j;; is the amount of intermediary good i employed in the production of the

final good j. The firm’s profits are given by:

Hpy =Yy + PuYa — Z Py(Xiet + Xiar)-

ie{b,m,s}

The firm chooses X, and X5 to maximize this expression subject to the production
technologies ([4).

Housing. At the final stage of production there is also a firm which combines land

l; and housing investment goods Yy to produce new homes Yj; according to

Yie =Y, 017, 6 €(0,1), (5)
while the accumulation of houses follows:

Hipn=(1—=06)H + Yy (6)

Homes depreciate with the rate dj, and land is in fixed supply l; = 1 with price P, by
the household. As I show in detail below, the technology introduces convex costs
of adjustment in the accumulation of homes. With a price of new homes Py, the firm
solves

max Uy = PruYn — PaYar — Puly
dtstt

subject to the production function (/).

Household. The household maximizes expected life-time utility given by:

U = EZ BSU(CH_S, Hifo,1— Nt+s)-
s=0
His current-period utility u depends on consumption C, the stock of houses H;, and

leisure 1 — N; and is parameterized as in DH:

1 -0
u(Cy, Hy, 1 — Np) i= 1 [C{‘CHf"(l — Nt>17/‘67ﬂhi|1 .

— 0




The household faces costs of capital accumulation given by:

> Ken=n(1-¢ (7)) + X 0-swor, )

ie{b,m,s} 1e{b,m,s}

The function ¢(z;) has the properties proposed by Christiano et al. (2005]) and |Jaimovich
and Rebelo| (2009), namely: ¢(z) =0, ¢'(x) = 0, and ¢”(x) > 0, where z is the growth
factor of investment on the balanced growth path. Thus, the replacement of capital
on this path is costless. The rates of capital depreciation d;; depend on the degree
of capital utilization u;. As in |Jaimovich and Rebelo| (2009), the functions § satisfy
8 (uz) > 0, 6" (uy) > 0, with the elasticity of ¢’(u;) being constant.

The household must choose his effective supply of capital to sector i € {b,m, s}
before the sectoral shocks are revealed while he is able to determine his supply of labor
after the realization of the shocks. Thus, there is a friction in the allocation of capital
but not in the allocation of labor. Besides the law of capital accumulation (7)) and the

accumulation of homes (@, the household’s decision must satisfy his budget constraint:

Cy+ I + Pp[Her — (1 — 0p) Hy] < Pyl + Z (i Ko + WiNy| (8)

ie{b,m,s}

The left-hand side represents the household’s expenditures on consumption, business
investment, and new homes, while the right-hand side gives his income from labor,

renting capital and selling land to the producers of intermediary goods and new homes.

National accounts. DH implement a hypothetical rental rate for housing denoted
Q: to define consumption and GDP consistently with the National Income and Prod-
uct Accounts (NIPA). This rate equals the marginal rate of substitution between
consumption and housing. The equivalent to the NIPA PCE in the model is the sum
of consumption C} and the rents for housing Q;H;. The following holds for GDP:
Y, = PCE, + I + Py Y.

2.2 Calibration

The assumptions on the adjustment cost function ¢(I;/I;_1) ensure that these costs
bear no influence on the model’s balanced growth path. In addition, identical relations
between the degree of capital utilization and the rate of capital depreciation ¢(u; ) imply

that the household will choose the same degree of capital utilization for all three kinds



of capital usage. I normalize u = u; to one. As a consequence, the model’s balanced
growth path is the same as the one of the DH model (except for the government’s share
in output). In order to compare both models I will employ the parameter values of DH

wherever possible ]

Table 2: Parameter values

Risk aversion: o 2
Discount factor: 0.9688*

k C H N
k’s share in utility: g 0.3* 0.04* 0.66*
i b m 5
Autoregressive coefficients in i: p; See table [3]

|
|
|
|
|
1
|
Std. dev. of innovations in ¢: o; | See table
Trend growth rates in i: ga,  -027%  3.1% 2.37%
Capital share in : 6; : 0.132 0.309 0.37
y |
|
|
|
|
|
|
|
|
|
|
|
|
|
|

J c d
construction good share in j: B; 0.031 0.47
manufacturing good share in j: M; 0.27 0.24
service good share in j: S; 0.7 0.29
Land share in new houses: ¢: 0.2
Depreciation rate for houses: & 0.0127**

Capital depreciation elasticity and u=1 0§ su;, =0.62* 0(1) =0.089*

K/Y P,H/Y r—46(1) N u

1.52 1.56** 0.06 03 1

* endogenous by the model; ** based on the stock df residential structures S (PyS/K =1 65 = 0.157

from DH), Appendix provides more information.

exogenous steady state values:

Table 3: Estimation of exogenous shocks

b m S
Di 0.693 0.855 0.924

(S.E.) | (0.087) (0.075) (0.042)
oe; | 0.041 0.037 0.018

Own calculations, based on data from [Davis and Heathcote (2002)

For a given net real interest rate of capital (see Table , the normalization of u =
u; = 1 determines §(1) = 0.0895 in the steady state. Furthermore, it determines the
constant elasticity of ¢'(u;;). The respective value is given by 6" (w;)us /0" (uy) = 0.67.

I estimate the parameters p; and o; of from the detrended Solow residuals ob-
tained from Davis and Heathcote (2002)). Table |3| presents the results. The persistence

3The stock and the depreciation rate of houses is based on residential structures. I choose the
values of residential structures as with DH. Since I choose another value for the land share of new
houses, the depreciation rate and the stock of housing to GDP rate differ from DH. See Appendix [2.4]
for more information.
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parameters p; are close to the estimates of the diagonal elements of the transition ma-
trix reported by DH. This also holds for the standard deviations of the innovations o;.
But keep in mind that my model does not allow for spillover effects and restricts the
off-diagonal elements of their covariance matrix to zero.

Key parameters of the model are ¢”(z) and ¢. The former determines the adjustment
costs of productive capital and the latter the adjustment costs in the accumulation of
homes. For both, there is little guidance in the literature.

Davis and Heathcote| (2007) present evidence for a considerable volatility and a large
increase in the share of land’s value of the value of existing houses. This share increased
between 1985 and 2006 from 30-35 percent to 40-45 percent with an average of 36
percent. These results are in line with more recent explorations by |[Knoll et al.| (2017).

In the long run an analytical link between the housing adjustment cost parameter,
which is also interpretable as the share of raw land’s value in the value of new houses,
and the land’s share in the value of existing houses exists. This link is presented in the
Appendix 2.4 In order to match the observed land share in existing houses (= 0.36),
I increase the DH value of ¢ = 0.106 to ¢ = 0.2.

My target for the choice of ¢"(z) is to match the empirically observed standard
deviation of business investment relative to GDP. I achieve this for ¢”(z) = 0.4. In
addition, I check the sensitivity of my results with respect to choice of the adjustment

costs parameters ¢”(z) and ¢ as well as of the extensions, individually.

2.3 Convex adjustment costs

As mentioned above, new houses as well as new business capital face adjustment costs.
Since they are the key drivers of the model, I discuss them in detail. Residential
investment is tied to the fix factor land. Following this, new houses are an increasing
strict monotonic concave function of residential investment. Due to Jensen’s inequality
fluctuations in residential investment leads to loses in the amount of new houses. The
adjustment costs in business investment arise due to changes in the amount of the
investment in comparison to the previous period.

Figure [2| represents a numerical computation of the different adjustment costs. For

this, T take for both investment types z:
T+ a9 =22 xp € [2%, 2" (1 4+ 20,)]; xo € [27,27(1 — 20,)];
where x* is the amount of the investment in the steady state and o, is the empirical

11



percentage standard deviation. From this I derive the adjustment costs relative to zero

adjustment costs:

1— 1—
LYY
2 d*l ¢

21*( <)+Iw<ﬁ))

Figure 2: Adjustment costs

Cy, = 1

I

© o o o
NS W~ U,

o
=

Adjustment costs (% of no adj. costs)

o

0 50 100 150 200
% of empirical o

—adj. costs new houses — adj. costs new capital

Adjustment costs computed for the presented calibration and a constant fluctuation around the
steady state. Costs are related to zero fluctuations, which is interpretable as zero adjustment costs.

The figure shows, adjustment costs to new capital are higher than those to new
houses. For alternating investments with the empirical observed volatility, new capital
faces about 0.1 percent and new houses about 0.043 percent losses relative to zero
fluctuation output. This difference depends on the parameters ¢ and , not on the
type of adjustment costs. Furthermore, both adjustment costs are convex subject to
the volatility. Hence, both investment types face, convex adjustment costs.

The main difference of these types is intertemporal. The decision on the amount of
residential investment is a static one. The decision about business investment is subject
to the amount in the previous period. Hence, the optimal decision today internalizes
changes in adjustment costs tomorrow. It turns out that smooth adjustments lower

the losses.
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3 Results

This section presents the results from simulations of the model and its ability to repro-
duce the stylized facts of the data. A detailed analysis of the impulse responses and the
following robustness checks to the various shocks will uncover the internal propagation

mechanisms.

3.1 Second Moments

Table [4] presents results from simulations of various versions of the model. Second
moments of HP-filtered data are averages over 1000 simulations each with 250 periods
of observation. The filter weight is 100.

The second column of the Table displays the results from the extended DH model
presented in Section 2, the third column presents second moments from the stripped-
down DH model with independent technology shocks, and column four reports second
moments from the DH model with correlated technology shocks as in employed by DH.

In the interest of readability, hereinafter, I call my model "extended model", the
stripped-down DH model with independent shocks "DH-AR model" and the DH model
with correlated shocks "DH-VAR model".

Consider first the standard deviations of major economic variables relative to the
standard deviation of GDP. They are quite similar in all versions of the model and
capture the fact that the standard deviation of residential investment is about more
than twice as large as business investment. Additionally, output and hours worked are
most volatile in the construction and less so in the service sector. The PCE in the
extended model fits the data best. Among the three variants, the extended model pre-
dicts the largest relative standard deviation of house prices, which is still smaller than
empirically observedf] All models also underestimate the volatility of hours worked

and the extended model in particular.

4Dorofeenko et al.| (2014) solve this problem by adding a credit channel and time varying uncer-
tainty.
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Consider next the co-movements. With respect to GDP, PCE, house prices, and
business investment all three versions of the model are in line with the data and predict
positive correlations between these variables. The extended model as well as the DH-
VAR model match the positive correlations of GDP, PCE and business investment
with residential investment. The DH-AR model cannot reproduce this pattern. Both
versions of the DH model also fail to mimic the positive correlation between house
prices and residential investment. The extended model only predicts the correct sign
but underestimates the empirically observed magnitude. The DH-AR model is also
unable to explain the positive correlation between output of the construction and the
service sector.

A more detailed investigation of the distribution of the correlation coefficients reveals
that in the extended model all aggregates and house prices co-move with a probability
higher than 99 percent and that sectoral outputs co-move with a probability higher than
90 percent. This is neither the case in the DH-AR nor DH-VAR model. Summarizing,
the extended model is the only one which accounts for all co-movements ]

Finally, consider the lead-lag structure of residential and business investment in the
extended model. GDP, business and residential investment tend toward the empirical
observed pattern. Residential investment leads more than it lags GDP and vice versa
for business investment and GDP. In addition, the correlation coefficient between con-
temporaneous residential investment and one year ahead business investment is almost
the same size as the contemporaneous correlation between both variables. Accordingly,
the extended model achieves partially success accounting for the empirically observed
lead-lag pattern. The correlations reported in Table [4| show that both DH models are

unable to reproduce this pattern.

3.2 Impulse responses

To gain insight into the extended model’s propagation mechanism, Figure [3] 5] and
present impulse responses of the model’s variables due to a shock in the construction,
manufacturing and service sector, respectively. Figure [] [6] and [§] display the corre-
sponding information for the DH-AR model. The size of the shock is equal to o = 1.44

percent and it’s persistence is equal to p = 0.66. This corresponds to ¢ = 0.0072 and

>The original model by DH (with government and population growth) reproduces a weaker corre-
lation between the two investment types as well as a stronger negative correlation between residential
investments and house prices. Further, with independent sectoral shocks all negative correlations are
slightly stronger than in the stripped-down version.
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p = 0.9 on a quarterly frequency, values often employed in the literature (see e.g. |Heer
and Maussner| (2009)).

Figure [3|and [] present impulse responses to a shock in the construction sector. In the
extended model the shock has positive effects except for the price of the construction
good and for house prices. In the DH-AR model the shock leads to a decline in the
production of service goods and in business investment. PCE are slightly positive,
but nearly unchanged. Putting this together the consumption and business investment
producing good sector’s output declines.

Figure [5] considers the effects of a shock in the manufacturing sector. Except for
the price of manufacturing goods, the shock triggers a positive co-movement between
sectoral outputs and aggregate economic activity, as measured by GDP, PCE, and
investment. The same pattern emerges in the DH-AR model as illustrated in Figure
6l However, while business investment peaks in the first period in the DH-AR model,
the maximum impact on this variable occurs in the second period in the extended
model, quite in line with the lead-lag structure observed in the second moments of the

simulated time series.

Figure 3: Shock to construction productivity (extended model)
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Figure 4: Shock to construction productivity (DH-AR model)
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Figure 5: Shock to manufacturing productivity (extended model)
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Figure 6: Shock to manufacturing productivity (DH-AR model)
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Figure 7: Shock to service productivity (extended model)
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Figure 8: Shock to service productivity (DH-AR model)
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Figure [7] and [§| display the impulse responses to a shock in the service sector. Again,
in the extended model there are positive effects on sectoral and aggregate variables,
except for the price of the service good. In contrast, the DH-AR model implies short-
term negative effects in the construction sector (output in this sector decreases) and
a decline in residential investment[f| Furthermore, as in the case of the construction
sector shock, the extended model predicts that business investment peaks in the second
period.

In the extended model the response to any shock is positive correlated with any
quantity, of course except relative prices. Hence, these co-movements are determined
by the model and the corresponding calibration.

While in the DH-AR model only imperfect substitution and adjustment costs in the
production of new houses are at work, in the extended version also capacity utiliza-
tion, adjustment costs of capital and limited sectoral mobility of capital determine the

transmission of the shocks.

6 Although hours increase, the output falls. Since in the DH-AR-model the intersectoral capital
mobility is not limited, this is possible. This seems also plausible, because the construction production
is relatively intensive in labor but not in capital.
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Consider first imperfect substitution. Fach shock triggers both, an income and a
substitution effect. As long as the income effect dominates, the demand for all final
goods will move in the same direction as the shock. The same holds true for the pro-
duction of intermediary goods. A positive shock in one sector increases the production
in all other sectors, if its impact on the demand for the final goods is positive. As
Figure [6] shows, this effect is sufficient to generate positive co-movements even in the
DH-AR model. The reason is that the production elasticities of manufacturing goods
are quite similar in the production of both final goods. Hence, price changes, and, in
turn, substitution effects are small. Figures [4] and [§ reveal that the substitution effects
dominate in the DH-AR model in the case of shocks to the construction and the service
sector, respectively.

Positive correlated shocks that increase the productivity not only in one sector reduce
the size of substitution effects and increase the size of the income effect, and, thus
explain the co-movement in the DH-VAR model.

Consider second the effect of adjustment costs on the propagation of shocks.

It is straightforward to show that asset prices, Tobin’s marginal q for capital , T'q,

and house prices Py; are determined by :E]

it+1X4
Tq = EM; 92‘% + (1 = 8(witg1))Tqr41
it+1

Prp = EiMyq (Qey1 + (1 — 6n) Prgr)

respectively, where M, ., is the stochastic discount factor. Asset prices equate the
expected discounted return (in terms of utility) of an additional unit of investment
with the current marginal utility of consumption. Adjustment costs for capital reduce
the return of business investment and increase the demand for consumption goods
and for investment in residential structures. Analogously, adjustment costs in the
production of new homes due to a given supply of land increase consumption and favor
the demand for business investment. T will call this effect a restricted intertemporal
substitution.

Adjustment costs of capital are responsible for the hump-shaped pattern of the im-

pulse response of business investment (compare Figures , , and . As mentioned

I derivate these expressions in Appendix
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before, history matters and an increase in business investments today lowers the losses
of higher investment tomorrow. Hence, it is optimal to invest in a hump-shaped form.
This leads to the lag of business investment [

Adjustment costs and capacity utilization interact in the following way: increases in
business investment lower the future costs of replacing capital so that current increases
in capacity utilization become less costly. This strengthens the co-movements on the
intermediate stage of production as can be seen from Figures This interaction is
also responsible for the hump-shaped impulse responses of capacity utilization in the
manufacturing and service sector. In addition, the increasing co-movements in produc-
tion due to increasing co-movements in capacity utilization enhance the income effects,

but not the substitution effect. This strengthens the co-movements of aggregated eco-

nomic activity.

Figure 9: Variation in capital utilization due to a construction shock
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Figure 10: Variation in capital utilization due to a manufacturing shock
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8Since business investment lags and business investment is part of the GDP residential investment
leads GDP.
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Figure 11: Variation in capital utilization due to a service shock
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The effect of limited capital mobility is minor. This and the other mentioned effects

are considered individually in the following robustness analysis section.

3.3 Robustness analysis

The following robustness analysis works out the sensitivity of the key parameters ¢
and ¢ as well as the impact of the particular extensions. Due to this, the effects of

these extensions becomes more clear.

Adjustment costs in housing: First consider the higher land share in housing.
This enhances the concavity of new houses with respect to residential investment and,
as shown above, increases adjustment costs in housing. The second column of table
presents second moments for the DH-AR Model with an increased land share in
housing. The higher adjustment costs lower the volatility of residential investment to
40 percent and increase the volatility of business investment slightly. To this end, the
residential investment is less than twice as volatile then business investment. Changes
of other standard deviations are minor. All contemporaneous correlation coefficients
related to residential investment increase and tend towards to the data. This is due
to the so-called restricted intertemporal substitution. Only the correlation with house
prices is still negative. Changes in cross-correlations are minor.

Figure [12| shows the correlation between house prices and residential investments for
different model specifications. These correlations are increasing functions of the land
share ¢ on the interval [0.1,0.3]. The slope is similar in all specifications. The land
share employed by DH (¢ = 0.106) is not sufficient to introduce a positive correlation
in any specification. The full extended model accounts for a positive correlation for
¢ > 0.11: At the land share employed in my simulations (¢ = 0.2) the correlation is
already positive in all model specifications, besides the DH-AR-Model.
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Figure 12: Correlation of house prices and residential investment subject to land share
in new houses
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Figure plots the correlation between business and residential investment as a
function of the adjustment cost parameter ¢” on the interval [0, 1]. The vertical distance
between the line marked with dots and the line marked with diamonds depicts the
increased correlation if the land share increases from ¢ = 0.106 (the value employed by
DH) to ¢ = 0.2. The effect of the higher land share is slightly larger for lower business
adjustment costs.

Figure [14] plots the cross-correlation of the current period’s business investment and
the prior period’s residential investment also as a function of ¢”. The vertical distance
between the line marked with dots and the line marked with diamonds depicts again
the increased cross-correlation if the land share increases from ¢ = 0.106 (the value
employed by DH) to ¢ = 0.2. The effect of the higher land share is slightly smaller for
low business adjustment costs.

Figure gives evidence for the robustness of the increased land share to the cor-
relation of residential investment with house prices, residential investment and lagged
residential investment. It seems that the effect of a higher land share is constant and

not very sensitive to some model specifications.
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Figure 13: Correlation of business and residential investment subject to investment
adjustment costs
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Adjustment costs in business capital: Column three of Table |8 presents the
introduction of the employed business investment costs compared to column two. The
higher adjustment costs lower the volatility of business investment by one third and
increase the volatility of residential investment. The volatility ratio between the two
investment types is higher than two. The volatility of house prices increases by nearly
50 percent, but does not exceed the volatility of the business cycle. Due to the lower
intertemporal substitutability between the investment types, all correlations related
with investment increase. As already mentioned, with CEE adjustment costs it is
optimal to invest hump-shaped. Following this the skewness of the cross-correlogram
tends towards the empirical one.

In Figure[12|the calibrated adjustment costs in the accumulation of capital shifts the
function upward to the one marked with diamonds. At the land share employed in my
simulations (¢ = 0.2) the correlation is already positive.

All specifications of the model in Figure increase the correlation between both
investment types markedly in the interval [0,0.3], while further increases of this pa-
rameter have only marginal effects. The differences between different specification
decrease with business investment adjustment costs higher than ¢” ~ 0.3.

Figure shows without capital adjustment costs, no model specification accounts
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Figure 14: Cross-correlation with one lag of business and residential investment subject
to investment adjustment costs
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for the lead-lag structure between the two types of investment. Increasing capital
adjustment costs, increases the cross-correlation of business investment and the prior
period’s residential investment. Again, this shows the effect of an optimal smooth
business investment adjustment and the related restricted intertemporal substitution.
In all specifications the slope is decreasing.

All model specifications are faced with large changes due to changes in business
adjustment costs in the interval of [0, 0.3], afterwards the model seems robust for higher

values of business adjustment costs.

Limited capital mobility: The last column of Table [§| presents the effect of limited
capital mobility compared to the specification of the previous column. Effects are

marginal. The same is shown in Figure where the tiny distance between the

lines marked with diamonds and the lines with crosses illustrate the effects of limited
capital mobility. The small effects of limited sectoral decreases with variable utilization

of capital since this reduces the friction.

Variable capital utilization: For a detailed analysis of the variable capital utiliza-

tion, column 2 of Table [f] presents second moments from the extended model without
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capital adjustment costs. Since limited capital mobility has marginal effects, the differ-
ences to the second column of Table|5|are mainly due to variable capital utilization. The
volatility of business investment increases and that of residential decreases. They are
nearly equal. This is due to a more flexible production, which also leads to stronger sec-
toral co-movements. These co-movements increase all reported correlation coefficients
slightly. Effects on cross-correlations are marginal.

Differences between second moments of the extended model (column 2 Table [4)) and
the last column of Table [5]illustrates effects of variable capital utilization, by the pres-
ence of capital adjustment costs. The volatility of business investment increases and
that of residential decreases again. In contrast to the absence of capital adjustment
costs, residential investment is more than twice as volatile than business investment.
Despite house prices, the effects on co-movements associated with residential invest-
ment are lower with the calibrated capital adjustment costs. Variable capital utilization
enhances the effect of CEE adjustment costs on the lead-lag pattern of GDP, business
and residential investment.

The distance between the line with crosses and the line with squares in Figure
reflects the larger effect on the cross-correlation between business and residential in-
vestment when CEE adjustment costs interacts with variable capital utilization. The
effect increases until ¢” ~ 0.4 and afterwards slowly decreases.

The distance between the line with crosses and the line with squares in Figure
reflects a similar pattern of the effect of variable capital utilization on the contempo-
raneous correlation between residential and business investment. The effect peaks at
©" ~0.2.

The positive effect on co-movements between house prices and residential investment
decreases slowly with higher land share in housing on the presented interval in Figure
This is the distance between the line with crosses and the line with squares.

Capital utilization modeled as by [Jaimovich and Rebelo (2009) has two different ef-
fects in the extended model. On the one hand, production is more flexible, which lowers
substitution effects. On the other hand, higher business investments lower the future
costs of replacing capital. Current increases in capacity utilization become less costly.
I separate these effects by modeling variable capital utilization as by |Christiano et al.
(2005). Here, a higher utilization rate is costly in terms of the consumption/business
investment good instead in terms of capital. An additional unit of business investment
does not interact with the costs of higher capital utilization. As in the benchmark, the

value of the elasticity of capital utilization costs is determined endogenously by the
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steady state. The second column of Table [ presents the second moments. The volatil-
ity of business investment is slightly lower and that of residential investment is slightly
higher. The coefficient which measures the leadership of business investment related
to the business cycle decreases. All other cross-correlations are more in line with the
data in the benchmark extended model. Co-movements are similar or slightly lower as
with capital utilization costs modeled by Jaimovich and Rebelo| (2009). In general, the
interaction of capital utilization and adjustment costs propagate co-movements and the
observed lead-lag pattern slightly. Nevertheless, the model reacts robust to alternative

costs of higher capital utilization.

VAR-Schocks: As alast check, I combine the extensions with the exogenous VAR(1)-
process. Second moments of this combination are presented in the last column of Table
6l Besides residential investment, the relative standard deviations are similar to the
DH-VAR- and the extended model. Residential investment is less volatile, especially
compared to the DH-VAR-model. The ratio of the investment’s volatilities is slightly
below two. Economic activity co-moves in this variation similar to the extended and
DH-VAR-model or more. The same applies to the leadership of residential investment
and the lagging business investment. Especially, co-movements and the lead-lag pat-
tern related to residential investment accounts well for the presented stylized facts in
Table [1

This check gives evidence that the extensions and the VAR-process are not comple-

ments, neither perfect substitutes or equivalents, respectively.

4 Estimation

4.1 Methods

I apply Bayesian estimation to the models’ underlying exogenous process. I estimate
the DH- and extended model, each with three independent AR(1)- and one VAR(1)-
process, respectively. I estimate only the parameters of the processes and no further
parameters. This helps to identify the explanatory power of the extensions. Further-
more, [ apply a posterior odd comparison.

I solve the model with relative deviations around the linear balanced growth path
for estimation exercises. As recommended by DeJong and Dave (2011), I take the

residuals from a log linear regression instead of HP-filtered data to be consistent to the
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Table 7: Prior Distributions

Parameter . Domain Density 1 Mean Std. Deviation
AR | |

b ' [0,1) Beta ' 0.693 0.087
Pm 10,1) Beta ' 0.855 0.075
Ds [0,1) Beta 1 0.924 0.042
Tep P RT InvGamma 1 0.041 0.04
Tem ' RT InvGamma | 0.037 0.04
Oecs R InvGamma | 0.018 0.04
VAR | |

b | [0,1) Beta '+ 0.708 0.089
Pbm (-1,1) TruncNorm. 1 0.009 0.083
Pbs ' (-1,1)  TruncNorm. | -0.092 0.098
Pmb " (-1,1) TruncNorm. | -0.006 0.078
Pm 10,1) Beta ' 0.871 0.073
Prms | (-1,1) TruncNorm. 1 -0.15 0.087
Psb - (-1,1) TruncNorm. 1 0.003 0.038
Psm ' (-1,1)  TruncNorm. , 0.027 0.036
Ps ' [0,1) Beta L 0.92 0.42
by | InvWishart ! 4 d.fx

Teb | R* | 0.041

Tem F RT . 0.036

Oes  RT . 0.018

100Cov(ep, €) | R ' 0.013

100Cov(ep, €5) | R ' 0.022

100Cov(€pm, €5) 'R 1 0.031

*degrees of freedom

models solution. I use time series of house prices, business and residential investment
from 1970 to 2015 ]

Priors are chosen differently for different kinds of exogenous processes, but are the
same for identical ones. For the three times AR(1)-process my choice for the autore-
gressive parameters is the beta distribution and for the variances of the innovations the
inverse gamma. The means equal the calibrated values. The standard deviations of the
beta distributions equal those of the estimation of calibrated autoregressive coefficients
and 0.04 for innovations as the annualized standard in the literature (see e.g. |Smets
and Wouters| (2007)).

For the VAR(1)-process, I choose for the diagonal elements of the autoregressive

matrix a beta distribution and for the off-diagonals a normal distribution truncated

9The Appendix [A|gives an detailed overview.
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at (-1,1). The means equal the calibrated values and the standard deviations of the
distributions equal those of the calibrated estimation. The covariance matrix’s prior is
an inverted Wishart distribution, scaled by the calibrated covariance matrix. I choose
four degrees of freedom to ensure the mean of the distribution equals the calibrated
covariance matrix. Table [7| gives an overview of all priors.

For the AR(1) specification I apply a Metropolis-Hastings-Gaussian-Random-Walk
algorithm as describe by Herbst and Schorfheide (2016 to approximate draws from
the posteriors. For the VAR(1) models I use the sequential Monte-Carlo algorithm
with likelihood tempering as described by Herbst and Schortheide| (2016]), because the
posteriors are probably multimodal.[]f]

4.2 Results

Table 8&: Posterior Distribution AR

| | Quantile

Parameter Value at , Modus | 2.5% 5% 50% 95% 97.5%
DH-AR | |

Ob 059 ! 048 0.50 0.59 0.66 0.68
Om 1 1099 099 1 1 1
Ds 099 1097 098 099 1 1
Tt . 0.06 | 0.05 005 006 0.07 0.08
Ten . 0.36 , 0.30 0.31 0.37 0.45 0.46
ess ' 013 '011 011 013 0.15 0.16
Extended (AR) | |

Db 079 1067 069 079 087 0.8
Prm 1 1099 099 1 1 1
Ds . 0.75 |, 067 069 075 081 0.81
Ot ' 0.02 ' 002 0.02 0.03 0.03 0.03
Tem 015 ' 013 013 016 019 0.19
Oes ' 0.04 1 0.03 0.03 0.04 0.05 0.05

Draws from the posterior are appréximated via RWMH with 6% ~ N(#*~1,%). ¥ is the negative
inverse of the Hessian at the posterior’s mode. I draw 100 000 times and burn the first 50 000.

Estimated parameters: Table |§| presents the posterior distributions of the exoge-
nous processes’ parameters in the DH-AR-Model and the extended (AR) model. First
of all, the parameters of the shocks in the manufacturing sector are conspicuous. The
autoregressive parameter is nearly one and the variance of the innovations is the largest

of all three sectors, by far. Similar to the result in the impulse response consideration,

10 Appendix |C| explains the preferences of the algorithm in detail.
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this is due to similar elasticities in the production of the consumption/business in-
vestment good and the production of the residential investment good. The marginal
substitution effect result, that the shock behaves like an aggregated one. The large
volatility and the high persistence gives evidence that the business cycle is not only
driven by sectoral shocks. The difference in the volatility of the manufacturing sector’s
innovation reflects the propagation of co-movements due to the extensions.

The service sector’s autoregressive coefficients in the DH-AR-model are quite similar
than to those in the manufacturing sector. This is not true in the extended model.
Here, the persistence of the construction and service shock is similar. The volatility of
the corresponding innovations is also similar, while in the DH-AR-model the volatility
of the service sector is larger.

While the calibrated innovations as well as the priors have the highest standard devi-
ation in the construction sector in both processes the sector’s shock shows the smallest
fluctuations at each quantile. Hence, there is evidence that the large fluctuations in res-
idential investments are not due to large technology shocks in the construction sector.
In the extended model the innovations show smaller volatilities.

An overview of the parameters posterior distribution of the VAR(1)-process is given
in Table[d] The autoregressive matrix with negative parameters is difficult to interpret.
There are no great outliers in comparison to the priors. Although, all correlations are
positive in the prior, this is not true for the median of the covariances. In the DH-VAR-
model only the median of the covariance between the innovations in the construction
and manufacturing sector is positive and in the extended model only between the
construction and the service sector. The interquartile range is very high. In both
models the standard deviation of the manufacturing innovations is the highest. In the
DH-VAR-model the particular quantiles of the standard deviations of the construc-
tion sector are slightly higher than the innovations in the service sector. Besides the
2.5percent quantile, the reverse is given in the extended model. The posteriors of the

exogenous VAR(1)-process is indeed very diffuse.
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Posterior odd comparison: Table [10] gives in the in the last column the marginal
likelihoods of the models. It turns out that the extended VAR model has the highest
probability. According to Jeffreys (1961)), there is decisive evidence in favor of the
extended models compared to their particular DH-model. The extended AR-model
accounts for a large fraction of the gap between the two DH-models.

The second column of Table 10| presents the values of the likelihood function of the
calibrated models. This is interpretable as the marginal likelihoods, where the priors
consist of independent degenerated distributions with an infinity mass at the calibrated
parameters values. Since likelihood functions of such models have large cliffs and peaks,
iot is not useful to compare them. It shows the fitness of the particular calibration.

The calibration is more suitable for the models with AR-processes.

Table 10: Likelihood and Posterior values

Model CIn L(Y[6°Y) 1 In [ L(Y|0)p(0)d6
DH-AR | -8441.95 | 90.56
Extended (AR) | -7770.62 | 221.44
DH-VAR | -11781.13 ! 280.25
Extended (VAR) ' -26177.43 | 287.86

Marginal likelihood of the AR-models is calculated as Weié;hted harmonic mean with a choice for the
weights in line with |Geweke| (1999). Marginal likelihood of the VAR-models is calculated as the
product of the bridges average unnormalized weights

5 Conclusion

This paper explores the role of uncorrelated sector specific technology shocks to induce
aggregate economic fluctuations being in line with a number of well-established stylized
facts. The facts reported in DH and echoed by several other papers include i) the co-
movement of GDP, PCE, business and residential investment, aggregate hours, and
house prices, ii) the fact that residential investment is more than twice as volatile
as business investment, and iii) that business investment lags GDP while residential
investment leads GDP.

DH present a multisectoral model with correlated shocks to sectoral labor augmenting
technical progress which is able to explain fact ii) and mostly i) but fails to be in
line with fact iii). This model with uncorrelated shocks is unable to generate co-
movements in housing or rather in residential investment and the remaining economic
activity. Hence, fact i) is mostly driven by the shock’s correlation. I introduce two

frictions in form of adjustment costs of capital as in |Christiano et al.| (2005)) and limited
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sectoral mobility of capital as in Boldrin et al.| (2001)) into their model and increase the
adjustment costs to new houses. Furthermore, I introduce variable capacity utilization
as in [Jaimovich and Rebelo| (2009). The extended model is able to replicate facts i)-iii).
The main improvement in the empirical plausibility of the model is due to adjustment
costs whose effect is enhanced by capacity utilization. The effect of sectoral immobility
is small. The results are robust for adjustment costs " > 0.3]]]

Impulse responses illustrate that all variables, except prices, co-move with each sec-
toral shock. Hence, sectoral and aggregate co-movements arise independently of the
intensity and persistence of the particular shocks. The same is true for the cross-
correlations of the investment types which is caused by different kinds of adjustment
costs. Therefore, co-movements and the lead-lag pattern are fully endogenous.

The extended model matches most relative standard deviations quite well. The in-
troduction and enlargement of adjustment costs fits the standard deviations of PCE,
business and residential investment best. The volatility of house prices is barely suf-
ficient. The standard deviation of the investment types is via a degree of freedom in
¢", but the value does not seem to be high.

Bayesian estimation suggests despite the internal propagations due to the extensions
that the business cycle is not only driven by sectoral shocks. This shows the high
volatility of the manufacturing sector. Nevertheless, in the DH-AR-model the quantiles
of the manufacturing sector’s shock standard deviation are twice as high as in the
corresponding extended model. The standard deviations of the construction sector’s
innovation are low, especially in the extended model. This gives evidence that the high
volatility of house prices as well as residential investment are not initiated by large
technology shocks in the construction sector, but rather due to aggregated shocks.

Further examination of the triggers of business cycles should incorporate an aggre-
gated shock. Albeit, in distinction to the VAR-models, without any negative sectoral
correlations and non-zero off-diagonals on the autoregressive matrix. This enables a
better interpretation of the manufacturing sectors exogenous process, but avoids the ex-
ogenous process drives results the model should accounts endogenously. This approach
makes variance decomposition simple.

A way to examine the source of business cycles without aggregated shocks could

be done as in the approach by |Ireland (2004). Here, the measurement error of the

M Christiano et al.| (2005) estimated in their benchmark model ¢” = 2.45 on a quarterly ba-
sis. |[Jaimovich and Rebelo| (2009) choose ¢” = 1.3 in combination with capital utilization
(6" (wit)uir /0" (uie) = 0.15 (here = 0.6)) on a quarterly basis.
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observation equation in the state space system captures all properties of the data that

sectoral shocks could not explain.

36



References

J. Benhabib, R. Rogerson, and R. Wright. Homework in Macroeconomics: House-
hold Production and Aggregate Fluctuations. Journal of Political Economy, 99(6):
11661187, 1991. ISSN 00223808, 1537534X. URL http://www. jstor.org/stable/
2937726.

M. Boldrin, L. J. Christiano, and J. D. M. Fisher. Habit persistence, asset returns,
and the business cycle. The American Economic Review, 91(1):149-166, 2001. ISSN
00028282. URL http://www.jstor.org/stable/2677902.

L. Caliendo, F. Parro, and A. Tsyvinski. Distortions and the structure of the world
economy. Working Paper WP23332, National Bureau of Economic Research, 2017.

L. J. Christiano, M. Eichenbaum, and C. L. Evans. Nominal rigidities and the dynamic
effects of a shock to monetary policy. Journal of Political Economy, 113(1):1-45,
2005. ISSN 00223808, 1537534X. URL http://www.jstor.org/stable/10.1086/
426038l

M. A. Davis and J. Heathcote. Housing and the business cycle: Data appendix
(data). External data appendix, 2002. URL http://morris.marginalq.com/
files/2002-10-Davis-Heathcote-Housing.data.x1s.

M. A. Davis and J. Heathcote. Housing and the Business Cycle. International Economic
Review, 46(3):751-784, 2005. doi: 10.1111/j.1468-2354.2005.00345.x. URL http:
//dx.doi.org/10.1111/j.1468-2354.2005.00345.x.

M. A. Davis and J. Heathcote. The price and quantity of residential land in the
United States. Journal of Monetary Economics, 54(8):2595 — 2620, 2007. ISSN
0304-3932. doi: http://dx.doi.org/10.1016/j.jmoneco.2007.06.023. URL http://
www.sciencedirect.com/science/article/pii/S0304393207000785.

M. A. Davis and S. V. Nieuwerburgh. Chapter 12 - housing, finance, and the
macroeconomy. In G. Duranton, J. V. Henderson, and W. C. Strange, edi-
tors, Handbook of Regional and Urban Economics, volume 5 of Handbook of Re-
gional and Urban Economics, pages 753 — 811. Elsevier, 2015. doi: https://doi.
org/10.1016/B978-0-444-59531-7.00012-0. URL http://www.sciencedirect.com/
science/article/pii/B9780444595317000120.

37


http://www.jstor.org/stable/2937726
http://www.jstor.org/stable/2937726
http://www.jstor.org/stable/2677902
http://www.jstor.org/stable/10.1086/426038
http://www.jstor.org/stable/10.1086/426038
http://morris.marginalq.com/files/2002-10-Davis-Heathcote-Housing.data.xls
http://morris.marginalq.com/files/2002-10-Davis-Heathcote-Housing.data.xls
http://dx.doi.org/10.1111/j.1468-2354.2005.00345.x
http://dx.doi.org/10.1111/j.1468-2354.2005.00345.x
http://www.sciencedirect.com/science/article/pii/S0304393207000785
http://www.sciencedirect.com/science/article/pii/S0304393207000785
http://www.sciencedirect.com/science/article/pii/B9780444595317000120
http://www.sciencedirect.com/science/article/pii/B9780444595317000120

D. N. DeJong and C. Dave. Structural macroeconometrics. Princeton Univ. Press,
Princeton, NJ [u.a.], 2. ed. edition, 2011. ISBN 9780691152875.

V. Dorofeenko, G. S. Lee, and K. D. Salyer. Risk shocks and housing supply: A
quantitative analysis. Journal of Economic Dynamics and Control, 45:194 — 219,
2014. ISSN 0165-1889. doi: http://dx.doi.org/10.1016/j.jedc.2014.05.014. URL
http://www.sciencedirect.com/science/article/pii/S0165188914001225.

J. D. Fisher. Relative prices, complementarities and comovement among compo-
nents of aggregate expenditures. Journal of Monetary Economics, 39(3):449-474,
1997. doi: 10.1016/s0304-3932(97)00024-x. URL http://dx.doi.org/10.1016/
S0304-3932(97)00024-X.

J. D. M. Fisher. Why does household investment lead business investment over
the business cycle?. Journal of Political Economy, 115(1):141 — 168, 2007. ISSN
00223808. URL http://search.ebscohost.com/login.aspx?direct=true&db=
buh&AN=23975005&s1ite=chost-1live.

J. Geweke. Using simulation methods for bayesian econometric models: inference,
development,and communication. Econometric Reviews, 18(1):1-73, 1999. doi: 10.
1080,/07474939908800428. URL https://doi.org/10.1080/07474939908800428.

P. Gomme, F. E. Kydland, and P. Rupert. Home production meets time to build.
Journal of Political Economy, 109(5):1115-1131, 2001. doi: 10.1086,/322829. URL
https://doi.org/10.1086/322829.

J. Greenwood and Z. Hercowitz. The allocation of capital and time over the business
cycle. Journal of Political Economy, pages 1188-1214, 1991.

B. Heer and A. Maussner. Dynamic General Equilibrium Modelling: Computational

Methods and Applications. Springer, 2nd edition edition, 2009.

E. P. Herbst and F. Schortheide. Bayesian estimation of DSGE models. The Econo-
metric and Tinbergen Institutes lectures. Princeton University Press, Princeton ;
Oxford, 2016. ISBN 9780691161082.

M. Horvath. Cyclicality and sectoral linkages: Aggregate fluctuations from inde-
pendent sectoral shocks. Review of Economic Dynamics, 1(4):781 — 808, 1998.
ISSN 1094-2025. doi: http://dx.doi.org/10.1006/redy.1998.0028. URL http://www.
sciencedirect.com/science/article/pii/S$109420259890028X.

38


http://www.sciencedirect.com/science/article/pii/S0165188914001225
http://dx.doi.org/10.1016/S0304-3932(97)00024-X
http://dx.doi.org/10.1016/S0304-3932(97)00024-X
http://search.ebscohost.com/login.aspx?direct=true&db=buh&AN=23975005&site=ehost-live
http://search.ebscohost.com/login.aspx?direct=true&db=buh&AN=23975005&site=ehost-live
https://doi.org/10.1080/07474939908800428
https://doi.org/10.1086/322829
http://www.sciencedirect.com/science/article/pii/S109420259890028X
http://www.sciencedirect.com/science/article/pii/S109420259890028X

M. Tacoviello. Housing in DSGE Models: Findings and New Directions, pages 3—
16. Springer, Berlin, Heidelberg, 2010. ISBN 978-3-642-15340-2. doi: 10.1007/
978-3-642-15340-2 1. URL http://dx.doi.org/10.1007/978-3-642-15340-2_1

M. Iacoviello and S. Neri. Housing market spillovers: Evidence from an estimated
DSGE model. American Economic Journal: Macroeconomics, 2(2):125-164, 2010.
doi: 10.1257/mac.2.2.125. URL http://dx.doi.org/10.1257/mac.2.2.125.

P. N. Ireland. A method for taking models to the data. Journal of Economic
Dynamics and Control, 28(6):1205 — 1226, 2004. ISSN 0165-1889. doi: https:
//doi.org/10.1016/S0165-1889(03)00080-0. URL http://www.sciencedirect.com/
science/article/pii/S0165188903000800.

N. Jaimovich and S. Rebelo. Can news about the future drive the business cycle? Amer-
ican Economic Review, 99(4):1097-1118, 2009. doi: 10.1257/aer.99.4.1097. URL
http://dx.doi.org/10.1257/aer.99.4.1097.

H. Jeffreys. Theory of probability. Clarendon Press, Oxford, 3. ed. edition, 1961. ISBN
0198503687.

K. Knoll, M. Schularick, and T. Steger. No price like home: Global house prices,
1870-2012. American Economic Review, 107(2):331-353, feb 2017. doi: 10.1257/aer.
20150501. URL https://doi.org/10.1257Y2Faer.20150501.

F. E. Kydland, P. Rupert, and R. Sustek. Housing dynamics over the business cycle.
International Economic Review, 57(4):1149-1177, 2016. ISSN 1468-2354. doi: 10.
1111 /iere.12193. URL http://dx.doi.org/10.1111/iere.12193.

D. Lucca. Resuscitating time to build. Manuscript, Federal Reserve Board, 2007.

F. Smets and R. Wouters. Shocks and frictions in us business cycles: A bayesian dsge
approach. The American Economic Review, 97(3):586-606, 2007. ISSN 00028282.
URL http://www. jstor.org/stable/30035013.

39


http://dx.doi.org/10.1007/978-3-642-15340-2_1
http://dx.doi.org/10.1257/mac.2.2.125
http://www.sciencedirect.com/science/article/pii/S0165188903000800
http://www.sciencedirect.com/science/article/pii/S0165188903000800
http://dx.doi.org/10.1257/aer.99.4.1097
https://doi.org/10.1257%2Faer.20150501
http://dx.doi.org/10.1111/iere.12193
http://www.jstor.org/stable/30035013

APPENDIX

(not for publication)
Housing and the Business Cycle Revisited

40



GDP:

PCE:

Labor:

BUSI:

RESI:

Xps

Xt

Data

: Population

SA1 Personal Income Summary: Personal Income, Population, Per Capita Per-
sonal Income: line 2. Source: Bureau of Economic Analysis (BEA)
nominal GDPygg9*quantity index GDP;/(100*Pop;)
NIPA nominal: Table 1.1.5 line 1; quantity index: Table 1.1.3 line 2, annual.
Source: BEA
nominal PCEygge*quantity index PCE;/(100*Pop,)
NIPA nominal: Table 1.1.5 line 2; quantity index: Table 1.1.3 line 2, annual.
Source: BEA
Hours worked private industries,; /(Pop;)
NIPA: Table 6.9B,C,D line 3. Source. BEA
nominal nonresidentialygge*quantity index nonresidential; /(100*Pop;)

+nominal government investmentsggg *quantity index government investment, /(100*Pop,)

—nominal gov. defense Investmentoggg ™ quantity index gov. defense Investment,/(100*Pop,)

NIPA nominal: Table 1.1.5 line 9; quantity index: Table 1.1.3 line 9, annual.
NIPA nominal: Table 3.9.5 line 3,19; quantity index: Table 1.1.3 line 3,19, annual.
Source: BEA

nominal RESTyy0*quantity index RESI, /(100*Pop,)

NIPA nominal: Table 1.1.5 line 13; quantity index: Table 1.1.3 line 13, annual.
Source: BEA

nominal constructiongye*quantity index Construction;/(100*Popy)

GDP by Industry nominal: GO line 11; quantity index: ChainQtyIndexes line

11, annual. Source: BEA

nominal manufacturingsgge™quantity index manufacturing; /(100*Pop;)
+nominal miningsgg*quantity index mining;/(100*Pop,)
+nominal agriculture, forestry, fishing, and huntingsgge *quantity index ~; /(100*Popy)

GDP by Industry nominal: GO line 12,6,3; quantity index: ChainQtyIndexes
line 12,6,3, annual. Source: BEA
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X2

sz

nominal wholesale tradesgg™quantity index ~;/(100*Pop;)
+nominal retail tradesgoe™quantity index ~;/(100*Pop;)
+nominal transportation and warehousingsge*quantity index ~;/(100*Pop;)
+nominal informationsgge*quantity index ~;/(100*Pop;)
+nominal professional and business servicesggg*quantity index ~;/(100*Pop;)
+nominal educational service, health care and social assistancesgyg™quantity in-
dex ~;/(100*Popy)

-+nominal arts, entertainment, recreation, accommodation and food service o909 *quantity

index ~;/(100*Pop,)

+nominal other services, except governmentsgg*quantity index ~;/(100*Popy)

GDP by Industry nominal: GO line 34,35,40,49,65,74,82,89; quantity index:
ChainQtyIndexes line ~, annual. Source: BEA

Output in finance, insurance and real estate is omitted due to consistence to DH.
The reasons behind are calibration exercises. A large fraction of real estate value
added is imputed from owner-occupied housing. Hence, accounting for real estate
services would lead to a biased capital share in the service technology. See DH

for further discussion.

hours construction,/(Popy)

< 2000 NIPA: Table 6.9B,C line 8; > 2000 NIPA: Table 6.9D line 9.
Source: BEA

hours manufacturing, /(Pop;)
+hours mining; /(Pop;)
+hours agriculture, forestry, fishing, and hunting/(Pop;)

< 2000 NIPA: Table 6.9B,C line 9,7,4; > 2000 NIPA: Table 6.9D line 10,7,4.
Source: BEA

: < 2000

hours transportation and public utility,/(Pop;)
+hours wholesale trade;/(Pop;)

+hours retail trade;/(Pop;)

+hours Services; /(Pop;)

> 2000

hours Utilities;/(Pop;)
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+hours wholesale trade;/(Popy)

+hours retail trade;/(Popy)

+hours transportation and warehousing, /(Pop;)

+hours information, /(Pop;)

+hours professional and business service;/(Popy)

+hours educational service, health care and social assistance;/(Pop)

+hours arts, entertainment, recreation, accommodation and food service;/(Popy)

+hours other services, except government,/(Pop;)

< 2000 NIPA: Table 6.9B,C line 12,16,17,19;
> 2000 NTPA: Table 6.9D line 13,14,15,16,18,19,20,21. Source: BEA

Hours in finance, insurance and real estate are omitted due to consistence to DH.
The reasons behind are calibration exercises. A large fraction of real estate value
added is imputed from owner-occupied housing. Hence, accounting for real estate
services would lead to a biased capital share in the service technology. See DH

for further discussion.

pre real house price index;, available since 1970

real house price index s.a. U.S. (Seasonally Adjusted, private consumption de-
flated), annual. Source: OECD.Stat

1.1 Price adjustment

The presented data in real terms are based on chained indices. Since these indices
are non-linear, there is a lack of additivity (see e.g. Whelan| (2002)), Flor| (2014)). To
examine these errors Table presents three alternative approaches. The first one
is in line with Reich| (2003) and Balk and Reich| (2008). In this approach I deflated
all nominal aggregates with the GDP-deflator. The second approach follows Gomme
and Rupert| (2007)) in line with |Greenwood et al.| (1997) where I deflated all nominal
aggregates with the consumer price index (CPI). The third approach gets on without
aggregation. Although, this approach omits government nonresidential investment and
second moments, for the intermediate sectoral outputs are not available.

Overall, it turns out that co-movements occur in all observed variables with all
approaches. Furthermore, it turns out that the correlation between residential and

business investment and between the output in the construction and manufacturing
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sector becomes noticeably smaller with GDP and CPI deflated data. Nevertheless, they
co-move obviously. Other changes, especially in the third approach, are not noticeable.

I decide to present the aggregated chained real terms in the paper because the
methodology is in line with Davis and Heathcote (2005) and changes in second mo-
ments due to more consistent approaches are only slightly. Thus, the error should be

small.

B  Full model

Figure [15|displays the flow of services and goods between the household sector and the

different sectors of production.

2.1 Analytic framework

In this section I present the full dynamic equilibrium of the model. Since my focus is
on an interior solution I omit non-negative restrictions.
The firm on the intermediate stage of production has to solve the following maxi-

mization problem:

bm,s b,m,s

max T = g Py X3t — Wi Ny — E TitWit Kt
it K, N; p p

st Xy = (uz’tKit)gi(AitNit)(l_ei)y 0 € (0,1)
SN, <N, )

The following first order conditions (FOCs) are the solution of the problem:

aﬂ'jt

Oui K = O3 (usy Kip) " (A Ny ) 170 — L0 (10)
on ‘ o !
o, = (1= 09 (weki)" (AalNa) = — Wy = 0 (11)

The representative firm in the final good sector has to solve the following maximiza-

tion problem:

Xpjt: Xmijt,Xsjt

max g = Yo + PyYy — Z Py(Xict + Xiar)

st Yjo=Xpd Xoth X0 X + Xiar < Xae

mjt<*sjty
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The following FOCs are the solution of the problem:

aﬂ'Et . BijtY}'t

!
= — Py =0 12
Xps  Xoje (12)
O g M; Py Y !
— P, =0 13
aijt ijt ! ( )
Ompe  S;PiYje !
= —P;=0 14
a)(sjt ijt ! ( )

The representative real estate developer has to solve the following maximization

problem:

lglalX Tret = PrtYne — Puli — Py Yar
dtstt

st Vi, =Y, 0l

The following FOCs are the solution of the problem:

Oy _ (1 - ¢)PhtYht

!
= —Py=0 15
0Xat Xat * (15)
P.Y;
Ore _ OPuYm _p Lo (16)
ol l;

The periodical utility function U, of the representative household has the Cobb-
Douglas form with constant returns to scale and constant relative risk aversion. Ex-

plicitly:

(Ct HE™ (L= Ny o)

U, =
t l1—0

(17)

There are investment adjustment costs, limited capital mobility, and the depreciation
rate of business capital depends on the state of capital utilization. So the law of capital

accumulation reads as follows:

b,m,s b,m,s
m I m
> K =1, (1 — ([—t» + (1= 6(uw) Y Kis (18)

t—1

_ 2
I choose ¢ (Iﬁl) = £ (Iﬁl — g;) for the investment adjustment costs, where gy is

the growth rate of investment on the balance growth path. The function of the capital
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depreciation rate reads as follows: d(uy) = du?, = > 1.

it

The law of motion of housing is:

Hioy =Yy + (1 —6)H,

(19)

Therefore the household explicitly faces the following maximization problem:

o0
max [ g B°Utys
Ct;Nigs Ieswit; Koy 1;He g =

b,m,s

st Cy+ I+ PuHey < (1 —064)PreHy + Pl + Z Titlis Isp 4+ WiN;

bm,s bm,s

i

The first auxiliary condition is the budget constraint.
The FOCs of the household reads as follows:

Re (Cpe P (1 — Ny Hemn) 7 = A,
Ot
1- c
. (CchtHh(l - Nt>1_#c uh) = AW,
1-—N
BE,H (O HI (1 — Ny )Y ™7 = A, By —

= g
AtritKit = théuit

PE, (At+17"it+1uit+1 + (1 - Suftﬂ)) =T

1—f<ll—my—w(li—m>h
2 \ [ I I
| P I L1 2 Ay
E e ) ) =2
+t<6rt@(h ar T T,

ZKM =1, (1 - (;:)) + (1= 0(ua) K

BE A 1(1 — 6,) Py (22)

'K, (23)

(25)

A; is the Lagrange multiplier associated with the budget constraint and I'; associated

with the law of motion of the capital accumulation.

Since firms maximize their profits, the household maximizes his utility and U/(:) > 0

all constraints are binding. It is straightforward to show that firms make zero-profits.
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Perfect competition and profit maximization implies:

Xit = Xigr + Xict (26)
b,m,s

I derive the market clearing condition from the binding budget constraint:
}/ct - Ct + ]t (28)

The firms technologies and equations define the model’s unique solution.

The choice of the optimal capital utilization is up to the household. This seems
implausible. However, with firms as investors this decision could be taken by the firm.
Since both solutions are first-best and the first fundamental theorem of welfare holds,
the result would be the same. I omit this for the sake of simplicity.

DH implement a hypothetical rental rate for housing denoted @); to define consump-
tion and GDP consistently with the NIPA. This rate equals the marginal rate of
substitution between consumption and housing. In general, the marginal rate of sub-
stitution is the ratio of the prices of the goods, and if one of them is the numéraire it
is only the price of the non-numéraire or the reciprocal. The equivalent to the NIPA
PCE in the model is the sum of consumption C; and the rents for housing (); H;. Then
one has for GDP Y, = PCE, + I, + PuYuy.

2.2 Asset pricing and the marginal return on investment

In this paper I argue that the product of the stochastic discount factor and the expected
gross return on business investment and new houses is one. In this section I will show

that this is true for both investment types. It holds from equation [I0] and 24}

r A 141X r
it Etﬁ t+1 eipthrl ity (1- Uf;+1)il
Ay Ay Kit At
where % := M, is the stochastic discount factor. The ratio i—j is the value of an

additional unit of capital to the price of an additional unit of business investment which
is commonly called Tobin’s marginal q (T'¢;). Note that with CEE adjustment costs
Tobin’s marginal q is different from Tobin’s average . See|Jaimovich and Rebelo| (2009)

for further discussion. T'q; reflects also the price of capital due to CEE adjustment costs
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via the reciprocal of equation 25| or via asset pricing theory. Hence:

7 X’L
Kit1

1 =E;M;y Tq
t

The term in parentheses is the expected gross return to business capital investment
K;
R

From equation 22| T derive:

Hh o l1—o
Hh(Ome HIR (1 — Nyyy )\ ehn
BAH-I Ht+1 ( t+1 t+1( t+1) )

Py =E
"N At

+ (1 — 0n) Presa

The first term in parentheses is the expected marginal rate of substitution between
housing and consumption in period ¢ + 1 which equals the expected implicit rental rate
for housing in ¢t + 1. Thus, it is obvious that Py, is the housing’s asset price. It follows

with the expected gross return to new houses R/} ,:
1=EM . R2,
All things considered, it holds:
A =EBALRE =EBALRS,

This means the discounted marginal return of new houses equals the discounted marginal
return on business investment and also the marginal utility of consumption, which is

the standard condition in a basic consumption-saving model.

2.3 Growth rates and stationary variables

Trend growth rates in the extended model are equal to DH. Table [11]illustrates them.
I obtain stationary variables due to x; = X;/gt, A = At/gz(“h(1_0))9,2(“0(1_0)_1) and
o Ft/gz(“h(1_0))g,i(”°(1_0)_1). X, represents any variable except A; and I';, g, the

corresponding growth rate.
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2.4 Calibration

As DH,too, I choose the following values of the parameters: 0.06 is the net rate of the
return on capital in all sectors less depreciation[l?] o is set equal two. The parameters
of the intermediate and final good technologies are: 6, = 0.132, 6,, = 0.309, 6, = 0.237,
B.=0.031, M. =0.27, S. = 0.699, By = 0.47, M; = 0.24 and By = 0.29. The growth
rates in the intermediate sectors are: g4, = —0.27%, ga,, = 3.1% and ga, = 2.37%. In
the steady state the capital/GDP ratio is 1.52. The amount of hours on the balanced
growth path is set to 0.3.

For ¢ I choose 0.4. To this end the standard deviation of business investment relative
to those of output matches the data from DH.

Since the optimal capital utilization in the steady state is the same across the different
technologies, I set the optimal capital utilization to one in all sectors on balanced growth
path. The parameters 6 and z are endogenous and it follows that the constant elasticity
of 0" (wir) (8" (wir)ust /' (uir)) is 0.67 (with & = 0.089 and = = 1.67)]7]

Davis and Heathcote| (2007) gives evidence for a great volatility and a large increase
in the land share of existing houses from 30-35 percent to 40-45 percent between 1975
and 2006. The land share of existing houses is on average 36 percent.

Properly speaking, only the stock of residential structures S; depreciate over time,

not land. Following DH, the accumulation law of housing is technically:

Hyoy =17+ 17 (1= 6) Y1) ™*
10 (1= 6)Ya) 0+ .
=17V, + (1 —30,)°H,

Where §; is the pure depreciation of structures. This implies §, = (1 — d,)'7¢ — 1.
Furthermore with the accumulation law of structures S;,1 = Yy + (1 — d5)S;, it is
straightforward to show the following relationship in the steady state between the

value of the stock of structures and of houses:

PeS _gll=9) [, _(1-0)7% (1_<1—5s>>‘1
PyH 9a g5 ¢ 9ga

12 T will show in Apendix that the return on capital and the capital utilization is the same in
each sector on balanced growth. Therefore capital depreciation is the same in each sector. Following
this the net rate of the return on capital less depreciation in all sectors must be the same.

13 Jaimovich and Rebelo| (2009) choose 0.15 on a quarterly basis.
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Where g, denotes the growth rate of the particular variable. Hence, 1 — If}dfl is the

share of the value of the stock of land in the value of the stock of houses. I take from

Davis and Heathcote| (2005) the depreciation rate of residential structures equal 0.0157
and the stock of residential structure to GDP ratio equal 1. Hence, the only degree of
freedom in the equation above is ¢. I choose this to match the empirical observations
of Davis and Heathcote| (2007)). This is for ¢ = 0.2.

From this it follows a depreciation rate of houses d;, &~ 0.126 and a steady state ratio
Bl — 1.56.

From this calibration the values of the remaining endogenous parameters reads as
follows: p. ~ 0.3 and pp, =~ 0.04. Those are similar to DH. The inverse of the discount
rate (3 is 0.9668.

The parameters of the shocks are listed in table [3| and were discussed in the paper.

2.5 Characteristics of the steady state

In this section I show some explicit characteristics of the steady state. I derived the
steady state by paper and pencil. In the steady state all variables are stationary and
2z = 1V t. Thus, z; = z;41 = x holds and therefore the expectation operator E; is
dropped.

Capital utilization: Keep in mind, there are no business investment adjustment costs
on the balanced growth path and consequently not in the steady state and therefore
A = 7. You can also obtain this result via equation From equation [I0] and 23| I

derive the steady state condition:

pix;

xguf_lki = 91
PiZ; z

out = 0;
SToU; ;

(29)

Consider the Euler-equation (equation [24)) in the steady state with equation 29} [10]and

A=~
A . _
fe(l—0)—1 _pn(l—o) ﬁ)‘(l - 5Ui + $5ui)
gk; h
1
C(l_a)_l /’Lh(l_a) _ 1 x
@< - ) “C(?ﬁ”)—l #h(l—")> - (30)

The left-hand side of equation [30|is independent of any technology specific parameters.
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Thus in the steady state capital utilization is equal across all technologies in the steady

state.

C Estimation and Monte Carlo algorithms

RWMH 1 use a Metropolis-Hastings-Gaussian-Random-Walk algorithm as described
by Herbst and Schortheide (2016]) to draw from an approximation of the posterior of
the AR-models. As covariance matrix I take the negative of the inverse of the Hessian
at the mode of the posterior. I do not scale, because with ¢ = 1 about 30 percent of
the draws are accepted, which seems optimal. T draw 100,000 times and burn the first
50,000. I calculate marginal likelihoods with Geweke| (1999) choice. There is no change
in the interval of [0.5,0.99] for the presented accuracy.

SMC For the VAR(1) models I use the sequential Monte Carlo algorithm with likeli-
hood tempering as described by Herbst and Schorfheide (2016)), because the posteriors
are probably multimodal. In the selection step I resample multinominal when the ef-
fective sample size is lower than half of the whole sample. Sampling in the mutation
step is via Metropolis-Hastings-Gaussian-Random-Walk with one step and one block
for each particle. The variance estimation bases on the previous bridge distribution.
The scaling constant is adaptive to accept around 25 percent percent of draws. The
tempering follows the square of the number of the bridge over the number of all bridges.
The first bridge is drawn from the prior. For the quantiles of the distribution I account
for the weights. Marginal likelihood of the VAR-models is calculated as the product of

the bridges average unnormalized weights.

D Nested innovations

I will give a simple formal example of how correlated innovations could be thought as
nested aggregate and sector specific innovations. Consider two sectoral shocks with the

following innovations:

Ay
€ 1—-G)o o 0
i | o G Ste| M~ N (031, 15) (31)
€2t (1 - C2)02A 0 C2<725 g
——— ~ - | o2t
=€t =0 N——
=M

ol



Hence:

Y :=E (&€ ) =E (Qnn Q") = QQ"

(1 —=G)%oia+Clots (1= G)(1 = (2)o1a02a (32)
(1 =¢)(A = CG)oraoea (1 —G)*054 + (3oig

For (; V(5 = 1 the covariance is zero, thus innovations are independent of each other.

Furthermore, with (; = (s = 0 it follows:

= =1

2
01a 01A02A] 014024

= P12 = Y R
V014924

and therefrom the shocks are perfectly correlated. In all other cases the correlation

2
01A024 054

is between zero and one, which is the case in the benchmark DH Model. Hence, the

shock could be thought as a nest of sectoral and aggregate innovations.

E Tables and Figures

Table 11: Growth rates on the balanced growth path

N;, N, u;, 1 1
K.C.IY. gp— 91(41;01,)Bcggnzem)Mch:es)sc] (1—0y Be—0pm M. —055.) "1
P X;, RXija P.Yy, P H 9k
PaXa, BX Gk
X, Xy W= 99"
Xongs X G = G2 gu"
X, X, 9s =91 g
Y, ya = 95901295
H,Y;, gn=9795 "
Q, by Ipn = i/ 9n

Source: DH, own calculation
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