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Abstract 

Motion estimation entails the major computation complexity load and processing time in HEVC 

video encoder. Integer-pixel Motion Estimation (IME) consume more than 45% of the processing 

time. Therefore, this paper presents a High-Level Synthesis Hardware Accelerator for Integer-

pixel Motion Estimation of HEVC on Xilinx SoC-FPGA Platform. The hardware accelerator is 

three time faster than the corresponding software implementation with only 100 MHz clock 

frequency on Xilinx Zynq ZC702 FPGA. 

I. Introduction 

The new H.265/HEVC video coding standards [1] added huge computational complexity to 

achieve double the compression ratio (i.e. 50% bit rate reduction) for the same video quality in 

comparison with the preceding H.264/AVC standard. This high computational cost represents a 

big challenge for real-time compression of video data. Integer-pixel and fractional pixel motion 

estimation, DCT and quantization, and intra-prediction represent almost 90% of the processing 

load of the HEVC encoder. Processing time profiling was carried in [2]. Based on the profiling 

results, Motion estimation with its two parts; integer-pixel and fractional pixel, accounts for more 

than 65% of the processing time (i.e. processing load), DCT and quantization consumes about 15% 

of the processing time, intra-prediction consumes about 1.5% of the processing time, and memory 

setting and copying consumes about 7% of the processing time. 

II. Architecture  

Motion estimation (ME) is used for inter frame prediction where the motion in the current frame 

is predicted from one or more reference frames by calculating a motion vector for every block. In 

our implementation, Integer-pixel Motion Estimation (IME) computes the Integer Motion Vector 

(IMV) by utilizing full search algorithm within a search range ±16 pixels. As shown in Figure 1(a), 

the architecture is composed of 1) the input memory of the search window, 2) the input memory 

of the reference block, 3) Sum of Absolute Difference (SAD) unit, 4) comparison unit and 5) 



motion vector calculator unit. Outputs of the IME are minimum cost value and Integer motion 

vector, which are saved in registers. 

 Memory Organization 

The block size in our implementation is fixed to the size of 16 x 16 pixels and the pixel is 

placed in 8-bits width. The search window size is configured as 48 x 384 = (32 + 16) x (48 * 8 

bits), while the reference block size is configured as 16 x128 = 16 x (16 * 8 bits). The search 

window memory is filled in 576 cycles. The writing process is shown in Figure 1(b), where four 

pixels are sent to the search memory at a cycle.  Each row is a register of size 384 bits (48 pixels). 

In 12 cycles, the registers is filled then the write process move to the next row. The total number 

of cycles is 576 (12 cycle per row x 48 rows). While the reference block memory is filled in 64 

cycles. Likewise, four pixels are written to the memory at a cycle.  Each row is a register of size 

128 bits (16 pixels).  In 4 cycles, the registers is filled then the write process move to the next row. 

The total number of cycles is 64 (4 cycle per row x 16 rows). 

(a) 

 

 

 

(b) 

Figure 1  a) Block diagram of Integer-motion estimation b) The search window write process 

 Processing Unit 

The processing unit is divided into three units [3]: 1) SAD unit shown in Figure 2(a), 2) 

Comparison unit, and 3) motion vector calculator unit. SAD unit receives the input values of the 

pixels from the search window memory and reference block memory. Then the Processing 

Element (PE) works to calculate the SAD value between the pixels and its references. Next, the 



output values is stored at the output SAD register. The architecture of the SAD unit is shown in 

Figure 2(a).  A pipelined architecture of the PE is developed in order to speed up the processing 

time, as shown in Figure 2(b). Thirty-three PEs work in parallel to calculate SAD values for thirty-

three overlapped blocks of a row. Finally, for the thirty-three SAD values, the minimum value and 

its index are computed by the comparison and MVC units. Since our implementation utilizes the 

full search algorithm, this process is repeated for all blocks till the integer motion vector and its 

corresponding minimum SAD value are found and stored. 

(a) 

 

(b) 

Figure 2. a) SAD unit Architecture b) Processing Element (PE) of the SAD unit 

III. Development and Resource Utilization 

Hardware/Software co-design aims to exploit the interaction between hardware and software 

with the goal to optimize and/or satisfy the design metrics such as cost, performance, power, and 

time-to-market. In this context, System-on-Chip FPGAs platforms are produced to accelerate the 

development of complex electronics systems based on HW/SW co-design methodology. SoC-

FPGAs are programmable System-on-Chip (SoC) that combines programmable logic and 

microprocessor unit to implement the hardware and software respectively.  In this paper, HEVC 

encoder, Kvazaar [4], is ported to run on the processing unit (i.e. microprocessor) inside the FPGA 

and the hardware core IP for IME is implemented by High-Level Synthesis HLS approach using 

Vivado [5]. The IME core is implemented and verified using real-time test vectors from Kvazaar. 

Our platform is Xilinx Zynq ZC702, evaluation kit in [6].    



The proposed architecture of Integer Motion Estimation (IME) was developed using High level 

Synthesis (HLS) technique on Vivado platform from Xilinx. Former, C-code of the IME algorithm 

is optimized to be hardware friendly. Latter, the next step is to design the interfaces and apply the 

proposed architecture. The Interface with the IME core is 32-bits AXI-bus where data is 

transmitted and received through it. Four pixels are sent to the core per a clock cycle to fill the 

memory over the AXI-bus. The IME core is synthesized on Xilinx Zynq ZC702 FPGA.  The 

resource utilization of the implemented core is illustrated in Table 1.  

Table 1. Summary of resources utilization of IME core on Xilinx Zynq 

ZC702 FPGA 

 

 

 

Figure 3.  Proposed HLS Architecture for the IME Core “fullsearch16_kvz_0” 

 



IV. Prototyping and Integration 

The proposed IME hardware accelerator is integrated with Kvazaar HEVC encoder software, 

where Kvazaar is running on the ARM processor. Figure 3 shows the details of the integration. 

The component of the system are 1) the processor, in Zynq ZC702, which is a Dual ARM Cortex-

A9 core processor. 2) The generated IME core by HLS. 3) BRAMs to hold the data between the 

IME core and the processor. 4) Advanced Extensible Interface AXI Bus to connect between the 

processor, BRAMs and IME core.  

V. Testing Methodology 

The developed IME hardware accelerator is tested on Xilinx Zynq ZC702. Our aim is to verify 

IME module functionality using real-time test vectors. Also, to discover the limitations regarding 

the time of the target platform. In the verification test, the IME module is implemented as an 

external peripheral on FPGA logic then it is feed by test-vectors from the software running on the 

processor. Kvazaar software is ported as an application on Embedded Linux. In order to perform 

this task, the following steps are required: 

1. IME module is implemented by standalone-BSP Board Supported Package methodology 

[7]. Standalone-BSP is a simple, low-level software layer, it provides access to basic 

processor feature such as cashes, interrupts, exceptions as well as the basic features of 

hosted environment such as standard input and output, abort and exit. Using standalone-

BSP, IME module is implemented as an external peripheral for Cortex-A9 with fixed 

physical address added to Cortex-A9 memory mapping table. Whenever the Cortex-A9 

wants to communicate with the IME module, it just calls it as a hardware peripheral like 

any external peripheral USB, I2C, SPI, etc.    

2. Kvazaar is ported on ARM Cortex-A9 running on Embedded Linux using PetaLinux. The 

PetaLinux tools offer everything necessary to customize, build and deploy Embedded 

Linux solutions on Xilinx processing systems [8]. In this context, Kvazaar is cross-

compiled, using GNU tool, as an application for Embedded Linux. However, Kvazaar is 

modified to call the IME hardware module instead of calling module function in the 

software flow.  

3. The image of the complete solution including the hardware description (standalone BSP IP 

Module) and the Embedded Linux application is built and uploaded to SD card, where The 



First Stage Boot Loader (FSBL) in the Zynq ROM reads the “boot.bin” file from the SD 

card and start the Kvazaar application.  

This method is utilized for verification to drive the IME module with real-time test vectors. In 

the following section, we present the results of the verification test. Screenshots from the test are 

displayed. Also the timing results are demonstrated. In addition, a comparison between the 

software IP and the HLS accelerators are showed to demonstrate the gain achieved by integrating 

IP modules as Hardware on programmable logic. 

VI. Integer-pixel motion estimation architecture’s test: 

In our implementation, Integer Motion Estimation (IME) computes the Integer Motion Vector 

(IMV) by utilizing full search algorithm within a search range ±16 pixels. In our testcase, each 

pixel is stored as an integer. So for 16 × 16 block size, the input test vector is 64 pixels × 32 bits. 

The test vector is generated by Kvazaar then feed to the IME module. Next, the test runs and the 

output is stored and compared with the reference output. The output vector contains two integer, 

IMV and best SAD values.   

 Test Screenshot 

In Figure 4, a screenshot of the test is captured. The test is passed as shown in the figure, the 

done signal is triggered after all output vector is compared and matched to the reference output. 

The yellow marker shows the end of the testcase.  

 Timing Report 

In order to verify the benefits of the HLS flow, a timing analysis is performed to compare 

between the pure software IME module runs on ARM processor and HLS IP module. Table 2 

shows the timing report of IME. The IME HLS IP module runs at 100 MHz clock, with 1826 clock 

interval. The output is produced after 1826 / 100 MHz around 18.26 µsec. while in software, it 

takes 54.5 µsec. So HLS IP module accelerate around three times over the software IP. 
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Figure 4. Test Screenshot of Integer Motion Estimation IP Module 

Table 2. Timing Report of Integer Motion Estimation IP Module 
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