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A NEW FAMILY OF ESTIMATORS OF THE
POPULATION VARIANCE USING INFORMATION ON
POPULATION VARIANCE OF AUXILIARY VARIABLE

IN SAMPLE SURVEYS

Housila P. Singh?, Surya K. Pal?

ABSTRACT

This paper proposes a family of estimators of population variance Sj of the

study variable y in the presence of known population variance sz of the
auxiliary variable x. It is identified that in addition to many, the recently proposed
classes of estimators due to Sharma and Singh (2014) and Singh and Pal (2016)
are members of the proposed family of estimators. Asymptotic expressions of
bias and mean squared error (MSE) of the suggested family of estimators have
been obtained. Asymptotic optimum estimator (AOE) in the family of estimators
is identified. Some subclasses of estimators of the proposed family of estimators
have been identified along with their properties. We have also given the
theoretical comparisons among the estimators discussed in this paper.

ASM Classification: 62D05.

Key words: Auxiliary variable, Study variable, Bias, Mean squared error,
Efficiency comparison.

1. Introduction

The problem of estimating the population variance assumes importance in
various fields such as industry, agriculture, medical and biological sciences etc. In
sample surveys, auxiliary information on the finite population under investigation
is quite often available from previous experience, census or administrative
databases. It is well known that the auxiliary information in the theory of
sampling is used to increase the efficiency of the estimators of the parameters
such as mean or total, variance, coefficient of variation etc. Out of many, ratio and
regression methods of estimation are good examples in this context. In many
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situations of practical importance, the problem of estimating the population
variance Syzof the study variable y deserves special attention. When the

population parameters such as population mean, variance, coefficients of
skewness and kurtosis of the auxiliary variable are known, several authors
including Das and Tripathi (1978), Srivastava and Jhajj (1980), Isaki (1983),
Prasad and Singh (1990, 1992), Kadilar and Cingi (2006), Shabbir and Gupta
(2007), Gupta and Shabbir (2008), Singh and Solanki (2013a, b), Solanki and
Singh(2013), Singh et al. (2013, 2014), Hilal et al. (2014), Sharma and Singh
(2014), Solanki et al. (2015), Yadav et al. (2015) and Singh and Pal (2016) etc.
have suggested various estimators and studied their properties.

The principal aim of this paper is to suggest a new family of estimators of the
population variance Sjof the study variable y using information on population

variance SX2 of the auxiliary variable x along with its properties under large
sample approximation.

Consider a finite populationU ={U,,U,,...,U }of N units. Let y and x be

the study and auxiliary variates respectively. We define the following parameters
of the variates y and x:

Population mean: Y = N ‘12:11 Yi

Population mean: X = N ‘1ZN X,

=7
Population variance /mean square: S7 = (N —1)‘12L(yi -Y)?,
Population variance /mean square: S” = (N —1)’121:11(xi -X)?.
Q,is the i™ quartile (i=1, 2, 3) of the auxiliary variable x,

Q, =Q; —Q, : the population inter-quartile range of the auxiliary variable x

Q, =(Q;—Q,)/2: the population semi-quartile range of the auxiliary
variable X,
Q, =(Q;+Q,)/2: the population semi-quartile average of the auxiliary
variable x .

It is desired to estimate the population variance Sfof the study variable y
when the population variance Sfof the auxiliary variable x is known. For

estimating population variance SZ, a simple random sample (SRS) of size n is
drawn without replacement (WOR) from the population U. The conventional
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unbiased estimators of the population parameters (Y ,SZ, X ,S?) are
respectively defined by

y= nilzin:l Yi '55 =(n _1)7lz:=l(yi -y)? ., x=n" in=1xi
2 EA el o\2
ands; =(n-1)"> " (x—%)%.
When the population variance SX2 of the auxiliary variable x is known, Isaki

- - - - - - 2
(1983) suggested a ratio-type estimator for estimating population variance S

defined by
Sy
t = Si(gj : (1.2)
Upadhyaya and Singh (1986) suggested an alternative estimator for Sy2 as
s’
t, = 55(35 j (1.2)

where 52 =(NSZ—ns?)/(N —n)
={(1+09)S; - 9s;}
and g=n/(N—n).

Das and Tripathi (1978) suggested a difference-type estimator for the
population variance S as

ty=s;+d(Sf—s5), (1.3)
where ‘d’ is suitable chosen constant.
Shabbir (2006) suggested a class of estimators of Sy2 as

SZ

X

S*Z
t, =75, +(1—n)s§(LJ : (1.4)
where 77 being suitable chosen constant.

It is well known that the estimator t, = sj is an unbiased estimator ofSy2 . The
variance MSE of s§ under SRSWOR to the first degree of approximation is given

by
Var(t,) = MSE(t,) = f S; (4, —1), (1.5)

Wwhere Ao = Mo | 3 Hao =(N _1)712:11(% -Y)*,
1y =(N=D3 (y,~Y)?and f =((L/n)-@/N)).
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The biases and mean squared errors of the Isaki’s (1983) estimator t and

Upadhyaya and Singh’s (1986) estimator t,to the first degree of approximation
are, respectively, given by

B(t,) =SZf (4 ~1)A-C), (16)
B(t,) = —Sjg f (A, —1)C, 1.7)
MSE(t,) = S} f[ (A ~1) + (Zs ~))A-2C)], (18)
and
MSE(t,) = Sy f [(Ay —1) +g(A, —1(g - 2C)], (1.9)

where Ay, =t H(uf208?) sty = (N=D7D" (v, =Y)P (% = X)7,
(p, g) being non negative integers; and C = (4,, —1)/(4,, —1).
It is easy to verify that
E(t;)=S;
which shows that the difference estimator t, is unbiased for Sj.

The variance of the difference estimator t, to the first degree of
approximation is given by
MSE(t;) =Var(t,) = f S;‘[(/L,O -1 +d(4, -1 -2C)] (1.10)
which is minimum when
d=C. (1.12)
Thus the resulting minimum MSE of t, to the first degree of approximation is
given by
min.MSE(t,) = f S;‘[(ﬂb40 ~1)- (1, —1C?]
= £ S (Ao—DA-p7?), (1.12)
. Cov(s;,sy) (A —1)
\/Var(si)Var(Sf) Vo =D (4 - D)

To the first degree of approximation, the bias and MSE of the Shabbir’s
(2006) estimator t, are respectively given by

where

B(t,) =-Sy9 f (L-17)(4, -1C, (1.13)
MSE(t,) =Sy f[(Ae —D + 9A-1) (A ~D{g(@-7)-2C}H.  (1.14)
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The MSE(t,) is minimum when

C
Nopt = (1——J : (1.15)
g
Thus the resulting minimum MSE of Shabbir (2006) estimator t, is given by
min.MSE(t,) = f S;‘(/l40 ~-D(L-p"?) (1.16)

which equals to the minimum MSE of the difference-type estimator t,
[i.e. min.MSE(t,) =min.MSE(t,)] .

1.1. Sharma and Singh’s (2014) estimators

Sharma and Singh (2014) have suggested three classes of estimators of the
population variance S as:

ts =W,s; +W, (S} —s,7), (1.17)
t. =k,s2 +k (Sz—s*z){z{szzﬂ (1.18)
6 1vy 2 X X Sz ! :
S*Z
and t, = mlsj(s—sz +m, (S5 —5,7), (1.19)

where (w;,W,),(k;,k,)and (m;,m,) are suitable chosen scalars such that mean
squared errors of t.,ts and t,are respectively minimum. We note here that the

minimum mean squared errors of the estimatorst, ,t, and t, obtained by Sharma

and Singh (2014) are incorrect. Therefore the first objective of the authors of the
present paper is to give the correct expressions of the minimum mean squared

errors of the estimators t.,t; and t, proposed by Sharma and Singh (2014).The

derivation of the correct expressions of the minimum mean squared errors of the
estimatorst, ,t, and t, proposed by Sharma and Singh (2014) are given in the
following theorems.

Theorem 1.1. (a): The bias and MSE of the estimator t.to the first degree of
approximation, are respectively given by

B(t,) = (W, —~1)SZ, (1.20)
MSE(ts) = S;[L+W: {1+ f (A, DI+ Wor?g? f (Ay, —1)+ 2w, grf (1, —1) - 2w,],
(1.21)

where r =S7 /S 7is the ratio of two variances.
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Proof: To obtain the bias and MSE oft; , we write
s2=S2(1+e,) , Sy =Si(l+e,)
such that
E(eo) = E(el) =0
and to the first degree of approximation,
E(ei) =f(1,-1), E(ef) = f (A, —Dand E(ee)=f (4, -1).

Expressing t. in terms of e’s we have
t; =W, S;(L+6€,) +w,{S; —(1+9)S; +g(l+e)S;}
=W,S’ (1+e,)+W,gSce
or
(t;—S;) =w,S;(1+e))+w,gS7e, —S]
or
(t; —S;) =S, [w,(1+e,) +w,gre, —1]. (1.22)

Taking expectation of both sides of (1.22) we get the bias oft. to the first
degree of approximation as

B(t;) = (w, —1)S7. (1.23)
Squaring both sides of (1.22) we have
(t;—S;)° =S, [1+w;(1+2e, +e))+w:g°r’e’
+2W,W,ar(e, +e,e,) —2w, (1+¢e,) —2w,gre ]. (1.24)
Taking expectation of both sides of (1.24) we get the MSE of t. to first degree
of approximation as

MSE(t;) = Sy [1+W: {1+ f (A0 —D}+W20°r* f Ay, —1) + 20w, grf (4,, —1) — 2w, ]
(1.25)
which proves the Theorem 1.1(a).
Theorem 1.1. (b): The optimum values of w, and w,that minimize the
MSE(t; ) at (1.25) are respectively given by
W =[1+ f (2, ~DA-p )], (1.26)
C

W,y = — et (1.27)
gril+ (A -DA-p )]
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and the resulting minimum MSE(t;) is given by

S{f (Ao D7)

min.MSE(t,) = L+ f (1 D p)] , (1.28)
__MINMSE(L) - rfrom (1.12)]
{1+ min.MSE(t,)
S,

Proof: Proof is simple so omitted.

Theorem 1.2. (a): The bias and MSE of the estimator t,to the first degree of
approximation, are respectively given by
B(te):Sj[kl+kzgzrf (Aos —D 1] (1.29)

and
MSE(t,) = Sj[1+ kf{1+ f (A —D}+ kirzg2 f (Ao —1)

+ 2k, K, grf (A, —1)(g +C) — 2k, — 2K, g°rf (Ay, —D)]. (1.30)
Proof: Expressing the estimator t,in terms of ¢’s we have
te =k S;(1+e,)+k,Sige[2—(1+g)+g(d+e)]
=k,S;(1+e,)+k,Sige (1+ge)
or
(ts —S2) =S;Ik,(1+ey) +k,gr(e, + gef)—1]. (1.31)

Taking the expectation of both sides of (1.31) we get the bias of t; to the first
degree of approximation as
B(t6):Sy2[kl+kzgzrf (Aos —D-1]. (1.32)

Squaring both sides of (1.31) and neglecting terms of e’s having power
greater than two we have

(ts —S;)° =S, [1+k’(1+2e,+e2) +k2g°r’e’

+2k,k,gr(e, +eqe, +ge’)— 2k, (1+e,) —2k,gr(e, + ge’)]. (1.33)
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Taking expectation of both sides of (1.33) we get the MSE of t, to first degree
of approximation as

MSE(t,) = S;‘[1+ kf{1+ f (A DI+ kjgzr2 f (Ao -1
+2k,k,grf (4, —1)(g +C) -2k, — 2k2g2rf (A —D]  (1.34)
which proves the Theorem1.2(a).

Theorem 1.2. (b): The optimum values of k; and K,that minimizes the
MSE(t, ) are respectively given by

 [-gf(g+C) (D]
° 1+ f{(As -1 — (Ao, —D(g +C)?] ,

kzo _ [gf (/140 _1) B C] - (136)
grii+ f{(4 -1 — (4o —)(g +C)°}]

(1.35)

and the resulting minimum MSE(t;) is given by
Sy f (A —DI-9*f (Ao, D) - p7]
[+ f{(Ao =1 — (A —1)(g +C)*]

Proof: Differentiating (1.34) partially with respect to k;, k, and equating to zero
we get the following equations:

k {1+ f (4, —D}+k,arf (4, —D)(g+C) =1, (1.38)

k(Ao —D(g +C) +k,gr(4, D) =9(4, —1) . (1.39)
Solving (1.38) and (1.39) fork,and k,, we get the optimum values of k;

min.MSE(t;) = (1.37)

and K, , respectively as given by (1.35) and (1.36).

Substituting the values of k,,andk,,, from (1.35) and (1.36) in (1.34) we get
the resulting minimum MSE of t; given by (1.37).

This proves the Theorem 1.2(b).
Theorem 1.3. (a): The bias and MSE of the estimator t,to the first degree of
approximation, are respectively given by

B(t7) = S;[ml{l_ gf (122 _1)}_1] 1 (1-40)
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MSE(t,) = Sy[L+m {L+ f[(A —1) + 9(A —1)(9 —4C)]}]
+m;g°r* f (Ag, —1) +2m;m,grf (4, ~)(C - g) —2m,{L-gf (4, ~D}].
(1.41)

Proof: Expressing the estimator tin terms of €’s we have

t; =Sy (L+e)[l+g—g+e)]+m,[Sg —(1+9)SS +9S7(L+e)]
= Sj(l"'eo)(l_ gel)+mZgSfel
or
(t, - Sj) = Sj[m1(1+eo —0e —geye,) +m,gre —1]. (1.42)

Taking expectation of both sides of (1.42) we get the bias of t, to the first
degree of approximation as

B(t7) = Sj[ml{l_ gf (2*22 _l)}_l] : (1-43)

Squaring both sides of (1.42) and neglecting terms of e’s having power
greater than two we have

(t7 _85)2 = Sj[1+ m12(1+ 280 _del +e§ —4ge0e1 + gzef)+m§gzr2e12

+ zmlngr(el + €06 — gelz) - 2m1 (1+ €, — 06 — geOel) - 2mz(.:]r(':&] .
(1.44)

Taking expectation of both sides of (1.44) we get the MSE of t, to first degree
of approximation as

MSE(t,) = Sy[1+mi{L+ (2 —~D}+ 9 (A —1)(g —4C)]}
+ mz 9°r* f (Ao, 1) +2mm,grf (1, —1)(C — g) - 2m,{1- gf (1, ~1)}].

This is same as given in (1.40). Thus the theorem is proved.

Theorem 1.3. (b): The optimum values of m, and m,that minimizes the
MSE(t,) given by

. [L-f (2, ~2)C]
. [1+ f{(4y -1 — (4, —D)C(2g9 +C)}] ,

_ [1-9f (2o ~)CIC - 0) (w46

My =— gri1+ f{(/140 -1)- (/104 -1)C(2g+C)}]

(1.45)
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and the resulting minimum MSE(t, ) is given by

S 1 (Ao ~DL- o™ {1+ ” f (Ao, ~D}]

min.MSE(t,) = :
[1+ f{(A =1 = (4, ~DC(29 +C)}]

(1.47)

Proof: Differentiating (1.40) partially with resects to m, , m, and equating to
zero we get the following equations:

{1+ f[(ﬂ“40 -1+ 9(104 -1(g-4C)[} grf (104 -1)(C-9) {ml]
grf(ﬂm _1)(0_9) gzrzf(/104 _1) m,
{1— of (A, —1)0}

. (1.48)

Solving (1.48) we get the optimum values of m and m, as given in (1.44)
and (1.45) respectively. Substituting the optimum values of m,,andm,, of m, and
m, respectively in the MSE(t,) at (1.41), we get the minimum MSE of t,as
given by (1.47).

Thus the theorem is proved.

1.2. Efficiency comparison

This section compares some existing known estimators of the population
variance S;.

From (1.5), (1.8), (1.9), (1.12) and (1.16) we have

Var(t,) —min.Min(t;) = f S} (1,, - p™~ , (1.49)
j=34 >0,
MSE(t,) —min.Min(t;) = f S;[p /(Ao —D — /(4o DT (1.50)
j=34 >0,
MSE(t,) —min.Min(t;) = f Si 10" /(o —1) — 9/(les —DT? (1.51)
j=34 >0.

It follows from (1.49) to (1.51) that the difference estimator t,[Das and
Tripathi (1978)] and Shabbir (2006) estimator t, (at optimum condition) are better
than the usual unbiased estimatorsi, Isaki’s (1983) estimator t; and Upadhyaya
and Singh’s (1986) estimatort, .
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Now, we present the comparison of the estimators t., t; and t, due to
Sharma and Singh (2014) with that of Das and Tripathi’s (1978) difference
estimator t,and Shabbir (2006) estimatort,. From (1.12), (1.16), (1.28), (1.37)
and (1.47) we have

i i H 4 . o ® _ 1
BRI =15, (e D )[1 0+ f _1)(1_;;2)}}
(1.52)
j=34 >0,
min.MSE(t;) —min.Min(t,) = f S; (4, —1){(1_,3*2)(1_5+ g°f (ém —1)}
(1.53)
j=34 >0,
min.MSE(t;) - min.Min(t,) = f S} (%, _1){(1_,;2)(1_%} p*zgzg(*/lm —1)}
(1.54)
j=34 >0,
where

D=[1+ f{(4 —D~ (% ~D(@+C)*}]  and
D" =[1+ f{(4s —1)— (4, ~1C(29 +C)}].
It follows from (1.52) to (1.54) that the estimators t.,t; and t, due to

Sharma and Singh (2014) are better than Das and Tripathi’s (1978) difference
estimator t;and Shabbir (2006) estimatort,and hence better than the usual

unbiased estimator Si , Isaki’s (1983) estimator t, and Upadhyaya and Singh’s
(1986) estimatort, .

2. The suggested class of estimators for the population variance Sj

Keeping the form of Das and Tripathi’s (1978) difference type estimator,
Isaki’s (1983) ratio-type estimator, Upadhyaya and Singh’s (1986) estimators ,
Singh et al.’s (1988) estimator, Shabbir’s (2006) estimator, Kadilar and Cingi’s
(2006, 2007) estimators, Shabbir and Gupta’s (2007) estimator, Singh and
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Solanki’s (2013a, b) estimator, Solanki and Singh (2013) estimator, Singh et al.’s
(2013, 2014) estimator, Sharma and Singh’s (2014), Solanki et al. (2015)
estimator and Singh and Pal (2016) estimators in view, we define a generalized

class of estimators for Sj as:

2
S? S?

X

2 p 2 o2
. 9+(1—e){sx<a'b>] xexp{q(sx SX“"*’))}, 2.1)

S ‘ 52 °
te = | disys &+ (- é)(MJ Ap+ 8, (SE =Sk am) -+ (L ¢)(_*<a’b>J

2 2 2
S, (Sx +Sxam)

where s’ =(aS; +bs;)/(a+b),(4,¢,)being suitable chosen constants,
(,&,0, A)are suitable chosen scalars such that 0 < (¢, &, 4) <1, A may be equal
to 7=(1+yC,)/A+yC2)with y=(@1-f)/nand f=n/N;(a,J,p,q)are

scalars taking real values to generate ratio and product- type acceptable
estimators; and (@,b)are either real numbers or the functions of the known

parameters of the study variable y such as C, coefficient of variation, (see Searls

(1964), Lee (1981) and Singh (1986)), S,(y) (= 4,,) (coefficient of kurtosis of
the study variable y see Singh et al. (1973) and Searls and Intarapanich (1990)),
coefficient of skewness f,(y) (= A%,) of y, A(Y) = (B,(y) - B,(y)-1) (see,
Sen (1978), Upadhyaya and Singh (1984) and Singh and Agnihotri (2008)) or the
functions of auxiliary variable x such as population mean X , coefficient of
variation C,, coefficients of skewness £, (X) (= A%;) and kurtosis /3, (X) (= A,,)
and the parameter A(X)=(5,(X)— £, (x)—Dor the population correlation
coefficient p between the study variable y and the auxiliary variable x.

We would like to remark that for various values of the parameters in (2.1), we
get some existing known estimators as shown in Table 2.1. Many other estimators
can also be generated from the proposed family of estimators t, for suitable

values of scalars (¢,, &, ¢, A, a,b, ¢,, ¢, 5,60, p, Q).

Table 2.1. Some known members of proposed class of estimators

Values of the constants

Estimator

(A1.6.6,,60.5. 0. a,6,p.09,a,b)

t¢1,0---0,-00,--) tp =S

Nl nN

2 2
s =Sy Td(Sg —5sy)
Das and Tripathi’s (1978) estimator

(-1,d,-1,--0,000,-)
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1,1,0,-0,--c,-0,0,0,-)

2 a
t :SZ Six
SP(3) Y| g2
X

Das and Tripathi’s (1978) estimator

1,1,0,-,0,- -1, - 0,0, 1-b, b)

SZ
t =S|
0 (s +b(s? - S2 )]

Das and Tripathi’s (1978) estimator

t10,-0--1-00,0,-)

tSP(S) = Sj(sxz /Sf)

Isaki’s (1983) ratio estimator

1,1,0,-0,-1,-0,0 1+Q), -

Lo = 55(5:2 1S%)
Upadhyaya and Singh’s (1986) estimator

@ ¢, #.---00000,-)

tspry = ¢1S + ¢, (SZ =S )
Singh et al.’s(1988) estimator

@, ¢,,0,-0,--1,-0,0,0,-)

2002 a2
tooe = 1Sy (Sk /sy)
Prasad and Singh’s (1990) estimator

(1,1,0,-0 - -1,-0,0 5 1
SZ

X

Lspe) = 55[85 +ﬂ2(X)J
S, + 5, (%)

Upadhyaya and Singh’s (1999) estimator

1,1,0,-A--1,-0,0, ,Bzi(zx)’ 1)

X

S +/,(%)
tspuoy = AS] +(1—A)s§[ : b

Se 5. (X)
Chandra and Singh’s(2001) estimator

1,1,0,- 1+w,-1,-0,0 %X 1)
S2

X

2 X
tepay = L+ W)s) —ws (sszrﬂZ( )
Sy +5.(%)
Chandra and Singh’s(2001) estimator

1,1,0,-0,--1,-0,0, _Cs,1)
SZ

t _ SZ Sf _Cx
a2 TS| 2o
X

X

Kadilar and Cingi’s (2005) estimator

(11 11 0, Ty 01 Ty '17 “y 01 O, _ ﬁZ(X) ,1)
Sh

topus = S;[Sf —F, (X)]
S, = B(X)

Kadilar and Cingi’s (2005) estimator

(11,0,50,-4,50,0, C., f(x)
SX

t o2 S:ﬁz(x)_cx
spae) = Sy S23,()-C
x/72 X

Kadilar and Cingi’s (2005) estimator

(1,1,0,-,0,--1,-0,0, _ £ ¢)
SZ

X

T - H My A €
P T sic, - B, (%)

Kadilar and Cingi’s (2005) estimator

@10-&,-1,-00 (1+9),—9)

topae) = é’S +@Q- §)S (S J

X

Shabbir’s (2006) estimator

(r,10,-¢&,--1,-00,0,-)

SZ
SP(17)_é:S +@Q— 5)3 [SX]

X

Kadilar and Cingi’s (2006) estimators
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L é.é,,-.--00010-)

S2 g2
tspas) :[¢1S)2/ + @, (Sf _Sf)]EXp{Sz +S§}

Shabbir and Gupta’s (2007) estimator

@ ¢, #,.2,--00, p,0,0,-)

X

2 P
tsoas) = [415] +4,(SS 55)1{2(@ }

Gupta and Shabbir’s (2008) estimator

L ¢, ¢,,2--00100,-)

s 2
tsF>(20) = [¢1332/ + ¢2 (Sf - Sf)]liz - [ sz J:|
Gupta and Shabbir’s (2008) estimator

1 é,.¢,.2--00-100-)

t'5P(21) = [¢1S§ + ¢2 (Sf - Sf )]l:z - [ 52 ):|
Gupta and Shabbir’s (2008) estimator

(1,1,0,-,0,-,-1,-,0,0, '7(1—0‘—)252—0) a'n)
Sy

t g2 (’7Sx2 -v)

T e s) —0) + (-0 )wsE ~ )}
Yadav and Pandey’s (2012) type estimator
and Singh and Malik’s (2014) type estimator

(1,k0,-0,--1,-0,0, 7@-a")S7 -0v) , ¢"p)
H

— ks?2 (7755 —v)
SP(23) T y * 2 * 2
{a (5 —0)+ Q- )(S; —0V)}
Yadav and Pandey ‘s(2012) type estimator

t

(1,1,0,-,0,- -1,-,0,0, % 1)
SZ

S24+0Q
tsp(24) = 5;2/( > 1}

s +Q
Subramani and Kumarapandiyan’s (2012b)
estimator

(1,1,0,-,0,--1,-,0,0, Q1)

S2+Q
tSP(25) = 53( . 3}

s +Q
Subramani and Kumarapandiyan’s (2012b)
estimator

1,1,0,-,0,-,-1,-,0,0, % ,1)

S2+Q
tSP(ZG) = 55( > ZJ

i +Q,
Subramani and Kumarapandiyan’s (2012b)
estimator

1,1,0,-0,--1,-00 Q1)

S, +Q
tSP(27) = S;[ d ]

s +Qq
Subramani and Kumarapandiyan’s (2012b)
estimator

1,1,0,-,0,-,-1,-,0,0, Qa , 1)

S +Q
tsp(zs) = 55[ 2 J

s +Q,
Subramani and Kumarapandiyan’s (2012b)
estimator

1,1,0,-,0,-,-1,-,0,0, Ma 1)
82

X

2
t :SZ Sx+Md
SP(29) y SZ+M
X d

Subramani and Kumarapandiyan’s (2012a)
estimator
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@+b) o .00-1,0 h b

SZ

X

@, Wl, W,

bSZ +h
tsp(ao) = [W1532/ +W, (Sf - Sf)][ bsZ + h J

Singh and Solanki’s (2013a) estimator

1,1,0,-,0,--1,-0,0, Cx 1)

S24+C
tSP(31) = Sj( > X]

SZ Sf +C><
X Singh and Solanki’s (2013a) estimator
SZB,(x)+C
1,1,0,-,0,--1,-0,0, Cy, tepray = 2| 22222 7
( 5 B,(x)) SP(32) y( s26,(x) +C,

Singh and Solanki’s (2013a) estimator

(1,1,0,-,0--1,-0,0 %X, c)
SZ

X

g SiC B0
M C YA

Singh and Solanki’s (2013a) estimator

(1,1,0,-0,--1,-00 %, p)
SZ

X

t _g2 Sfp"'Qa
SP(34) — Zy 52,0+Q3

Khan and Shabbir’s (2013) estimator

2
1, 1,0,-,0,-,-1,-,0,0,71'2i 1)
X

¥ being a constant such that 0 < y <1

S22 ).
2 X i =
e Sy[s:+ ) e

LZ :QZ’ LS :Qsl L4:er L5:Qd’ L6=Qal
where Q, (first quartile),Q, (second range),
Q, (third quartile ), Q= (Q3 -Q)/2,

Q. =(Q,+Q)/2.

Singh et al.’s (2013) estimator

(L, W, W,,---0,00,0 (1+g), —g)

2 2 o*2
top(as) = WiSy + W, (S —5,”)
Sharma and Singh’s (2014) estimator

1, Kk, ky,--201,00 (1+g), -g)

tsp(37) = k155 + kz (Sf - SZZ)[Z - (5:2 /sz)]
Sharma and Singh’s (2014) estimator

@ m,m,,-0-1000, 1+g), —9)

tpee) = m135(5:2 IS)+m, (S} -s7)
Sharma and Singh’s (2014) estimator

(LW, @+b),0,--0,0,-1,0, 7", §°)

52 p'L2
torma = [WS% +W,(S2-s2)] =—=——
SP(39) [w, y (S, X)][555+77 E

b S?
Singh and Pal ‘s (2016) estimator
* . M CHE)
@ w, w, (a;b) .- --0,00,1, nSL_z ) tpany =[WiSy + W, (S5 —sf)]exp(W

Singh and Pal’s (2016) estimator

where (A,w,a”,h,w,w,,k, k,) are suitable chosen constants and (&, L)
are either real constants or function of known parameter of an auxiliary variable x

and 7 being a constant such that ‘17*‘ <1.
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2.1. Derivation of the expressions of bias and mean squared error (MSE) of
the class of estimators tg,

To obtain the bias and MSE of the class of estimatorst,, at (2.1) in terms of

e’s we have

ts =[4Sy L+e){E+(1-&)(L+b'e)" 2}-¢,b Se{p+(1-¢)AL+b"e,)}]

x{@+@Q—-0)A+b’e,) }x exp{— (b%qJel(1+ b—z*elJ_ } , (2.2)

where b™ =b/(a+b).
We assume that‘b*el‘<1 so that(l+b'e)”,(l+b’e)’, (L+be)’and

(1+b?*elJlare expandable. Now expanding the right hand side of (2.2), we have
= {¢1Sf 1+ eo){g +(1- 5)/1[1+ abe, + “(“2 D) b%e? + }
—g,bS% {¢+ - ¢){1+8o e, + X0 Dper H
><{6’+(1—6’)[1+ pb*el+%b*2 2 }}

* N\ 2
X —b—qe 1+b—e1 +b q 1+b—e
2 2 8 2

(a-1)b 1)b o2 4

=S? {¢1 (1+ eo){go +(@1- §)Aab*(el

—¢2b*re1{l+(l—¢)(9o*[el+(a_zl)b* jH {1+(1 H)pb( 1)b

x{l_b*q bq<q+2) }

2 1
(1-&)Ala(a-1Db™?

- Sj{gﬁl{go (L+e,)+(1—&E)Aab (e, +e,8,) + > el +..
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g0l + - g)eb’e? + . Jx {1+(1 g)pbe, + (L 9)—'“('0 Db o2

b’q b™pqg@d—0) b*zq(q +2) e? .
2 a7 2 ©

[¢1{§0(1+e )+(@1-&)Aab” (e, +ee)+(1 ff)xia(a 1)b*2 ty }

+(1—§)iab*2u1(ef+eoef)+b7“§(e regel)+. } Bb'Tle, +(L-G0El +0uel +. }]

—¢2b*r{el+(1_¢)(§b*e12 o {1+u b'e, o2

:85{"51{50‘1*%)+(1—mab*<e1+e0e1>+%za(al)

e +&07U, (6, +6,8,)

2
= Sf!@{gﬂ) +E8, +h'Ee +b7E e, + [bT&jef + b*z((l— &) au, + ufo jeoel2 + }

- ¢2b*r{el + b*[(l_ $)o + ul]elz +..3, (2.3)
where

& =[E+A-8)A], & =[a,+A-OAMa+u)], u, =[(1_g)p_%]

0" =la(a-DA-OA+&u,)]. u, ={(1—<9)|o(|o—q—1)+—‘“(q4+ 2)]

¢ =[1-Po+u]=[1-9)5+@1-0)p-(a/2)], r=S;/Sy,
b" =b/(a+h).

Neglecting terms of ¢’s in (2.3) having power greater than two, we have

t, =S [¢1{§0 +E&, +h°Ee, +b°Ee 8, +(b*229* Jef}—gzﬁzb*r{el +b*¢*ef}}

or

(1 -8;) =S [@{mae +b'¢e +b e, +[b*zf*jef}—¢zb*r{el+b*¢*ef}—1]

(2.4)
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Taking expectation of both sides of (2.4) we get the bias of t, to the first
degree of approximation as

B(ts:) = Sj{@{go + f (A, —1)b*[%+ §*CJ}—¢2rb*Z¢* f(ly —D-1].
(2.5)

Squaring both sides of (2.4) and neglecting terms of e’s having power greater
than two, we have

(tep —Sy)7 = Sy [L+ @7 {E2 (1+ 28, +65) + 2075, E7 (8, +2658,) + 0 (E +67&, e}
+gor’bel —2¢,9,b 1{E, (6, +€08,) + (& +4°&,)er} - 20{&, (L+ey)
+h°E (6, +€08,) + ((0767) 1 2)e2}+24,b7r (e, +b g el)]. (2.6)

Taking expectation of both sides of (2.6) we get the MSE of t, to the first
degree of approximation as

MSE(ts) = S;l[l*‘ ¢12A1 + ¢22 A, —2¢,6,A; -2 A, +2¢,A], 2.7
where
A =185 + T{E7 (A —1) +b" (Ao, — DI (E7 +6°&,) + 45,5 CIH,
A = r’b®f (/104 -1,
Ay =b7rf (A, D)D" (& +¢°&) +&Cl,
A = [50 +b" f (/104 _1)((b*9* 12) + f*C)] ,
A = b*2¢*rf (Aos =1,
f=(@/n)—(1/N)).

Differentiating (2.7) partially with respect to ¢, and ¢, and equating to zero,

we have
SN W
- Ae Az ¢2 - As
Solving (2.8) we get the optimum values of ¢, and ¢, as
_(RA-AA)
¢ = (AR —A?) B0 (s2Y) -
P, = M =Py (say)

(AA, - A))
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Putting (2.9) in (2.8) we get the resulting minimum MSE of t , as
C(AAI-2AAA +AAY)
(AA, - A7)

Thus we established the following theorem.

min.MSE(ty,) = S;‘{l (2.10)

Theorem 2.1: Up to the first degree of approximation,

MSE (t) > S;{l— (Reh, _2A3A4A52+ AlAS)}
(AA, —A2)
with equality holding if
$=Po.
P =y,

where ¢, s (i=1, 2)are defined in (2.9).

2.2. Special Case-1 (1 =1)

Putting A =1in (2.1) we get the class of estimators of Sy2 as

@ _| 4q2 o Sxany ) 2 2 [ ke ’
tsp ¢1Sy §+(1 5) Sg +¢2(Sx Sx(a,b)) ¢+(1 ¢) S2

2 p 2 2
S —
x e+(1_e)[SXS‘af’j xexp{q( * SX“"*”)}- (211)

2 2
X (Sx + Sx(a,b))

Substitution of A =1 in (2.5) and (2.7) yields the bias and MSE of the class of
estimators to the first degree of approximation, respectively as

* ok

b
B(tY) =-S5’ 1¢1{1+ f (Aos 1)b*(Tl+§fC}+¢2rb*2¢* f (g —1)

(2.12)
and

MSE(t()) = Sy[L+ @ A, +d; A, =244, A, — 24, A, +2¢,A], (2.13)
where
A =[1+ f{(Ap —D +b (A — Db (& +6,) +4&,CTH,
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A; =b'rf (4, —D[b (&, +¢7)+C],
L =[1+b"f (A, —) (70, /2)+ £,C)],
& =18 =[u, +al-9)].6, =[a(a-1)L-&)+u,].
The MSE(tY)) is minimized for
_ (AQ*A‘: _A;*As) _ 40
(AA-A7) 0

. . (2.14)

:(A3A4_A1A5): @

©O(AA-AY TP

. - My ; .
Thus the resulting minimum MSE(t_)) is given by
A? —2A A A + A A
min.MSE(t{)) =S;|1- (AA, 3 4Af?_ 1) . (2.15)
(ALA,—A))

Thus we established the following corollary.

Corollary 2.1: Up to the first degree of approximation,

*2 * A% * A2
MSE@t®) > S*|1- (AA, _Z*A?'A“Af TAA)
SP y (AlAz _ A32)
with equation holding if
¢ = ¢1((1))’
P, = ¢§)) :

From (2.10) and (2.15) we have
min.MSE(t{) ) — min.MSE(t;)
gt (AzAj -2AA A + AlAS) _ (AZAZ2 —2AZAZA5 + AIAE)
' (AA, -A) (ALA-AY)

which is positive if
(AA2 —2AAA +AAY) (AA? —2A A A +AAL)
2 > * *2 )
(AlAZ_A3) (A]_A’Z_A3 )

Thus the proposed family of estimators t,, would be more efficient than the

(2.16)

family of estimatorst(slg as long as inequality (2.16) is satisfied.
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2.3. Special Case-1l (¢,,4) = (L))

Putting (¢,, 4) = (L1) in (2.1) we get class of estimators of Sj as

t? =|s2iE+(1- 5){ ““”J + ¢, (SE =Sk P+ (1- ¢)( ““”J

X X

2 P 2 2
q(S; —
< 0+(1—6?)[Sx(a'b)J xexp{ G, Sx(a’b))}. (2.17)

2 2 2
Sx (Sx + Sx(a,b))

Inserting (¢, 2) = (L1) in (2.5) and (2.7) yield the bias and MSE of t2) to
the first degree of approximation, respectively given by

b"6;

B(t2)=57b"f (4, )H J E,C—g,rb ¢ ] (2.18)
and

MSE(t?) =S [1+ A —2A, +¢;A, —24,(A, — A))]. (2.19)

The MSE(t(”) is minimized for

(A, -A) .
¢, = 3T = ¢,, (say). (2.20)
Thus the resulting minimum MSE(t%)) is given by
* * A* - 2
min.MSE(t?) =S;|1- A -2A] _A AN , (2.21)
A,

= 1Sy (A ~)(A-p")
which equals to the minimum MSE of the difference estimator t, defined in (1.3).

Now, we state the following corollary.

Corollary 2.2: Up to the first degree of approximation,

MSE(tZ)) > 157 (4, —DA-p )
with equality holding if

*

¢2 :¢20-
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From (2.15) and (2.21) we have
Sy[A, (A, = A) = A (A - AT
A (AA, - A7)

' ) - Wy —
min.MSE(t,)) —min.MSE(t,) =

(2.22)
which is always positive. It follows that the proposed family of estimators t(slg is

better than the family of estimators t%) and the difference type estimatorst, in
(1.3) at their optimum conditions.

2.4. Special Case-11l (¢, =1)

For ¢, =1, the suggested class of estimators tg, reduces to the class of
estimators

tO =] s &+ (1- 5)[ *‘“)J Y A CHE A R ¢)[ *““”J

2 p 2 2
S? —
x40+ (1- e){ Xg"b)j xexp{q( X Sx(a“)}. (2.23)

2 2
X (Sx +Sx(a,b))

Putting ¢, =1 in (2.5) and (2.7) we get the bias and MSE of the estimator
t to the first degree of approximation, respectively given by

B(t) =—si{1—{§o 4 (A, — 1)(b—9+§ Cj}+¢2rb*2¢*f(%4 —1)}

(2.24)
and
MSE(t®) = Sy[1+ A —2A, + g2 A, —2¢,(A, — A))]. (2.25)
The MSE(t(Si,))is minimized when
(AA-A) _ -
¢, = A A) ¢, (say). (2.26)
A,
Thus the resulting minimum MSE(t')is given by
_ 2
min.MSE(té?)=Sj{l+Al—2A2 —% . (2.27)

Now, we state the following corollary.
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Corollary 2.3. To the first degree of approximation,
(A -A)
MSE(t)) > s;‘[1+ A=2A, - =
2
with equality holding if
¢, = ¢Zél) '
From (2.10) and (2.27) we have
SyLA (A = A) = Aj(A - A
A (AA, - A7)
>0 (2.28)
which clearly indicates that the t, family of estimators is more efficient than

min.MSE(t{)) —min MSE(ts,) =

that of the t& family of estimators .

Concluding remarks

This paper intends to suggest a new family of estimators for the variance Sj

of the variable y of interest when the population variance SX2 of the auxiliary
variable x is known. The proposed family generalizes that of the several
estimators (tgp;,, i=1to 38) as listed in Table 2.1. We have obtained the bias and

mean squared error (MSE) expressions up to first order of approximation in
simple random sampling without replacement (SRSWOR). From the bias and MSE
expressions of the suggested family, one can easily derive the bias and MSE
expressions of existing known estimators as well as those of potential new
proposals. The present study unifies several results at one place.

The family is certainly not exhaustive but it can act as different against the
proliferation of equivalent proposals that could be appearing in the future. Three
subclasses of the proposed family are identified and their properties are studied.
We have also given the comparisons among the proposed class of estimators and
the three subclasses of estimators. It has been theoretically shown that the
proposed class of estimators is more efficient than the difference type estimator

t, due to Das and Tripathi (1978) and hence the usual unbiased estimator Si and
Isaki (1983) ratio estimatort, and several other estimators. This paper also
provides the correct MSE expressions of the estimators (t;,t;,t;) recently
proposed by Sharma and Singh(2014). Indeed, improvement upon the difference
type estimators t;as well as upon other estimators can be achieved when the

theoretical expressions of the minimum mean squared error are considered. These
expressions are based on the knowledge of population parameters which can be
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obtained either through past data or experience gathered in due course of time.
For more discussion on this issue, the reader is referred to Das and Tripathi
(1978) and Srivastava and Jhajj (1980). However, more light on this study can be
focused if one would have included an empirical study. Overall this study is of
academic interest as well as of practical importance, see, Diana et al. (2011),
Singh et al. (2013) and Singh and Solanki (2013 a, b), Solanki and Singh(2013),
Singh et al. (2013), Singh et al.(2014), Solanki et al. (2015) and Singh and Pal
(2016) etc.
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