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ANEW ESTIMATOR OF MEAN USING
DOUBLE SAMPLING

Kalyan Rao Vadlamudi?, Stephen A. Sedory, Sarjinder Singh

ABSTRACT

In this paper, we consider the problem of estimation of population mean of a
study variable by making use of first-phase sample mean and first-phase sample
median of the auxiliary variable at the estimation stage. The proposed new
estimator of the population mean is compared to the sample mean estimator, ratio
estimator and the difference type estimator for the fixed cost of the survey by
using the concept of two-phase sampling. The magnitude of the relative
efficiency of the proposed new estimator has been investigated through
simulation study.

Key words: Two-phase sampling, relative efficiency, analytical and empirical
comparison.

1.Introduction

Consider a population Q consisting of N units. Let (Y;,%;), i=12,..., N

be the values of the study variable Y and auxiliary variable X for the ith unit in
the population.

Let
Y 1% 1.1
—Ni:y. (1.1)
and
X 1% 1.2
=— Y X .
N = (1.2)

be the population means of the study and auxiliary variables respectively. Survey
statisticians are often interested in estimating the population mean Y of the study

variable. It is also well known that if the population mean X of an auxiliary
variable is known then it can be used to improve estimation strategies in survey
sampling. Examples of such estimators are the ratio estimator due to Cochran

! Department of Mathematics, Texas A&M University-Kingsville, Kingsville, TX 78363, USA.



638 K. R. Vadlamudi, S. A. Sedory, S. Singh: A new estimator of mean...

(1940) and the linear regression estimator due to Hansen, Hurwitz and Madow
(1953).

If such auxiliary information of the population mean X is not known or
complete auxiliary information is not known, then it can be relatively cheaper to
obtain information on the auxiliary variable by taking a large preliminary sample
for estimating population mean of the auxiliary variable to be used at the
estimation stage. In other words, in the case of single auxiliary variable X, if the

population mean X of the auxiliary variable is unknown then we consider taking
a preliminary large sample of m units by using simple random and without
replacement sampling (SRSWOR) from the population of N units. In the sample
s; of m units, we observe only the auxiliary variable x; , i =12,...,m. From

the given first-phase sample S; of m units, we select another subsample S, of n
units by using SRSWOR sample. In the sample S, , we measure the ordered pairs
(i, %), 1=12,..,nof the study and auxiliary variables. Then an unbiased

estimator of the population mean X based on the first-phase sample information
as the sample mean is given by:
1 m
Xm = — 2 X (1.3)
mi=1

The unbiased estimators of the population means Y and X of the study and
auxiliary variables based on the second-phase sample information are,
respectively, given by:

_ 1n
Yn==2Y;j (1.4)
ni=1
and
_ 1n
Xn =— XX (1.5)
Ni=1

Neyman (1938) invented this sampling technique called double sampling or
two-phase sampling, and later work related to this scheme is extensively reviewed
in Singh (2003). It leads to ratio and regression type estimators of the population

mean Y in two-phase sampling as:
_ _ (X
Yrat@d) = Yn [__m} (1.6)
Xn
and

yreg(d) =Yn+ IB()_(m - )_(n) (1.7)
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The variances of the sample mean, ratio and regression type estimators are,
respectively, given by;

_ 1 1
v =(F- 1 ]s;
_ 1 1 1 1
V (Yrat()) = (E—WJS§ +(H_EJ[S§ +R?S7 —2RS,, (1.8)
and
- 1 1)z (1 12 o2
V(yreg(d))—[__ﬁjsy (H—Ejsy[l—pxy] (1.9
where
Y. Sy . 1 N _ .
R=—; =N s =——— (Y =Y)(X; - X);
X pr sty Xy N_ligl(l )( ] )
Sf:%gl(xi—X)z,and
1 N
S2—_——_5(Y;-Y)?
y -liz

To our knowledge, the pioneer contributors, to the problem of estimating
median, are Kuk and Mak (1989) by proposing very clear estimators of median in
the presence of auxiliary information. Singh, Joarder and Tracy (2001) extended
their idea to the situation of median estimation in two-phase sampling. The
importance of double sampling and improvements on the estimation of population
mean can also be seen in several publications by Vishwakarma and Kumar
(2015), Vishwakarma and Gangele (2014), Vishwakarma and Singh (2011),
Amin et al. (2016), and Sanaullah et al. (2014). However, none of these papers
deal with the situation of making use of estimator of median of the auxiliary
variable at the estimation stage of population mean of the study variable in two-
phase sampling. This motivated the authors to think on these lines if some
improvements can be seen by making the use of first-phase median of the
auxiliary variable.

In the next section, we introduce a new estimator of the population mean in
two-phase sampling which makes use of first-phase sample mean and sample
median of the auxiliary variable.

2. Estimator

Let I\7I; be the median of the auxiliary variable X based on the first phase

sample S; of M units. Let I\?IX be the median of the auxiliary variable X based
on the second phase sample S, of N units.
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SUppOse X(1), X(2),-- X(m) are the X values of first-phase sample units in the
ascending order. Further, let t) be an integer such that X, ) <M, < X, 1) and

let p; =t;/n be the proportion of X values in the first phase sample that are
less than or equal to the median value M, an unknown population parameter. If

py is a predictor of py, the first-phase sample median I\7I; can be written in

terms of quintiles as Q, (P ), where p; = 0.5.

SUppPOse X(1), X(2)--» X(n) are the X values of second-phase sample units in
the ascending order. Further, let t,be an integer such that
X(ty) < My < X,41) and let p, =1,/n be the proportion of X values in the

second phase sample that are less than or equal to the median value M,, an
unknown population parameter. If p, is a predictor of p,, the first-phase

sample median I\7IX can be written in terms of quintiles as Qx(f)z), where
pz = 05

Now we define a new estimator of the population mean Y in two-phase
sampling as:

Vial = Yn + A1 (R — %) + o (M3 = M) 2.1)

where ﬂl* and ,B; are unknown partial regression coefficients to be determined
such that the variance of the estimator is minimum.

It may be worth pointing out that the proposed estimator Y, is an extension
of the recent estimator of due to Lamichhane, Singh and Diawara (2015) from
single-phase sampling to two-phase sampling.

To study the asymptotic properties of the proposed estimator, Y, , let us
define the following error terms:

~ Ak

y X, X M
gozy—_”—l; & =—=-1; gzz&—l; gg=2-land g4 =—2 -1
Y X M, X M,
such that

E(ey) = E() = E(s,) = 0; E(z,) ~ E5,) ~ 0

e6)=(2- % Jeh: e[ E-x |k

2y_(1_ 1 1
E(gZ)_(n szt{fx(Mx)}zMx2




STATISTICS IN TRANSITION new series, December 2017 641

E(s%)z(%—ijcf: E(2) {i—ij 1l .

N m N4, (M)¥PME
1 1 1 1
E(eoer) = (H—WJnyCny ; E(e183) = (a - WJC’%;
1 1) Sy, dfx M) 1 1
E(gper) =— TN M » E(6063) = m N PryCxCy
X
1 1)\Swm fMO}™
E(8084):_(E_ﬁj XVXM —;
X
1 1) Sxmydfx(MO}™
E(s162) = - H_Wj XMX{)TI)\(A )
X
1 1)Sxm, (ix(MO}™
E(e164) =— E_ﬁj X)TXM =
X
1 1)\Sxm, {F(M)™
e N s T
X
E(8284)=(£—ij L >— and
m N J4{f, (M)} M;
1 1) Sxmxifx(M)}™
E(8384)=_(E_ﬁj XMX;TVI )
X
where
1 N —
Sxm, =N—_1i§l(xi —x)(lxi ~05),
f =n/N,
1 N _
Sym, =mi§1(\(i )i y ~0.5)
and

L X <My
i "0, otherwise

Note that we used the following main result from Kuk and Mak (1989) in
deriving the variance and co-variance expressions for the sample means and
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sample median, that is, if F, be the cumulative distribution function of X , then
the sample median can be approximated as:

M, =M, +(05—p,)f (M) +....
where p, be the proportion of | Xi values taking a value of 1.

The new estimator Y, in terms of &;, i =0,1,2,3,4 can be written as
Vkal = Yo + A1 (X = %) + B2 (M) = M,)
=Y (L+0) + B [X(L+£3) = X1+ &)1+ Bo[My (1+ £4) — My (1+ 55)]
=Y +Yeq + B X(e3— 1) + BoaMy (64 — £5) (2.2)
Now we have the following theorems:

Theorem 2.1. The new proposed estimator Y, ,; is an unbiased estimator of the

population mean Y .
Proof. Taking expected value on both sides of (2.2), we get

E(Vieat) = EN 4V 0 + i X (3 - £1) + SoM (64 — £5)
=Y +Y E(eo) + A1 X (E(e3) — E(e1)) + faM (E(e4) — E(£2))
=Y +0
-Y (2.3)

Thus the new estimator ¥, is an unbiased estimator ofY and it proves the
theorem.

Theorem 2.2. The minimum variance, to the first order of approximation, of the
new proposed estimator Y, is given by

2 2
MinV (ykal) = (l —%js)% + [1 _ljsi 1-,0%, B (Sx SYMX SxySXMX )
" nom 5252(0.2552 - S2y, |
(2.9)
Proof. By the definition of variance, the variance of the unbiased estimator Y,
is given by

\ (ykal) = E[ykal - Y_]z
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= E[Y_SO +ﬂ1*>?(53 —-&1) +ﬂ;M (&4 _52)]2

_ %2 — *2
“E| V20 4K g o) 4 M e )’

— 28 XVeg(e3—£1) — 28, M Yeq(£4 —£2) + 23, B2 XM (63 — &1)(e4 — 52)]

(2.5)
Further note that
1 1
E(c. —c. )V =| = —=|Cc2 2.6
(53— 2) [n mj X (26)
1 1 1
E(g, —¢,) =| =—= 2.7
(60 - 2) (n qufx(Mx)}sz &0
E(g,e —88)_—1—i Cc,C (2.8)
063 T &0t =T T Py x™y .
1 1 SYM {fx(Mx)}:l
E - =l =--= X 2.9
(€084 — &0€2) (n m] Y M, (2.9)
and
1 1 SXM {fx('le)}71
E _ _ N X 2.10
(6384 — €184 — 638, +£,8)) (n m] XM, ( )

On substituting (2.6) — (2.10) into (2.5), we have
V(Via)=Y %65 + pi X?E(e3—e1)” + B M{E(eq —&,)°

— 23 XYE(£923 — £061) — 2B M YE (6024 — £082) + 2, B3 XM E(e3 —£1)(€4 — £5)

_ %2 *2
=Y2[1—1JC§+[1—;jﬂl X2C2 + ) Mf(l—lj !

n N n nom)a{f (M)F My
soof(1 1 oo (1 1) Sy {fx (MO
+2ﬁ1 X Y((n_mjpxyCXCy]_zﬁzYM X(n_mj V M }

—2B BoXM | = — = il
ﬁlﬁz x(n j X Mx

m
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On differentiating V (V,4) With respect to [5’1* and [5’; and each equating to
zero, we have,
av(ylial) 0, and aV(YI:aI) 0
P 0P,
On solving the system of linear equations, the optimum values of ﬂl* and
ﬁ; are given by
* {fx(M x)}72 SYMXSXMX - Sxys)%

; : (2.12)
{fx(M x)}2(4sf - SiMxJ

and
ﬂ*_ SfSYMX _SxySXMX
, =
41
{fx(Mx)} 1[485_S>2(ij

(2.13)

On substituting the optimum values of [5’1* and ,B; , the minimum variance is
given by

o 1 1 11 S5 (SxSym, —SxSxm,)’
Mm.V(ykal):(———jsi+[———] Si-—2 - : . Y .
m N nom S s2(0.2582 52, )

s2 (1 1)ez|y 2 _(s;?sYMX-sXysXMX)2
YR T )Y TPy T, 2( 5 o2 )
5252(0.2552 — Sy,

which proves the theorem.

(2.14)

Remark: It may be worth pointing out that the replacement of ,81* and [5’; with

their consistent estimates lead to a new estimator of the population mean in two
two-phase sampling which has same mean square error up to the first order of
approximation as the minimum variance in (2.14). Such changes do not affect the
results up to the first order of approximation. ((6.1) and (6.2) in Singh, Singh, and
Upadhayaya (2007)).

3. Comparison of different estimators

Note that
0.258 —Sgm, >0
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2
SxXMy < 1 (3.1)

s2 4

Thus the proposed new estimator Y, ., is always more efficient than the

sample mean, ratio and the regression type estimator in two-phase sampling.
It may be worth pointing out that the final minimum variance of the proposed

estimator is free from the value of f, (M, ), hence from computational point.

In the next section, we focus on the cost analysis in two-phase sampling because
it is considered as one among the list of cost effective sampling schemes in survey
sampling.

4. Cost Analysis

In this section we consider comparison of different estimators with cost
aspects. Let C, be the overhead cost, C; be the cost of information from one unit

in the first phase sample; and C, be the cost of information from one unit in the
second phase sample. Note that the value of C; is always smaller than that of C,
. Thus the total cost function is given by
C=C,+mC, +nC, (4.1)

Now we have the following results

For the fixed cost C of the survey, the minimum variance of the proposed
estimator Yy, is given by
Min-v(ykal) fixed _cost =

2

o 2 (SESym, —SwySxm,)’ o 5 (SESym, —SkySxm,)’
CiSy| Py + 202 2 o2 . (C25y| 1Py - 202 2 o2
sysx(o.zssx —SXMX) sysx(o.zssx —SXMX) 52

C-C, N
(4.2)

The optimum values of m and n are given by

2 2
o c )\/sz[pz (55, ~SySo) J
0 y Xy

s2s2(0.2552 52, )
m=my =

S2s,.. -S_S 2 s$28,., —-S_S 2
Ja\/clsi{pi+ ( X “YMy Xy XMX) ]+JCZS§[1—,0§,— ( X “YMy Xy XMX)

s2s2(0.2552 - s2, ) s2s2(0.2552 - $2,. )
(4.3)
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and

2 2

(C—C ) SZ 1_p2 _ (SXSYMX _SxySXMx)
0 y Xy

s2s2(0.2582 - 52, )

N=Ng =

S2Sy =S, S )? S2S, —S, Sy )>
Ja \/C133[pfy+ ( YMy Xy XMX) J+\/CZS§[1—,D)3V—( YMy Xy XMX)

$252(0.2582 - 82, ) $252(0.2582 - 82, )

(4.9)
which proves the theorem.
In case of single-phase sampling, the total cost function is given by
C= CO + nC2 (4.5)
From (4.11), we have the optimum sample size as:
c-C
n= 0 —n, (say) (4.6)
C,
The variance of the sample mean estimator is given by
= C, 1\.»
\Y, - = -—|S 4.7
(yn)flxed_cost (C—CO N] y (4.7)
The optimum values of mand n for the ratio estimator are given by
(C-Cg)y2RS,, —R*S%
m= = Mgy
\/c_l[\/cl(stXy ~R252) +,/Cy(S2 +R2S2 - 2RSXV)}
(4.8)

and

(C—Cy)\/(S2 +R?S2 —2RS )
n= O\/ 4 . i =Ny (49

\/c_l[\/cl(stxy ~R252)+/C,(S2 +R?S2 - 2RS )

The minimum variance of the ratio estimator for the fixed cost is given by:

2
[\/cl(stXy ~R252) +,/Cy(S2 + RS2 —2RSXy} 52

C-C, N
(4.10)

MinV (Vyat) fixt_cost =
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The optimum values of mand n for the regression type estimator Yeq(q)

(C-Co)yS2p2,
m = = Mpeg (4.11)
Ve[ Jeisioh +eosih- o} )

are given by

and

(C—Cy)\/S2[1- p2
n= ONTYY Py = Nyeg (4.12)

JEi[eisip +eosih- 3 )

Note that for the fixed cost of the survey, the variances of the regression type
estimator Yyeq(q) is given by

2
(Jeisiol +\eosia-pd) | s
C-C, N
(4.13)
The percent relative efficiency of the new proposed estimator Y, with

MinV (Yreg ) fixed _cost =

respect to the sample mean estimator (Y,), ratio estimator (Vya(q)), and

regression type estimators (Yyeq()) :

MinV (V) fixed __cost
MinV (Ykar) fixed __cost

MinV (Vat) fixed _cost
MinV (Yyar) fixed _cost
MinV (Vreg) fixed _cost

MinV (Viar) fixed _cost

In order to see the magnitude of the relative efficiency of the proposed
estimator Y, over the mean, ratio and the regression type estimator, we did
simulation study.

RE (0) = RE(sample mean) =

x100% (4.14)

RE (1) = RE(ratio) =

x100% (4.15)

RE(2) = RE(reg) =

x100% (4.16)

5. Simulation Study

S
From (3.1), it is clear that the maximum value of Sxwy <7X. We consider
many populations of size N =50,000, X =50, Y =20, Si =5, $2-10 and
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different values of the correlation coefficient Pxy . Note that it is very likely that
the possible value of 0 < Syy, <0.5 and 0 < Syy, <0.5. Consider a situation of

having total cost C =$5000, overhead cost Cy =$500, cost of collecting
information from one unit in the first-phase sample C, =$4, and the cost of
collecting information from one unit in the sample C, =$10. We wrote R-codes
to compute the percent relative efficiency values and the optimum sample sizes
for the four estimators. There are many situations where the proposed estimator
performs better than the existing estimators, and in the simulation study we stored
only those combinations of Pxy, Sxm, and SyMy where the value of RE(2) is

greater than 105%. In other words, the proposed estimator is at least 105% more
efficient than the linear regression type estimator in double sampling. The results
so obtained are presented in Table 5.1

Table 5.1. Percent relative efficiency of the proposed new estimator over the
three estimators and optimum sample sizes

m
pxy SXMX SYMX ny rat nrat mreg nreg Mya) nka' RE(O) RE(].) RE(2)

0.80 0.05 0.40 | 450| 483 | 406 515 386 540 | 370 107.7 108.3 1054

0.80 0.05 0.45 | 450| 483 | 406 515 386 550 | 364 110.1 110.6 107.8

0.80 0.05 0.50 | 450| 483 | 406 515 386 565 | 354 113.4 114.0 111.0

0.80 0.10 0.45 | 450| 483 | 406 515 386 544 | 368 108.7 109.2 106.4

0.80 0.10 0.50 | 450| 483 | 406 515 386 556 | 360 1114 112.0 109.1

0.80 0.15 0.45 | 450| 483 | 406 515 386 539 | 371 107.5 108.1 105.3

0.80 0.15 0.50 | 450| 483 | 406 515 386 549 | 364 109.8 110.4 107.5

0.80 0.20 0.50 | 450| 483 | 406 515 386 543 | 368 108.5 109.0 106.2

0.80 0.25 0.50 | 450| 483 | 406 515 386 538 | 371 107.4 107.9 105.1

0.85 0.05 0.35 | 450| 516 | 385 568 352 600 | 332 115.4 112.8 106.8

0.85 0.05 0.40 | 450| 516 | 385 568 352 616 | 322 118.9 116.3 110.1

0.85 0.05 0.45 | 450| 516 | 385 568 352 637 | 309 123.9 121.2 114.8

0.85 0.05 0.50 | 450| 516 | 385 568 352 670 | 288 131.7 128.8 122.0

0.85 0.10 0.35 | 450| 516 | 385 568 352 594 | 336 113.8 111.3 105.4

0.85 0.10 0.40 | 450| 516 | 385 568 352 606 | 328 116.6 114.1 108.0

0.85 0.10 0.45 | 450| 516 | 385 568 352 623 | 317 120.7 118.1 111.8

0.85 0.10 0.50 | 450| 516 | 385 568 352 649 | 301 126.7 123.9 117.3

0.85 0.15 0.40 | 450| 516 | 385 568 352 598 | 333 114.8 112.3 106.4

0.85 0.15 0.45 | 450| 516 | 385 568 352 613 | 324 118.2 115.6 109.4

0.85 0.15 0.50 | 450| 516 | 385 568 352 633 | 311 122.9 120.2 113.8

0.85 0.20 0.45 | 450| 516 | 385 568 352 604 | 330 116.1 113.6 107.5

0.85 0.20 0.50 | 450| 516 | 385 568 352 620 | 319 120.0 117.3 1111

0.85 0.25 0.45 | 450| 516 | 385 568 352 596 | 334 1144 111.9 106.0

0.85 0.25 0.50 | 450) 516 | 385 568 352 610 | 326 117.6 115.0 108.9

0.85 0.30 0.50 | 450] 516 | 385 568 352 602 | 331 115.7 113.2 107.1
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Discussion: From the simulation study, it is observed that a high value of
correlation coefficient p,, and a high value of Syy, is required for the

proposed new estimator to show percent relative efficiency of at least 105%. For
example, if p, =080, Sxy, =0.05, Sy =0.40, With a total cost of $5000, if

instead of we use only single phase sample mean estimator with optimum sample
size n, =450, we should use the proposed estimator with optimum sample sizes
Meq =540 and n,,, =370, then the percent relative efficiency value is
RE(0) =107.7%. Instead of using the ratio estimator with optimum sample sizes
M, =483 and second-phase sample size n_, =406, if one uses the proposed
estimator with optimum sample sizes m,,, =540 and n,, =370 then the percent
relative efficiency value is RE(1)=108.3%. In the same way, if we use the
proposed estimator with optimum sample sizes m,, =540 and n,,, =370, then
the relative efficiency of the proposed estimator over the regression method of
estimation with optimum sample sizes my =515 and nyy =386 IS
RE(2) =105.4%.

Note that Ny (=370) < Npeq (= 386) < Ny (= 406) <y (= 450). The optimum

second-phase sample size remains lowest in case of the proposed estimator, thus
the proposed estimator reduces efforts for collecting data on the second-phase of
the sample for the fixed cost of the survey and provides efficient results. The rest
of the results in Table 5.1 can also be interpreted in the same way. We conclude
that there exist several situations where the proposed new estimator can be used
more efficiently for a fixed cost of the survey.
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