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Purpose:  This paper aims to give an overview about the current state of research in 
the field of machine learning methods in demand planning. A cross-industry analysis 
for current machine learning approaches within the field of demand planning pro-
vides a decision-making support for the manufacturing industry. 
 
Methodology: Based on a literature research, the applied machine learning methods 
in the field of demand planning are identified. The literature research focuses on ma-
chine learning applications across industries wherein demand planning plays a ma-
jor role. 
 
Findings: This comparative analysis of machine learning approaches provides/cre-
ates a decision support for the selection of algorithms and linked databases. Further-
more, the paper shows the industrial applicability of the presented methods in dif-
ferent use cases from various industries and formulates research needs to enable an 
integration of machine learning algorithms into the manufacturing industry. 
 
Originality: The article provides a systematic and cross-industry overview of the use 
of machine learning methods in demand planning. It shows the link between estab-
lished planning processes and new technologies to identify future areas of research 
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1 Introduction 

In recent years, digitalization has become more and more important, and 

hence it has a high significance for the manufacturing and planning pro-

cesses of industrial companies. According to a study by the VDI, up to 25% 

of companies intend to deal with the topic of artificial intelligence (AI) and 

machine learning (ML), which is one of the main tasks of digitalization in the 

following years (Verein Deutscher Ingenieure e.V., 2018). Artificial intelli-

gence describes a field of research that becomes increasingly relevant in 

the digitalization process for the automation of planning processes. Ma-

chine learning is a sub-area of artificial intelligence and describes a method 

for the implementation of self-learning systems. The study shows, that 

these topics already have a high priority in the economy today and their 

importance for future economic success is very present. Table 1 supports 

the estimated potential of the new technologies (Reder, 2018). 
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Table 1: Studies for AI and ML (Verein Deutscher Ingenieure e.V., 2018) 

Study Date 
Extrapolation (increase 

by)  
Market 

Until 

Year 

Accen-

ture   

July 

2017 

gross value added (12 tril-

lion Euros ) 

12 industrial coun-

tries (incl. Ger-

many) 

2035 

McKinsey 
April 

2018 

gross domestic product 

(16 billion Euros) 
Germany 2030 

PwC 
June 

2018 

gross domestic product 

(430 billion Euros) 
Germany 2030 

BMWi, iit 

Berlin 

July 

2018 

gross value added (31,8 

billion Euros) 
Industry Germany 2023 

The process of digitalization and its analysis began in the 1990s with the 

increasing creation of data records, digital transactions and networked sys-

tems (Zuboff, 2010; Bryanjolfsson and Mcafee, 2014). Especially in logistics 

and supply chain management, a high amount of transaction data is gener-

ated and collected, displaying the high potential for the use of this infor-

mation (e.g. for forecast improvement) (Röniger, 2018). 

Along with the increasing computing power, it is now possible to analyze 

the generated data sets of a company and render them usefully (Papenfort, 

Frank and Strughold, 2015). Methods and algorithms have to be developed 

for the usage of the data sets that can analyse large amounts of information 

in order to recognize patterns and rules that can be used as decision sup-

port for future processes and planning (Haasis, et al., 2015). One of these 
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methods for analysing large amounts of datasets is machine learning, an 

algorithm that evolves using feedback information and historical data 

(Michie, 1968). Especially demand forecasting in the area of supply chain 

planning (e.g. in manufacturing industry) is an important application area 

for machine learning methods, as many different factors affect the sales 

market and conventional statistical methods reach their limits (Deutsch-

länder, 2003). 

2 State of the Art 

2.1 Demand Planning 

Demand planning describes the process of determining future material re-

quirements according to quantity and time and represents a major task 

within the area of Supply Chain Management (SCM) (Tempelmeier, 2018). 

The SCM task model from Kuhn and Hellingrath describes the interfaces be-

tween the individual SCM tasks and the planning horizon of each individual 

module (Hellingrath and Kuhn, 2013). Originally, the SCM task model was 

designed to structure requirements for SCM software, to define all areas 

and respective interfaces in detail (Koch, 2012). Within the SCM task model, 

demand planning covers the interface between tactical and strategic plan-

ning.  It serves as an input for further underlying planning processes (e.g. 

procurement, production and distribution planning). A large number of 

planning parameters are therefore dependent on the results of demand 

planning. Consequently, it is essential for the profitability of a company to 

achieve a high forecast quality and to minimize uncertainties (Ashayeri and 

Lemmes, 2006). There are several different forecasting methods, which 
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form the basis for the strategic and operative planning of a company (Ham-

mer, 1998). Current forecasting methods, though, analyze the past in order 

to draw conclusions about future events. It is assumed, that events always 

have the same implications and follow the same pattern. This approach is 

known as the time stability hypothesis. Based on this assumption, there are 

deviations between the forecast result and reality, which are evaluated as 

forecast errors (Hansmann, 2013; Stickel, Groffmann and Rau, 2013). Me-

thodically, the forecasting procedures can be divided into two categories: 

quantitative and qualitative. The characteristics of the different methods 

are briefly summarized in Table 2.  

In summary, it can be said that demand planning is based on the forecast 

results of the procedures briefly outlined before. The forecast thus deter-

mines the demand of goods for a fixed period (e.g. monthly). However, in 

order to achieve a high forecasting quality, an exponentially increasing 

computing effort and sufficient database  is necessary, so that a structured 

and case-dependent selection of the forecasting method is essential 

(Feindt and Kerzel, 2014; Kühnapfel, 2014).  

Due to the advancing development of information technologies, classical 

forecasting methods are slowly being replaced by more complex methods. 

The trend is tending towards the use of e.g. machine learning or neural net-

works to enhance the forecast with further internal and external data 

(Mertens and Rässler, 2012). Machine learning can combine quantitative 

and qualitative methods so that it is possible to integrate both, historical 

data and expert knowledge (semantic data) in the decision-making process 

(Shalev-Shwartz and Ben-David, 2014). Furthermore, it is possible to inte-
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grate additional internal sources (e. g. intranet, social media) of infor-

mation that provide extra knowledge for the planning process. The follow-

ing section of the article gives a brief overview of the challenges in forecast-

ing demand in the manufacturing industry. 

Table 2: Properties of forecast methods (Hansmann, 2013; Stickel, Groff-
mann and Rau, 2013) 

Quantitative forecasting methods Qualitative forecasting methods 

Mathematical model which is applied 

to a company's historical data 

Use of expert knowledge to generate 

recommendations for action 

One-dimensional or multidimensional  Often no database available/required 

Linear and non-linear models  

2.2 Challenges in the demand planning of manufactur-
ing companies 

Demand planning in the manufacturing industry is affected by a high de-

gree of forecasting uncertainty. This is due to the many different factors 

which can influence the demand of a company and to the length of the fore-

casting horizon. These uncertainty factors can be divided into the following 

types: aleatoric and epistemic uncertainties (Helton, et al., 2010). Aleatoric 

uncertainties describe the stochastic influences on the forecast quality. In 

addition to statistical uncertainties, there are further factors (epistemic un-

certainties) influencing the forecast quality, which are briefly described in 

the following list (Grömling, 2005; Egri, et al., 2008). 



      Machine Learning in Demand Planning: Cross-industry Overview 361 

 

 Data revision: Data in the model is incorrect, resulting in a wrong 

basis for the forecast model. 

 Unpredictable events: Statistical methods do not consider new 

events and hence do not forecast the resulting effect. 

 Human factor: Humans tend to override the output and adhere to 

familiar principles (status-quo preservation). 

To overcome some of the issues mentioned above, Habla analyzed ma-

chine learning methods in demand planning of a manufacturing company 

in order to improve the forecast quality. The author concluded that many 

areas in the modelling and application of the algorithm were still insuffi-

ciently illuminated. For example, the integration of trends and seasonal ef-

fects is not mentioned in his study and he also argues that data mining 

methods can be used to generate different aggregation levels to enable a 

robust forecast (Habla, et al., 2007). The main reasons lie in the high com-

plexity of the data structure and the changing customer behavior. Because 

of the ever shorter product life cycles, thus, it is not possible to collect 

enough historical data over a long period of time or for a specific product 

phase (start-up, peak or phase-out phase) to make statistically sound state-

ments regarding the demand forecast (Johnson, 2018; Mayr and Moser, 

2018). The type of product is also decisive here: Innovative products have a 

significantly shorter product life cycle than standard products, hence their 

sales behavior can be predicted much less accurately (Lee, 2002). Even in 

case a good data basis is available, there are further challenges in the anal-

ysis and interpretation of the data. It is crucial to filter the essential data 

and ignore unimportant data. This can only be done in relation to the use 

case to be examined, since the importance of a data set highly depends on 
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the target size and data structure (Alansari, et al., 2018). In 2017, Scheidler 

developed a process model to extract knowledge from the database of a 

supply chain in order to create a usable data basis. The process model fo-

cuses on the definition of the desired target quantity, the selection and 

cleansing as well as the preparation of the data stock and the application 

of a data mining procedure (Scheidler, 2017). Each of these tasks involves 

its own challenges. The following list presents the greatest challenges spe-

cifically for the use of machine learning methods in demand planning in the 

manufacturing industry. For the handling of the mentioned challenges ar-

tificial intelligence methods are increasingly applied.  

 Creation of a database  

 Data acquisition/recording; Data preparation; Data analysis 

 Creation of data model as basis of the algorithm 

 Consideration of influencing parameters (environmental factors, 

regional factors,            

 Political factors) depending on the branch 

 Definition of the Output Parameter (Modelling)  

 Changing products and shortened product life cycles 

The following section of the paper gives a brief overview of current machine 

learning methods and provides an initial overview of the most common 

methods used in demand planning. 

2.3 Machine Learning Methods in Demand Planning 

Machine Learning is a field of research that deals with the modelling and 

implementation of learning phenomena and is part of artificial intelligence 
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(Engemann & Sudmann, 2018). The first research work in this field began in 

the 1950s, but only through technological advancements and the use of 

graphics processing units (GPUs) is it possible to handle data sets quickly 

and cost-effectively since 2015 (Wesseler, 2018). To implement machine 

learning methods, no static programming rules are used, instead the pro-

gram extracts regularities from sample data in order to subsequently de-

velop a model. After a learning period, the model is then applied to new 

data sets.    

The main difference between traditional programs and machine learning 

algorithms is the feedback loop within the model. This allows the model to 

get a feedback on the quality of the output parameter and then adjust its 

own decision rules in order to improve the result. A self-learning system is 

created through the feedback loop as the machine learning algorithms con-

tinue to improve along with the duration of use and the amount of data 

(Gottschlich, et al., 2018; Wittpahl, 2019). Due to these characteristics ma-

chine learning methods are suitable for the following problems (Géron, 

2017):  

 Complex problems without an existing good solution 

 Problems with changing environmental influences 

 Large amounts of data as a basis 

 Complex lists with existing solutions  

In summary, machine learning algorithms can handle large amounts of 

data and flexibly react to changing conditions and environmental influ-

ences. According to Géron, there are three different strategies for imple-

menting a machine learning algorithms: 
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 With and without human supervision 

 Incremental learning and non-incremental learning system 

 Pattern recognition  

In demand forecasting, supervised learning algorithms are preferably used, 

as they can handle large amounts of data very efficiently and precisely. The 

algorithm's approach here is to identify patterns based on training data and 

to derive rules that can then be transferred to new data sets (Marsland, 

2011; Mello and Ponti, 2018). Example algorithms are Logistic Regression or 

Random Forest, but also artificial neural networks (ANN) which are ex-

plained more in detail in the following section, as they play an important 

role in the context of artificial intelligence and machine learning. The ANN 

is a replica of the organic neuronal structure of humans. It is a mathemati-

cal-statistical method, which processes information on the basis of the hu-

man neuronal nerve structure and is very well suited for prognosis proce-

dures and prediction models. Structurally, ANN do not represent a classi-

cally programmed algorithm, but a structure that can be flexibly adapted 

to data or system changes (Crone and Preßmar, 2006). The data points of 

the artificial neural network are linked and trained to react to unknown sit-

uations. The knowledge of the neural network lies in the weighted connec-

tion between the individual data points, which influence the transmission 

of the data and the result of the output function. A key capability of the ANN 

is its generalization capability. Therewith, good results can also be ob-

tained for data sets whose behavior has not previously been trained. Espe-

cially in connection with prognosis problems, neural networks have the ad-

vantage of being able to model linear, non-linear or all interrelationships 

between data sets, which allows a very large scope for design (Hornik, 
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Stinchcombe and White, 1989; Zell, 2000; Haykin, 2009). After the presenta-

tion of the individual implementation strategies and the ANN, the best 

known algorithms of machine learning will be discussed briefly. It is not our 

intention to present a complete list of all machine learning algorithms, as 

there is no clear definition or demarcation between the algorithms. The 

number of machine learning algorithms varies between 1,000 and 10,000 

(Engemann and Sudmann, 2018). The best known machine learning algo-

rithms can be subordinated into the tasks of classification, regression and 

clustering (Géron, 2017). In the following, these tasks are shortly explained. 

2.3.1 Classification 

Classification procedures are used to classify objects or data points accord-

ing to their properties. Based on the underlying set of data, the classes are 

calculated. New data points are sorted into the calculated grid based on 

their attributes (e.g. K-Means-Algorithm). It is important to note that the 

classification problem is discrete, hence the assignment is always unam-

biguous (Marsland, 2011). After the assortment of the data point, the clas-

ses are recalculated on the basis of the new dataset to achieve a continuous 

improvement of the classification result. These methods are often used in 

the field of pattern recognition or artificial intelligence (Wittpahl, 2019). 

2.3.2 Regression 

Regression analysis is already used in many areas for forecasting demand 

because it predicts the trends of the future on the basis of historical values 

and a statistical model. For this purpose, the dependency between two var-

iables (dependent and independent) is examined in order to define their re-

lationship to each other. This can be a simple regression (an independent 

variable) or a multiple regression (several independent variables). For this 
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reason, they are particularly useful in forecasting and scenario analysis be-

cause they can consider several different data sources (internal data, 

weather data, regional data, etc.) (Stoetzer, 2017; Welc and Esquerdo, 

2018). For further development of regression analysis, it is linked to a ma-

chine learning architecture, to use new and actual data sets to constantly 

regenerate and optimize the model that has been developed on the basis 

of the historical data. 

2.3.3 Clustering 

Clustering procedures are used to group and classify data points according 

to their properties. For this purpose, it is essential that the similarity be-

tween data points is described in a measurable manner as to enable com-

parative analysis. Clustering algorithms work through two procedures one 

after the other. First, the similarity measure between the new data point 

and the existing data basis is determined. This is followed by a division of 

similar data into groups thus creating cluster. At this point, a distinction is 

made between hard and soft clustering algorithms, i.e. the unique assign-

ment of a data point to a cluster. If it is a soft clustering algorithm, data 

points can also belong to several clusters. If a data point is always uniquely 

assigned to a cluster, it is a hard clustering algorithm (Ester and Sander, 

2013; Backhaus, et al., 2016). This method is also often used to prepare data 

sets. For example, to summarize customers based on their specific proper-

ties so that they can be handled equally in the demand forecast (Murray, 

Agard and Barajas, 2015). In addition to the different methods and learning 

strategies of machine learning approaches, the data analyst has to consider 

the phases of learning, which segregate into a training phase and an appli-

cation phase. During the training phase, the algorithm develops the 
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knowledge from example data in order to use it in the application phase or, 

depending on the algorithm and learning strategy, to extend it afterwards 

(Neef, 2017). In the next section of the article, the requirements of demand 

planning processes in the classical manufacturing industry are first pre-

sented, followed by demand planning processes in other industries using 

machine learning. 

3 Cross-industry application of ML in Demand Plan-
ning 

3.1 Methodology comparative cross-industry analysis 

In order to gain new findings for the implementation of machine learning 

methods, the methodology of a cross-industry comparative analysis is 

used. The findings are processed in a CRISP (Cross-industry standard pro-

cess) model for standardized collection and clustering of the results (Wirth 

and Hipp, 2000). 

 Different industries are analyzed with regard to one problem in order to 

transfer solution approaches between the industries. Cross-industry inno-

vations and analyses are increasingly implemented in product develop-

ment to prevent conventional thinking (Schulthess, 2013). The aim of this 

analysis is to identify commonalities between different industries in order 

to transfer already established machine learning approaches to demand 

planning in the manufacturing industry. As the concept and the basic 

schema in demand planning is similar throughout the industries this allows 

a possible transfer to demand planning in SCM. Each industry has a certain 

demand variable to plan follow-up processes, e.g.:  
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 Energy: Energy consumption 

 Finances: Market and shares development (Arroyo, Espinola and 

Maté, 2011) 

 Agriculture: Crop development 

In this paper, machine learning approaches in the sectors of energy, finance 

and agriculture are examined, since the financial and energy sectors in par-

ticular, are pioneers in digitalization according to a survey conducted by 

the Institute of the German Economy in Cologne (Demary, et al., 2016). The 

reason to choose these three industries are the different influencing factors 

which have a direct influence on supply chain processes. The energy indus-

try is strongly influenced by climatic conditions, which impact the supply, 

and direct contact with the end consumer who has a high influence on the 

development of demand. In agriculture, regional and environmental fac-

tors are decisive for the expected crop yield. In contrast, in the financial sec-

tor these are usually global factors (e.g. market dependencies, political in-

fluences) that affect market development and performance on the financial 

market. The following Table lists the primary influencing factors and de-

pendencies of the individual industries. 
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Table 3: Influencing variables in different industries 

Industry Influence variables/dependencies Source 

Energy 

Climatic conditions 

Direct contact with the end con-

sumer 

(Lüdeke-Freund and 

Opel, 2014) 

Finances 
Market dependencies  

Political influences 

(Onischka and Or-

bach, 2008) 

Agriculture Environmental/ regional influences (Döring, et al., 2011) 

3.2 Machine Learning Methods Forecasting Energy 

The energy sector is highly dependent on current climatic conditions and 

has direct contact with end consumers (households and industry). For this 

reason, consumption data are the main input for machine learning algo-

rithms and thus provide a large and detailed data basis. To prepare the data 

basis, the following steps are performed in order as named: specification 

(variable declaration and selection of secondary data sources (e.g. weather 

data or socio-economic data sets)), inspection (quality analysis) and pre-

processing (filtering and data curation). These steps are necessary to pro-

vide a suitable input for the machine learning algorithm (Al-Alawi and Is-

lam, 1996). Table 4 presents three research papers concerning predicting 

power demand using machine learning techniques. 
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Table 4: Machine Learning in Forecasting Electricity consumption 

Database 

Machine 

Learning Algo-

rithm 

Results Source 

Electricity consumption: 

70,128 data points in the 

period 01.01.2008- 

31.12.2015  and weather 

data 

ANN; Random 

forest Algo-

rithm; Support 

Vector Machine 

Algorithm 

Average percent-

age error 3.10%  

96.3% of peak loads 

are covered 

(Ga-

jowniczek 

and 

Ząbkowski, 

2017) 

Electricity consumption 

Years: 1980-2000 (training 

data); 2001-2008 (test 

data) 

ANN 
Average percent-

age error 0.64  

(Küçük-

deniz, 2010) 

Electricity consumption 

Years: 2006-2007 (training 

data); 2008 (test data); In-

fluencing variables: Time; 

Seasons 

Support Vector 

Regression 

Average percent-

age error 0.41-0.53 

depending on com-

bination of influ-

encing variables 

(Setiawan, 

Koprinska 

and Age-

lidis, 2009) 

These three papers were selected because they use different approaches 

and data bases, and all provide good results. In contrast to Küçükdeniz, Ga-

jowniczek and Ząbkowsk focus on a short time horizon, which allows to 

evaluate the advantages of the different algorithms in relation to the con-

sidered application case. The last paper analyzes different time windows, 

but focuses only on support vector machines, therefore a comparison of the 

three publications gives a good overview of the state of the art in this indus-

try. 
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The first column describes the used database, afterwards the used machine 

learning algorithm is described. The results column displays the quality of 

the results and the calculated error size. The results of the research work 

show that artificial neural networks and supervised machine learning 

methods provide the qualitatively best prognosis results. In addition, the 

quality of the results increases with the number of training data of the pri-

mary data set (see Küçükdeniz) or with the consideration of further second-

ary data sets (see Setiawan). 

3.3 Machine Learning Methods Forecasting Finance 

Intelligent forecasting methods are already widely used and established 

within the financial sector. Krollner has prepared a compilation of the tech-

niques (time horizon, algorithm) and data bases (data evaluation, data se-

lection, input parameters) used in this area in 2010 (Krollner, Vanstone and 

Finnie, 2010). The following figures are based on his literature research and 

are intended to give a brief overview of the use of machine learning meth-

ods in forecasting financial time series. As shown in Figure 1, the artificial 

neural networks (ANN) based algorithm is most widely used in the financial 

sector followed by evolutionary and optimization techniques. In addition 

several multiple and hybrid applications are employed. The trend moves 

towards the use of existing methods of artificial neural networks, which are 

upgraded with innovative training algorithms or combined with new tech-

nologies to hybrid systems. This development leads to the integration of 
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machine learning methods to improve the training algorithms (Krollner, 

Vanstone and Finnie, 2010). 

Figure 1: Machine Learning Methods for Forecasting in Finance sector 
(Krollner, Vanstone and Finnie, 2010) 

Figure 2 displays secondary data used to improve the forecast quality in the 

financial sector. As the second graph shows, a wide variety of secondary 

data is referred to. The data can be separated into three categories: Firstly, 

finance-specific data such as the trading volume and exchange rate, sec-

ondly specific comparative rates such as oil price, gold price and thirdly, 

macro-economic data as the unemployment rate. 

Before the respective data can be used, they must be processed. Krollner 

does not deal with the topic of data preparation, so that further research is 

necessary to give a detailed overview about concepts of data preparation. 

 

 

 

46%
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Figure 2: Percentage of used secondary data bases (Krollner, Vanstone and 
Finnie, 2010) 

Tsang (Tsang, Yung and Li, 2004) has developed a method to process data 

sets specifically for the financial sector and to prepare them for use in ma-

chine learning algorithms. In his research work, the author described strat-

egies and procedures for solving data problems, which are briefly listed be-

low: 

 Too few data: Generation of missing data's (Data mining based 

methods) 

 Too many data: Classification and discretization 

 Noise in the data: Regression-based data smoothing 

 Season/Trend: Log difference 

 Differently scaled data sets: Line scaling method 
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These approaches are already used in conventional historical data analysis 

and can be adopted to prepare the database for the machine learning algo-

rithm. 

3.4 Machine Learning Methods Forecasting Agriculture 

Table 5: Used Machine Learning methods in Forecasting Agriculture (Lia-
kos, et al., 2018) 

Machine Learning Method Quantity (of 46) 

Bayesian Model 2 

Ensemble Learnings 2 

ANN 22 

Regression and Clustering 4 

Instance based models 1 

Decision trees 1 

Support Vector Machines 14 

In contrast to the financial or energy sector, qualitative forecasting areas 

are also considered (e.g. animal welfare or harvest quality). It is important 

to note that the algorithms used in the qualitative approach differ to the 

once used for quantitative forecasting. Ensemble Learning or Decision trees 

are the most commonly used methods, which can be subsumed in the area 

of regression for supervised learning. In the study of Liakos, the machine 
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learning methods are analyzed according to their frequency of use, a qual-

itative analysis of the results is not considered. In addition, no information 

is provided on established methods for data preparation. Having analyzed 

the demand forecasts in agriculture, energy and finance, the following sec-

tion applies the findings to the requirements of demand planning in the 

manufacturing industry. 

4 Solution approaches and strategies for demand 
planning in manufacturing industry 

The analysis of the different industrial sectors has shown that certain prob-

lems and challenges are common (e.g. data basis or algorithm selection). 

Due to the relatively  low degree of digitalization in the manufacturing in-

dustry, it is useful to learn from more advanced industries and to use the 

experience gained (Demary, et al., 2016). Based on the available knowledge 

in those sectors, recommendations for action can be formulated for the ap-

plication of machine learning methods for demand planning in the field of 

supply chain management in the manufacturing industry. 
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Figure 3: CRISP-Model solution approaches and strategies for using ML 

Figure 3 summarizes the findings from the comparative analysis of other 

industries using the CRISP-Model (Cross-industry standard process) and 

provides recommenda-tions for the structured use of machine learning 

methods in the manufacturing industry. The challenges identified previ-

ously in chapter 2.2 are compared to the possible solutions from the three 

industrial sectors. The following section explains the approaches and find-

ings of the analysis more in detail. 
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The data basis is essential for the success of machine learning methods and 

must be prepared for each application. Historical data sets are used in the 

energy industry to overcome this difficulty. In order to improve data qual-

ity, they can still be processed in order to eliminate missing data or data 

noise. 

Afterwards a model must be designed for a specific target variable. This 

model takes into account both the data basis and the influencing factors 

that affect the target variable to be calculated. It is recommended to use 

secondary data (general or industry-specific) in addition to the primary 

data to enable a better integration of fluctuations (agriculture and finance 

sector). Publicly accessible data are of advantage, as they are available in a 

standardized form and with sufficient data quality, so that the process 

steps of data acquisition and data preparation can be reduced. In addition, 

during the selection of the algorithm, the use case must be taken into ac-

count, since the different algorithms depend on the type of the forecast 

value (qualitative or quantitative).  

In the area of data exploitation in particular, successful approaches have 

already been developed in the financial sector, but the literature research 

also shows that challenges due to product behavior (shorter product life 

cycles) or in modelling can be solved by approaches from agriculture. 
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5 Conclusion 

In this article, the authors have shown that machine learning methods are 

already used in several industries. This promises a high potential for the 

manufacturing industry. Requirements for the application in demand plan-

ning have been formulated and prepared in a structured way. It has been 

shown that many areas have not been sufficiently analyzed and described 

(e.g. Modelling, influencing factors (internal and external) and data prepa-

ration). This is especially valid for the modelling of the ML approach and the 

underlying data basis. There will be a need for future research in the area of 

demand planning in the context of the manufacturing industry. This in-

cludes the specification of necessary and influencing data sets. This would 

allow the creation of an initial model for successful demand planning. It is 

of utmost importance to focus further research in the field of the design of 

the data model to guarantee optimal input for the ML algorithms. Only if 

the required set of data is defined and available, the true value of machine 

learning can be evaluated. 
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