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fore increasing the feeling of stress, which has been hypothesised to induce individuals to
take less risk. To examine this, we study whether PM increases the probability of drawing
in chess games using information from the Dutch club competition. We provide evidence
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1. Introduction

Particulate matter (PM) is found to increase stress hormones and blood pressure, therefore

increasing the feeling of stress, which has been hypothesised to induce individuals to take

less risk than is rational (Duflo and Banerjee, 2011).1 To examine this, we study the effect

of PM on risk outcomes of the game of chess, i.e. the probability to make a draw.

The literature mainly focuses on long-term health effects of PM and other air pollution

(see e.g. Chappie and Lave, 1982 and Beach and Hanlon, 2018). In contrast, we focus on

the immediate effect of air pollution, for which there is growing attention (Graff Zivin and

Neidell, 2018). We now know that pollution also has an immediate detrimental effect on

physical health and therefore on economic and social activities which depend on physical

health (e.g. labour productivity, cycling to work).2

It is less well-known that the immediate effects of PM are more subtle and widespread.

PM affects cognitive ability, and therefore reasoned judgement and decision-making (see e.g.

Hamanaka and Mutlu, 2018). Medical studies show that PM increases stress hormones (such

as cortisol) as well as blood pressure (Li et al., 2017; Barbosa et al., 2012). In other contexts,

PM negatively affects important activities which require cognitive performance, including

educational achievement (Ebenstein et al., 2016), high skill work (Kahn and Li, 2019) and

investment decisions (Huang et al., 2017). Traders on Wall Street have lower returns on

days with higher level of PM (Heyes et al., 2016), while baseball referees underperform given

higher levels of PM (Archsmith et al., 2018).3

1Duflo and Banerjee (2011) observe that poorer individuals have more stress and make irrational invest-
ment decisions.

2Graff Zivin and Neidell (2012) show that agricultural workers are less productive on days with high ozone
levels. Lichter et al. (2017) identify a small effect of PM on some productivity indicators of professional
players in football. Chang et al. (2016), Chang et al. (2019) study productivity of pear packers and call
centre employees and find adverse effects of PM pollution on productivity. Klingen and van Ommeren (2020)
show that ozone reduces cycling speed.

3Künn et al. (2019) report that cognitive performance of chess players deteriorate due to PM, but as the
latter is measured on a limited number of days, it is unclear whether this result generally holds.
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A number of recent studies show individuals’ decision-making effects of PM that point

at the possibility that PM reduces risk-taking (Lu, 2019). For example, Heyes et al. (2016)

argue that one possible interpretation of their findings for lower returns for Wall Street

traders is that PM induces these traders to take less risk.4 This is in line with papers on PM

and crime that suggest that anxiety increases with PM. (Herrnstadt et al., 2016; Burkhardt

et al., 2019). There is also evidence that daily higher PM levels increase the probability of

buying health insurance (Chang et al., 2018), and reduce the sales of lottery tickets (Bondy

et al., 2019).5

These studies estimate PM effects that are likely the result of several behavioural factors

(notably skills, discounting, and risk taking). It is still unclear which behavioural mechanisms

underlie previous findings. More specifically, we do not know whether PM affects decision

making. In contrast to existing studies, we study the effect of PM on an indicator of risk

taking, using the game of chess. Thereby, we can provide conclusive field evidence on the

often stated hypothesis that PM air pollution induces individuals to take less risk (than is

rational).

Risk-taking is essential to the game of chess. The main advantage of focusing on chess

is that it offers a direct measure of risk: the variance of game outcomes reflects risk-taking,

as many games end in a draw. Furthermore, the time horizon of a chess game is short (a

few hours), so estimates are not affected by the effects of PM on discount rates or projection

bias (Heyes et al., 2016; Bondy et al., 2019). Consequently, the effect of PM on risk-taking

can be examined by analysing its effect on the probability of making a draw.

4An alternative explanation is that these traders lose or adapt their discount rate. Furthermore, Chew
et al. (2019) also suggest that PM makes individuals more risk averse. PM increases car accidents (Sager,
2019) as well as crime (Bondy et al., 2019), but these studies show that these results are unlikely due to
higher levels of risk-taking.

5The benefits of health insurance and lottery gains are in the future, so an alternative explanation is
that PM affects the discount rate. Projections bias may also play a role. Projection bias is the tendency for
individuals to exaggerate the degree to which their future tastes will resemble current tastes, which is likely
affected by pollution.
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The ideal experimental setup to estimate the causal effect of pollution on the probability

to make a draw, is to examine the outcome of games of players that are randomly assigned to

play against each other at different locations with different levels of pollution. We come close

to that setup by analysing games played in the Dutch team club competitions, where teams

belonging to the same league play at different locations and all teams play each other (as is

common in most national team sports competitions).6 In addition, all games take place at

the same time (on Saturdays at 1 pm), and are scheduled in advance, so that our results are

not driven by any extensive margin decisions, as would for example be the case for online

chess games. Because pollution levels do not vary randomly over time and space, we control

for time-specific as well as location-specific unobserved factors using a fixed effects strategy.7

In our estimation approach, we pay special attention to measurement error in PM due

to the distance between the pollution monitor and the chess location. Measurement error

in pollution levels usually causes attenuation bias. One way to deal with this is to use

instrumental variables, which is the preferred strategy in the literature. In particular, it is

common to use temperature inversion as an instrument (Jans et al., 2018). Although this

strategy is attractive, there are also disadvantages with its use.8 We follow a different route.

We focus on chess locations close to PM monitoring stations. Furthermore, we will show

how the PM effects decrease with distance to the pollution monitor.

We pay special attention to the alternative hypothesis that PM negatively affects the

cognitive performance of chess players, and therefore affects the probability of making a

draw. We show that this alternative hypothesis does not hold by demonstrating that weaker

6For that reason, we concentrate on the Dutch national competition, but ignore information from other
countries (e.g. Germany, UK), where players tend to play at the same location, hence there is little or no
spatial variation.

7The probability of a draw depends on the strength of the players. Therefore, we can improve the
efficiency of our estimates by controlling for Elo rating, which measures time-varying player strength (Regan
and Haworth, 2011).

8It is plausible that the instrument affects a range of pollutions, and not only PM, so it is difficult to
interpret the IV estimate as a causal estimate of PM. In addition, confidence intervals of the IV estimates
are much larger (and tend not to differ from OLS estimates using Hausman tests).
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players make fewer draws, which implies that reduced cognitive performance can only induce

a negligible downward bias.

In conclusion, we will provide evidence that PM10 reduces risk-taking.9 A 10µg increase

in PM10 (33.6% of mean concentration) leads to a 5.8% increase in draws. We do not find

any effect of PM when measured at the location of the visiting club, or of effects of PM on

previous days, which implies that the PM effect is immediate. This finding supports and

complements other studies that show the effect of pollution on decision taking, but which

offer several explanations to explain their findings or projection bias (Heyes et al., 2016;

Bondy et al., 2019).

This paper proceeds as follows. Section 2 explains the methods employed. Section 3

describes the data and descriptive statistics. Section 4 presents results. Section 5 concludes.

2. Empirical method

2.1. Identification

Chess is a zero-sum perfect information game between two players, with two possible out-

comes: either one of the players wins, or there is a draw. Chess players have a strong

influence on the level of risk they take (these determinants are discussed later on).10

In the (financial and economics) literature on risk-taking, a common measure of risk-

taking outcomes is the standard deviation (e.g. the standard deviation of the return of a

portfolio), and therefore the outcome variance. The variance of chess outcomes is a one-to-

9We use a daily measure of PM10 rather than a measure of PM2.5 observed during the game, which may
be a slightly better measure from a theoretical point of view. However, PM2.5 is roughly 1/30 of the diameter
of a human hair, it may go through walls, and as result outside and inside concentration levels are usually
the same. We observe the latter only for a short period. This is not problematic, as the attenuation bias of
using PM10 rather than PM2.5 is small, as the correlation between those two measures is 0.90.

10For example, players choose between safe and risky openings, which affects the probability of a draw.
Players can also choose risky moves, i.e. moves that reduce the probability of a draw. Players are categorised
as with a risk attitude (e.g., the 1985-2000 world champion Kasparov) or with a less risky attitude (e.g., the
1963-1969 world champion Petrosian).
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one linear negative function of the proportion of draws.11 Let Dict be a dummy indicator of

whether a game i in location c on day t ends in a draw. The level of PM in location c on day

t is denoted by PMct. We aim to estimate the causal effect of PMct on Dict using a linear

probability model.

The first main econometric issue when aiming to estimate a causal effect of PM on the

probability of a draw, is that PM does not randomly vary over time, but there are strong

time trends in levels of PM (as air pollution tends to decrease over this time). Furthermore,

PM is not randomly allocated across space but is concentrated in certain cities. It is also

possible that certain cities attract players with different propensities of making a draw.

The ideal way to address these issues is to compare outcome of games of players that

are randomly allocated to other players at different locations for different time periods. By

using the universe of chess games of a national competition for longer periods, combined

with a day and location fixed effect regression design, we approach this ideal setup. In the

national competition, players play half of all games at their home location and the other half

at another location. Hence, in essence, we use variation in PM at different locations within

the same day. For reasons of efficiency, we include two game-specific control variables: the

difference in ELO rating between the players, as well as the average rating of the players.12

We will control for weather conditions that potentially confound the effect of PM, as studies

such as Wang (2017) and Heyes and Saberian (2019) show that temperature has an effect

on decision making.

Consequently, we will estimate the following fixed-effects regression:

Dict = αc + αt + β · PMct + γ ·Xict + δ · zct + εict, (1)

where αc and αt denote location and day fixed effects. Here, Xict denotes control vari-

11The outcome variance is equal to (1 - proportion of draws)/4.
12It is straightforward to show that this specification implies that we control for the rating of the strongest

player and the rating of the weakest player, where we allow the effects of these variables to differ.
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ables that capture players’ strength and zct denotes (time-varying) location-specific control

variables, such as weather conditions.

We have not yet been specific about the type of location fixed effects used. To elaborate

on this, we use three types of location fixed effects. We use one fixed effect for the club of

the home player, one fixed effect for the club of the visitor player, and one fixed effect for

the PM monitor. In the analysis, we will cluster the standard errors at the level of the PM

monitor as well as day t.

One of the strengths of the design is that we will see that inclusion of the location fixed

effects as well as the weather control variables does not affect the results, which makes it more

plausible that the variation in PM is exogenous.13 This also makes sense, as the Netherlands

is a geographically small country, hence the distance between these locations is small (the

average distance is only 70km, where we weigh by number of games per location).14 Hence,

by including day fixed effects, we already almost perfectly control for differences in weather

conditions (e.g. differences in temperature and sunshine are negligible).

The second econometric issue is that PM reduces the ability of players to play well,

resulting in more mistakes (Ebenstein et al., 2016; Künn et al., 2019). This does not imply

that this will induce more draws. An important feature of chess, for which we will provide

ample evidence, is that the probability of making a draw is a non-decreasing function of

players’ ability level. Even better, we show that the probability to make a draw does not

depend on the level of the player, except for very strong players (who are rare in our dataset)

who make more draws.15 Hence, the effect of PM on the probability of draws through its

effect on ability is negligible. Furthermore, we will demonstrate that even if we assume that

13Because our results also hold without location fixed effects, our estimates hold with one-way fixed effect
models, we do not have the issue that two-way fixed effects models have difficulties addressing heterogeneity
of estimates, resulting in inconsistent estimates (de Chaisemartin and d’Haultfoeuille, 2020).

14For example, the distance between Amsterdam and Rotterdam, the two largest cities of the Netherlands,
is only 65 km, whereas a number of cities, such as the Hague, Delft and Leiden, are located in between.

15This makes sense. Stronger players are better able to calculate the consequences of their moves, and
therefore have more control over the game outcome.
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PM has (unreasonably) large effects on the ability of both players (i.e. an unreasonable large

drop in their Elo ratings), then this assumption cannot explain our findings.

The third econometric issue is measurement error, as the spatial density of PM monitor

stations is usually rather low, which causes attenuation bias. To avoid this, we use to our

advantage that in the Netherlands many chess clubs, and in particular large clubs with many

players, are located in larger cities which have several monitoring stations. Subsequently, we

will focus on chess games within a maximum distance of 5 km of a monitoring station, so the

average distance between the chess location and the monitoring station is small and slightly

more than 2 km. In our sensitivity analysis, we will show that increasing the maximum

distance indeed results in lower, but still statistically significant, estimates, whereas reducing

the maximum distance results in somewhat higher point estimates but larger confidence

intervals.16

The fourth econometric issue is whether the effect of PM is dynamic. The medical

literature does not answer the question whether the effect of PM is immediate or also with

a delay.17 The latter is theoretically possible, because PM remains in the blood circulation.

For that reason, we will also measure PM on the day before the match, as well as at the

location of the visiting club. The idea of the latter PM measure is that chess players typically

live close to their club, and hence visitor players might be treated in the night or morning

before travelling to the game. As a placebo check, we will additionally examine the effects

of PM measured on the day after the game.
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Figure 1: Locations of chess clubs, weather stations and PM monitoring stations.

Notes: Greyed out chess locations are excluded because of a too large distance to PM or weather monitoring

stations. Some of these locations are used for sensitivity analyses.

3. Data

We observe the universe of outcomes of (classical) chess games for the Dutch national team

competition from 2002 until 2018, played at locations as shown on the map in Figure 1.18

16It is not an issue that we do not measure PM inside buildings, as environmental policies use information
from outside monitoring stations, so the preferred measures, from a policy point of view, is the measure used
by us.

17Our main source of effect of PM in this literature is Li et al. (2017). In this study, participants are
treated with PM for a number of days, but dynamic treatment effects are not investigated.

18The Dutch league follows the rules of the World Chess Federation FIDE: players receive 90 minutes for
the first 40 moves, and an additional 30 minutes for the rest of the game. For each move played, the player
receives an additional 30 seconds. A player who exceeds the time limit loses the game.
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Each year, there are about 15 different leagues, in which between 8 and 10 teams compete.

For games played in the highest league, we also observe the moves of the full game. Teams

have 8 or 10 players and play either at home or away (similar to, for example, soccer).

Although chess players play for a team, individual chess outcomes are relevant for players,

as the outcome influences their Elo-rating. A competition year contains 9 rounds, played on

Saturday afternoons (from September until May). Typically, there is one month between two

consecutive rounds. In a round, each player plays one game (a game takes about 4 hours).19

To reduce measurement error in PM measurements, we focus on games within 5km of

a PM station (we come back to this in the sensitivity analysis). Furthermore, we exclude

a limited number of games further than 50km of a weather station. We also make another

selection, which is not essential, but improves interpretation. To reduce correlation between

PM observations measured at the home club and the visitors club, we concentrate on games

with a minimum distance between home location and visitors location of 20km. We also

require the presence of a PM station within 20km of the visitor club’s location. Given these

restrictions, the average distance to the PM monitor is slightly above 2 km, hence the distance

to the nearest weather station is small and about 11 km.20 The share of draws is 0.32. The

average PM level is about 30 µg/m3. Given these restrictions, we have almost 20k games

played by 3,326 players at 81 different locations (see Table 1). We do not always observe

weather conditions. When we focus on games for which we observe weather conditions,

we observe more than 17,000 games for more than 1,000 clusters, defined as unique PM

location-day observations.

For each player, we observe the so called Elo rating at the time of playing, which is an

19When chess clubs have several teams in the national competition, and the team plays at home, then all
games are played at the same location.

20The correlation between PM measurement stations for a sample with the same average distance as our
main sample, is about 0.77, suggesting that attenuation bias will be about 40%. Here we use the formula
1− ρ2 = 1− 0.772 = 0.40, derived from Cameron and Trivedi (2005), where ρ is the correlation between PM
at the measured location and PM at the chess location.
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Table 1: Descriptive statistics

Statistic N Mean St. Dev. Min Max

Draw 4,415 0.32 0.47 0.00 1.00
Mean rating game (100 points) 4,415 21.06 1.56 16.80 26.26
Abs. rating difference game (100 points) 4,415 1.11 0.94 0.01 8.08
Distance to PM monitor (km) 4,415 2.33 1.03 0.27 4.96
Distance to weather station (km) 4,415 10.86 6.95 0.65 36.77
Distance between home and visitors (km) 4,415 68.75 43.06 20.22 266.54

PM10 (10 µg/m
3
) 4,415 2.91 1.41 0.57 13.77

Temperature (Celsius) 3,897 7.71 4.72 −7.80 20.10
Radiation (Watt/m2) 3,897 0.68 0.54 0.02 2.32
Air Pressure (1000 hPa) 3,887 1.02 0.01 0.98 1.04

accurate numerical representation of a player’s strength (Regan and Haworth, 2011). The

average rating is about 2100, with a standard deviation of 157. Almost all players have

a rating between 1800 and 2400. In Figure A1a in the Appendix, we provide the rating

distribution. Taking risks may be perceived differently by two players who play a game

depending on the difference in strength. Figure A3 shows a histogram of the (absolute)

difference in rating as well as the probability that the player with the highest rating will

win, draw, or lose. The difference in ratings is usually less than 300 points (less than two

standard deviations), and up to that level, the strongest player still has a reasonably high

risk of most winning the game.

We use daily PM10 measured at 63 locations provided by Netherlands National Institute

for Public Health and the Environment (2019), see Figure 1. In addition we use daily

weather observations from Royal Netherlands Meteorological Institute (2019), which include

temperature, solar radiation, rain and atmospheric pressure.
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Table 2: Regression results.

Draw

(1) (2) (3) (4) (5) (6)

PM10 0.0151∗∗∗ 0.0183∗∗∗ 0.0186∗∗∗ 0.0197∗∗∗ 0.0193∗∗∗

(0.0045) (0.0050) (0.0051) (0.0053) (0.0064)
PM10 (visitors) -0.0035 -0.0052 -0.0037

(0.0048) (0.0051) (0.0067)
PM10 lag 0.0121∗ 0.0029

(0.0062) (0.0071)
PM10 lag (visitors) -0.0036 -0.0004

(0.0061) (0.0076)
PM10 lead -0.0020

(0.0075)
PM10 lead (visitors) -0.0031

(0.0074)
Mean rating (100 points) 0.0088∗∗∗ 0.0081∗∗∗ 0.0081∗∗∗ 0.0106∗∗∗ 0.0107∗∗∗ 0.0107∗∗∗

(0.0022) (0.0027) (0.0027) (0.0030) (0.0030) (0.0030)
Abs. diff. rating (100 points) -0.0488∗∗∗ -0.0507∗∗∗ -0.0507∗∗∗ -0.0489∗∗∗ -0.0488∗∗∗ -0.0489∗∗∗

(0.0031) (0.0033) (0.0033) (0.0036) (0.0036) (0.0036)
Loc. & club FE Yes Yes Yes Yes Yes
Weather dummies Yes Yes Yes
Time FE Day Day Day Day Day Day
Clusters 1137 1137 1137 1029 1028 1028
Observations 19,763 19,763 19,763 17,327 17,310 17,310
R2 0.0172 0.0378 0.0378 0.0432 0.0428 0.0432

Notes: PM10 variables are rescaled to 10µg/m3. Location fixed effects are at the level of a monitoring

station. Club fixed effects contain separate controls for playing at home or as visitor. Robust standard

errors in parentheses are clustered at the level of day×monitoring station. ∗∗∗, ∗∗, ∗ indicate significance at

1%, 5%, and 10%.

4. Results

4.1. Main results

We show in Table 2 the estimated effects of PM on draws for a range of specifications based

on equation (1). In specification (1), we show the effect when we control for day fixed effects,

the average rating (per game) and the difference between the rating of the players. We find

a positive effect of PM. The point estimate is equal to 0.015 (with a standard error of 0.005),

which implies that one standard deviation increase in PM increases the probability of a draw

12



with 2.4 percentage points. Furthermore, we find a weak (but positive) effect of the mean

rating (later on we will see that this effect is entirely due to the games with higher ratings),

whereas we find a rather strong effect of the difference in rating.

One criticism of this specification is that it does not control for unobserved characteristics.

We deal with this in specification (2), where we include PM locations and club fixed effects.

The results become somehow more pronounced.21 We have additionally estimated models

with player fixed effects. This does not change the estimates (as we control for club fixed

effects, and for rating.) Another criticism is that it may provide an underestimate of the

overall effect of PM, because visitors are treated for a shorter period (i.e. only during the

game) than home players, who are treated before they arrive, because they tend to live

locally. In line with that, we find a slightly stronger effect when we control for PM at the

visitor’s location, see specification (3).22

In specification (4), which is our preferred specification, we also control for weather

conditions. As the Netherlands is small, it appears that these additional control variables

do not have any effect on the estimated effect of PM. In the last two specifications, we

further investigate the effect of PM on the previous day, as well as on the next day. In

specification (5), we find a small positive effect of lagged PM (about half), but no effect for

lagged visitors PM when we do not control for PM on the day itself. In specification (6) we

show that this lagged PM effect is spurious (and entirely due to positive autocorrelation of

PM). Specification (6) includes two additional placebo variables, PM and visitor PM on the

next day, which are both highly statistically insignificant.

One may argue that our results are driven by reduced cognitive ability and not by reduced

risk taking. This could be the case if PM reduces the playing strength of chess players (which

21We have also estimated models with different restrictions on the distance between home and visitors
team locations. The results are not sensitive to that.

22Consistent with this reasoning, the point estimate of visitor’s PM is negative (but not statistically
significant).
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is very plausible) and the probability of a draw depends on players’ strength. To examine the

latter, we first show in Figure A1b in the Appendix the probability of a draw as a function

of the players’ rating. It clearly shows that the probability of a draw does not depend on

the rating level, except for low (below 1800) and high ratings (above 2350), which occur

infrequent in our data (in less than 14% of the data). This figure is slightly misleading as it

ignores that the players’ probability of a draw does not only depend on the player’s rating,

but also on the opponent’s rating (and the opponents’ ratings are positively correlated). We

therefore show Figure A2 in the Appendix, where we show the effect of the rating on the

probability of a draw, while controlling for the difference in rating between opponents. This

figure confirms the previous message and even shows that there is only an effect of rating

for players with a rating above 2350, which occur seldom in our data (less than 9 percent).

Hence, our estimates may be slight underestimates. Notice however, that the effect of mean

rating is very small, implying that even if the stronger player would play much weaker, the

underestimate is still negligible.

For policy, an important question is whether the marginal effect of PM is constant,

as implied by the linear specification.23 We investigate this in several ways. An analysis

using dummy indicators suggests a linear response. This is confirmed by an analysis using

polynomials, see Table B1 in Appendix B. These estimates imply that the marginal effect

is constant (i.e. the quadratic term is highly insignificant, whereas the linear term remains

statistically significant). Hence, we do not reject linearity.

In conclusion, we find robust evidence of the effect of PM for a range of specifications,

whereas placebo tests confirm that these results are unlikely by chance. Furthermore, we have

demonstrated that this effect captures a reduction in risk-taking and cannot be explained by

the alternative hypothesis that players make more draws because of weaker play. If anything,

23On theoretical grounds, one may expect a convex function, for example as PM has to surpass a certain
threshold, or a concave function, for example because a saturation level of PM kicks in.
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Figure 2: Sensitivity to distance between chess game and air quality monitoring station (error bars
indicate 95% confidence intervals).

our estimates are underestimates of the true effect.

4.2. Sensitivity analysis

4.2.1. Distance to the PM monitor

We perform several other analyses to examine the robustness of our results to measurement

error induced by the distance between the chess location and PM monitor. In particular, we

have examined how the results in Table (2) change when we depart from 5km as maximum

distance between chess location and PM monitor stations. The 5km maximum distance

implies an average distance of about 2.3km, see Figure 2. It shows that the PM point

estimate becomes smaller if we increase the maximally allowed distance, and therefore the

average distance. Conversely, the coefficient increases if we reduce the maximum distance,

but the confidence interval also increases because of the reduction in observations. Hence,

our preferred specification is a conservative estimate of the effect of PM on risk taking.
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Table 3: Regression results using ELO subsamples.

Draw

(1) (2) (3) (4) (5) (6)

PM10 0.0132 0.0266∗∗∗ 0.0100 0.0132 0.0255∗∗∗ 0.0101
(0.0115) (0.0081) (0.0096) (0.0115) (0.0081) (0.0097)

PM10 (visitors) 0.0006 -0.0149∗ 0.0042
(0.0095) (0.0082) (0.0114)

Mean rating (100 points) -0.0023 0.0049 0.0419∗∗∗ -0.0023 0.0046 0.0419∗∗∗

(0.0128) (0.0103) (0.0111) (0.0128) (0.0103) (0.0111)
Abs. diff. rating (100 points) -0.0414∗∗∗ -0.0460∗∗∗ -0.0698∗∗∗ -0.0415∗∗∗ -0.0460∗∗∗ -0.0697∗∗∗

(0.0067) (0.0058) (0.0081) (0.0067) (0.0058) (0.0081)
Loc. & Club FE Yes Yes Yes Yes Yes Yes
Day FE Yes Yes Yes Yes Yes Yes
Weather dummies Yes Yes Yes Yes Yes Yes
ELO subsample <2000 2000-2200 >2200 <2000 2000-2200 >2200
Clusters 883 1009 760 883 1009 760
Observations 4,942 8,191 4,322 4,942 8,191 4,322
R2 0.1000 0.0680 0.1118 0.1000 0.0677 0.1117

Notes: PM10 rescaled to 10µg/m3. Location fixed effects are at the level of a monitoring station. Club fixed

effects contain separate controls for playing at home or as visitor. Robust standard errors are clustered at

the day×monitoring station. ∗∗∗, ∗∗, ∗ indicate significance at 1%, 5%, and 10%.

4.2.2. Heterogeneity

One relevant sensitivity analysis is to distinguish between the effects of different rating levels.

In Table 3, using our preferred specification, it is shown that the point estimates are positive

when we distinguish between three rating subgroups (see the first three specifications), but

we do not have enough power to distinguish between the PM effect of these subgroups.

These estimates also confirm that, except for the subgroup of strongest players, there is no

effect mean rating, and therefore of players’ strength, on the probability to make a draw.

Consequently, one may argue that the estimates based on samples excluding the strongest

players subgroup are more accurate if one is interested in the effect of PM on risk outcomes.

If one accepts this view, then the estimated effect in Table 2 is a slight underestimate of the

effective PM on risk-taking. We come to the same conclusion if we do not control for visitors

PM (see the last three specifications).
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Table 4: Regression results for game outcomes.

Draw Stronger wins Weaker wins Home wins Away wins

(1) (2) (3) (4) (5)

PM10 0.0183∗∗∗ -0.0118∗∗∗ -0.0062 -0.0172∗∗∗ -0.0011
(0.0050) (0.0044) (0.0040) (0.0056) (0.0061)

Mean rating (100 points) 0.0081∗∗∗ 0.0000 -0.0080∗∗∗ -0.0111∗∗∗ 0.0030
(0.0027) (0.0028) (0.0022) (0.0028) (0.0028)

Abs. diff. rating (100 points) -0.0507∗∗∗ 0.1265∗∗∗ -0.0732∗∗∗ 0.0407∗∗∗ 0.0100∗∗

(0.0033) (0.0036) (0.0026) (0.0044) (0.0041)
Loc. & Club FE Yes Yes Yes Yes Yes
Day FE Yes Yes Yes Yes Yes
Clusters 1137 1137 1137 1137 1137
Observations 19,763 19,763 19,763 19,763 19,763
R2 0.0378 0.0797 0.0551 0.0405 0.0327

Notes: ..∗∗∗, ∗∗, ∗ indicate significance at 1%, 5%, and 10%.

Another form of heterogeneity that may be interesting to examine, is whether the effect

of the PM varies between players, because PM exacerbates existing stress levels. We cannot

directly test this. However, it may be the case that stress levels are related to the difference

in ratings between players. Additional analysis indicates that the marginal effects of PM

does not depend on the Elo rating difference.24

4.2.3. Other dependent variables

In Table 4 we perform consistency checks by analysing the effect of PM on the probability

that the stronger player wins and on the probability that the weaker player wins using linear

probability models.25 Given the reasonable assumption that players maximize expected

outcome (and hence their rating) the stronger players win less due to PM (because the

stronger player reduces the outcome variance by taking less risk, which comes at the cost of

having fewer wins). Additionally, the weaker player cannot win more due to PM (because

24We have also estimated logit models using the same specification. The average marginal effects are
almost identical to those in the linear model. Because the difference in Elo ratings between players strongly
reduces the probability of a draw, the relative effect of PM becomes stronger when the absolute difference
in Elo ratings increases.

25We have also estimated a multinomial logit models with three outcomes (stronger player wins, draw,
weaker player wins). Results are almost identical to the results in Table 4.
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a draw exceeds the expected outcome for this player). This assumption also implies that

the stronger player’s effect on the probability of winning must be stronger than the weaker

player’s effect on the probability of winning in absolute value, i.e. increased number of draws

should mainly come at the cost of the strongest player’s wins (otherwise taking less risk as

the stronger player would be a dominant strategy i.e. less risk and more wins).26 Columns (2)

and (3) confirm these predictions and support our claim that PM induces less risk taking. It

may even suggest that people take less risk than is rational, in line with Duflo and Banerjee

(2011), or at least take less risk than what they would prefer without PM.

In columns (4) and (5) we test whether there is a difference of the PM effect for home and

visiting players. It appears that home players are affected more strongly by PM pollution.

This makes sense and suggests that PM exposure prior to the game (but on the same day)

has a detrimental effect in addition to the exposure during the game itself.

Finally, for games played in the highest league (about 10 percent of our sample), we know

the moves. This offers alternative ways of doing a sensitivity analysis, because if PM induces

players to make more draws, then it must be true that they either play less risky moves or

they are more likely to agree to a draw (which nullifies the risk of losing), which will result

in shorter games (i.e. games with less moves), given higher levels of PM. We find evidence of

both mechanisms.27 However, the results are not robust with respect to specification (e.g.

controlling for weather) and sample selection, which is not surprising given that we have

a small subsample. Most importantly, for all specifications, we either find no effect (due

to large standard errors), or we find statistically significant results that support that PM

reduces risk taking.

26Conversely, the weaker player should not win more often due to PM. It is however possible that there is
no effect on the number of wins of weaker player, as increased draws are favourable for the weaker player.

27We have classified risky play using several measures distinguishing between opening risk, where risk is
based on the opening’s share of draws, opposite castling, and white plays G4 in the opening. We also demon-
strate that these measures are valid measures of risk taking as they are strongly related to the probability
of making a draw. Results can be received upon request.
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5. Conclusion

Air pollution has been shown to affect cognitive ability and is hypothesized to decrease indi-

vidual’s risk taking. This hypothesis emerged from earlier literature that finds detrimental

effects of particulate matter on composite decision outcomes (e.g. stock market returns in

Heyes et al., 2016). Because it is unclear which mechanism drives these results, in this paper,

we focus specifically on risk taking using the game of chess as a natural experiment.

We estimate the effect of PM on the probability that chess players make a draw, which

directly reflects the variance of game outcomes, and is a clean indicator for risk taking. We

use information from the Dutch national team league, where games are played at the same

time in different locations. This setting comes close to the ideal experimental setup, as air

pollution levels vary over time and space.

Our results show that PM induces chess players to make more draws. We find that A

10µg increase in PM10 (33.6% of mean concentration) leads to a 5.8% increase in draws.

We do not find any effect of PM when measured at the location of the visiting club, or of

effects of PM on previous days, which implies that the PM effect is immediate. Our results

demonstrate that air pollution reduces risk taking.
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Appendix

A. Additional descriptives

0

3000

6000

9000

1600 1800 2000 2200 2400 2600

Elo rating

N
um

be
r 

of
 g

am
es

(a) Histogram of Elo rating.

0.0

0.1

0.2

0.3

0.4

1600 1800 2000 2200 2400 2600

Elo rating

M
ea

n 
dr

aw
(b) Draw as a function of rating.

Figure A1: Frequency of Elo rating and draw per rating.
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Figure A2: Effect of players strength (mean rating per game) on draw, conditional on difference in
rating.
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Figure A3: Histogram difference in rating and results stronger player.
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B. Additional results

Table B1: Regression results with higher order polynomial terms.

Draw

(1) (2) (3)

PM10 0.0183∗∗∗ 0.0243∗∗ 0.0173
(0.0050) (0.0115) (0.0252)

(PM10)2 -0.0006 0.0009
(0.0009) (0.0045)

(PM10)3 -0.0001
(0.0002)

Mean rating (100 points) 0.0081∗∗∗ 0.0081∗∗∗ 0.0081∗∗∗

(0.0027) (0.0027) (0.0027)
Abs. diff. rating (100 points) -0.0507∗∗∗ -0.0507∗∗∗ -0.0507∗∗∗

(0.0033) (0.0033) (0.0033)
Loc. & team FE Yes Yes Yes
Player FE
Elo dummies
Weather dummies Yes Yes Yes
Day FE Yes Yes Yes
Clusters 1137 1137 1137
Observations 19,763 19,763 19,763
R2 0.0378 0.0378 0.0378

Notes: PM10 variables are rescaled to 10µg/m3. Location fixed effects are at the level of a monitoring

station. Club fixed effects contain separate controls for playing at home or as visitor. Robust standard

errors in parentheses are clustered at the level of day×monitoring station. ∗∗∗, ∗∗, ∗ indicate significance at

1%, 5%, and 10%.

24


	Introduction
	Empirical method
	Identification

	Data
	Results
	Main results
	Sensitivity analysis
	Distance to the PM monitor
	Heterogeneity
	Other dependent variables


	Conclusion
	Additional descriptives
	Additional results

