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Abstract

We investigate whether economic functional regions cap-

ture spatial clustering of core economic indicators better

than administrative regions. For this purpose, we use hierar-

chical linear models to measure the degree of homogeniza-

tion of different regional delineations. Our results for

Germany show that economic functional regions tend to

capture spatial clustering better than administrative ones.

However, a considerable amount of clustering at a lower

aggregation level cannot be accounted for by economic

functional regions, especially around metropolitan centres.

Furthermore, economic functional regions, which depict

commuting interrelations well, are less able to capture spa-

tial homogenization than other economic functional

delineations.
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1 | INTRODUCTION

Functional regions are essential for analysing labour market and economic policy (Van der Laan & Schalke, 2001).

These regions are defined as areas with strong commuting and economic activity within and few connections to out-

side regions (Hensen & Cörvers, 2003). In contrast, administrative units are typically designed for administrative pur-

poses and have historical roots. They therefore neglect spatial interrelations due to commuting and economic

patterns. This can lead to distorted statistics when indicators are reported either at the place of residence, such as

unemployment, or at the place of work, such as income or gross domestic product (GDP). In Germany, this applies

particularly in the case of city‐states such as Berlin or Hamburg, which are characterized by high inward commuting

flows (Wixforth & Soyka, 2005). Moreover, multivariate analyses based on such interrelated regional data violate an

important assumption that underlies any regression analysis, namely, the assumption that all units of the analysis are

independent (Anselin, 2003; Arbia, 2001).

In this regard, functional regions—according to the narrow definition by Van der Laan and Schalke (2001)—are

assumed to capture in particular the spatial clustering of economic indicators resulting from commuting interrela-

tions. As a result, such economic functional regions can be assumed to be more homogeneous in terms of their

economic indicators than administrative regions, because they take into account economic interactions which lead

to harmonization processes (see Cörvers, Hensen, & Bongaerts, 2009) for a formalization of the association

between harmonization and economic interactions). Although this would be an important issue for regional labour

market research and economic policies, it is an assumption that has seldom been tested to date. The study by

Cörvers et al. (2009) for the Netherlands is a first attempt to investigate whether functional regions are character-

ized by more homogeneity within their boundaries and more heterogeneity between regions. They consider

regional disparities in income, employment, unemployment and housing prices and find that functional delineations

do not outperform administrative ones.

In Germany, there are different economic functional delineations for regional policy and research purposes (cf.

section 3). The explanatory power of these regions has not yet been evaluated systematically in the research con-

ducted so far. However, first descriptive statistical results indicate that such regions seem to be more homogeneous

in terms of GDP per capita or unemployment rates than administrative regions (Kropp & Schwengler, 2016). More

precisely, Kropp and Schwengler (2016) show that the standard deviations of these indicators are smaller between

the districts within economic functional regions than across all districts.

This paper aims to explore whether economic functional regions are more homogeneous than administrative

regions and how well different regionalizations capture the spatial clustering of economic indicators. We draw on

intraclass correlation coefficients (ICC) to measure the degree of homogenization or spatial clustering within regions

resulting from different delimitations. This is a new methodological approach to our research problem. Measures of

ICC are based on hierarchical linear models, which make it possible to evaluate the within‐cluster and between‐

cluster variance even when there is a large number of clusters, as is the case in many functional and administrative

regions. Additionally, in contrast to spatial statistical models, these kinds of models can easily be extended to take

clustering at multiple regional levels into account. We draw on core economic and labour market indicators at the

level of associations of local authorities (LAU 1 – local administrative units in the EU statistics) and compare: (1)

two‐level models with different regionalizations at a higher level of aggregation; and (2) three‐level models that addi-

tionally take into account spatial clustering at a lower aggregation level. Furthermore, multivariate analyses allow the

use of control variables, which are very important when comparing functional and administrative regions and which

in turn vary considerably, for instance in terms of size.

The paper starts by theorizing spatial clustering resulting from spatial interrelations and by discussing the problem

of regionalization. Next, we provide an overview of administrative and economic functional regions in Germany. In

the subsequent section, we present our data and the statistical methods deployed before reporting the results of

our modelling steps. The paper concludes with a discussion of our findings.
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2 | SPATIAL INTERDEPENDENCIES AND SPATIAL CLUSTERING

Spatial clustering of socio‐economic phenomena, such as unemployment, is the result of spatial interrelations

between observational units in space, such as points, regions or nations. In other words, one particular observation

somewhere on the landscape is dependent on or influenced by one or several other observations on the landscape

(Combes, Mayer, & Thisse, 2008; Fujita & Mori, 2005; Krugman, 1991). From this perspective, regional labour market

conditions may be mitigated or reinforced by surrounding areas. Such spillover effects (Anselin, 2003) mainly arise

due to social interactions (Akerlof, 1997), with the exchange of resources (labour or goods) being the most relevant

kind of interaction in this context.

Previous research on mobility at the level of German administrative districts has indeed shown both mitigation

and reinforcement processes. On the one hand, labour mobility reduces regional disparities in unemployment

(Niebuhr, Granato, Haas, & Hamann, 2012). Similar results have been found for the United Kingdom (Patacchini &

Zenou, 2007). On the other hand, there is also strong evidence that selective migration of labour leads to a diver-

gence of regional outcomes: while the migration of low and medium‐skilled labour levels out regional disparities in

unemployment rates, the migration of highly skilled labour does the opposite (Granato, Haas, Hamann, & Niebuhr,

2015). There are some other studies (Berry & Glaeser, 2005; Kanbur & Rapoport, 2005; Südekum, 2004, 2005;

Windzio, 2004) which also confirm that—in contrast to the predictions of neoclassical theory—selective migration

may increase regional disparities in wages and unemployment. Although the mentioned literature addresses migra-

tion, the same outcomes can be expected with regard to commuting (see Elhorst, 2003 for a discussion on both

migration and commuting). From a micro‐level perspective, all kinds of spatial mobility are guided by both individual

conditions (e.g., skill level, socio‐economic resources) and structural conditions (e.g., accessibility, unemployment,

employment structure; Cushing & Poot, 2004; Korpi & Clark, 2019). They produce their spatial imprints in terms

of both the strength of interrelations between areal units and, as a result, the spatial clustering or dispersion of

socio‐economic conditions.

When bearing such spatial interrelations in mind, regions should not be regarded as isolated areal units, but

rather as components of a broader socio‐economic system. This is what Logan (2012, p. 509) has in mind when

he writes: “Routinely, social scientists deal with unmarked boundaries.” From a methodological point of view, spa-

tial dependencies are reflected in (positive or negative) spatial autocorrelation, which, if neglected, poses statistical

problems for any regression analysis (Anselin, 1995). More importantly, spatial dependencies are also of substantial

interest for explaining the emergence of regional disparities (Conley & Topa, 2002; Halleck Vega & Elhorst, 2016;

Rios, 2017).

Functional regions based on commuting flows are suitable for capturing spatial interrelations between spatial

units. Unlike administrative regions, whose boundaries have political and historical roots (rather than socio‐

economic ones), functional regions permit the detection of spatial clustering. Using Moran's I statistic (Anselin,

1995), Wicht (2017) demonstrates that the spatial clustering of youth unemployment in Germany can best be

depicted by taking into account the commuting flows of apprentices between areal units. In contrast to simple

proximity or Euclidean distances, commuting flows reflect that training places are concentrated in centres which

draw young people from the surrounding areas. As there are arguments for both homogenization and differentia-

tion, this leads to our first research question:
Research question 1. Do economic functional regions reveal intra‐regional homogeneity better than

administrative regions?
Furthermore, we can distinguish different delineations by means of certain quality measures. The degree of self‐

containment in terms of strong commuting interrelations within functional regions and weak commuting interrela-

tions between them is such an indicator and is well established in regional science (Coombes, Green, & Openshaw,

1986; Cörvers et al., 2009; Smart, 1974; Van der Laan & Schalke, 2001). However, self‐containment on its own is

not an appropriate quality measure for functional delineations, as its value increases with the number of unified
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regions, with a maximum value of one if all regions are merged. Therefore, Kropp and Schwengler (2011, 2016) sug-

gest using the modularity (Q) as a criterion for identifying the best delineation.

The modularity measure was developed to assess clustering in networks (Newman & Girvan, 2004) and com-

pares the weight of links within a cluster with the weight of links that would be expected if a network (i.e., the

commuting network between districts or municipalities) were random. Therefore, clustering exists if the number

of links in a cluster is greater than the number of links in the null model. This approach yields a network with

the same number of nodes in which each node maintains its network degree (i.e., the value of in‐going and out-

going links), but the links are otherwise randomly distributed. In this way, the random network preserves impor-

tant structural characteristics of the actual network but serves as a null model. The Newman‐Girvan approach

can be summarized with the following formula: Q ¼ ∑i eii − a2i
� �

, with ai = ∑jeij and eij representing the flow

between i and j as a share of all units. A symmetrical interaction matrix of clusters with cells that contain the share

of all units rather than the number of units themselves is the starting point for the calculations. Therefore, the

entire matrix sums to the value of one. The area outside the diagonal contains the proportion of units that are

not contained within clusters (therefore, commuters between labour market regions). The trace of the matrix

(the sum of the diagonal cells) reflects the percentage of non‐commuters. One important characteristic of the

matrix is that the expected cell value can be computed by multiplying the row sum (proportion of non‐commuters

and out‐commuters) by the column sum (proportion of non‐commuters and in‐commuters). In the symmetric

matrix, this product is equivalent to the term a2i . The expression eii − a2i compares the empirical distribution with

the null model. Clustering exists if the observed number of links in a sub‐graph (the cluster or labour market

region) is greater than the number of links in the null model. The values typically fall between 0.3 and 0.7 in

the wide array of areas in which network measures are applied. For commuting data, in which high levels of clus-

tering in agglomerations occur, comparatively higher values can be expected.

Functional regionalizations based on maximizing modularity perform quite well with regard to several indicators of

regional coherence, such as the share of commuting, the commuting ratio and the degree of self‐containment of

functional regions (Kropp & Schwengler, 2016). With this in mind, these considerations suggest our second research

question:
Research question 2. Does modularity positively correlate with the degree of homogenization of economic

indicators within economic functional regions?
Bearing in mind the modifiable areal unit problem (MAUP) (Openshaw, 1984; Wong, 2009), which generally states

that the results of regional data analyses are highly sensitive to the choice of areal units used, delineations of areal

units in general and those of functional regions in particular should be evaluated with regard to two criteria: spatial

scale and spatial zoning. While the scale problem refers to the size or scope of the defined areal units, the zoning

problem points to the particular configuration of boundaries selected on any given scale. Both dimensions are impor-

tant (Fotheringham &Wong, 1991; Griffith, Wong, & Whitfield, 2003; Openshaw & Taylor, 1979) and should be con-

sidered when comparing administrative and functional regions. This is a research gap; we do not know whether

functional regions tackle the issues raised by the MAUP better than administrative regions, or in more general terms,

what regional delineations deal best with the MAUP.

For the Netherlands, Cörvers et al. (2009) aim to investigate the issue of spatial zoning in their analyses of the

coherence of functional and administrative regions concerning several economic and labour market indicators.

They use commuting data at the level of municipalities and apply a delimitation procedure in which the number

of functional regions equals the number of administrative regions. The analyses that they present relate to NUTS

1 regions (i.e., four major regions in the Netherlands). Finally, they use ordinary least squares (OLS) regression

analyses to compare the explanatory power of these functional regions with those of their administrative counter-

parts. They do not find substantial differences in income levels between administrative and functional regions, but

housing prices do differ in their study for all pairs of regions. In addition, their results show statistically significant

differences for employment and unemployment rates for half of the regions analysed. However, there are two
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problems with their approach: (i) they do not deal with spatial scale as a substantial problem, thereby neglecting a

significant issue for regional analyses; (ii) they define functional regions by using an arbitrary threshold for the

number of delineated regions, which is not suitable for capturing the entire interrelatedness of the data. This could

explain why they do not find major advantages in the explanatory power of functional regions compared to

administrative ones.

If both spatial scale and spatial zoning are considered, areal units cannot be merged into an arbitrarily determined

number of (roughly the same sized) regions; delineations of functional regions can differ considerably in terms of size

and they can be oversized or undersized to reveal intra‐regional homogeneity. At least in Germany, there are delin-

eations of both large and small functional regions. However, it is reasonable to question whether large and small

functional regions encompass homogeneous areas equally well. Following Tobler (1970, p. 236), spatial interrelations

are much more likely in the case of areal units which are spatially close to each other: “[…] I invoke the first law of

geography: everything is related to everything else, but near things are more related than distant things.” This means

that social interrelations in terms of labour exchange, for instance, which explain the emergence of spatial clustering

of observations, are more likely to occur between those areal units that are close to each other. Results of previous

research indicate that lower level aggregations are indeed more homogeneous than higher level aggregations (Cliff &

Ord, 1981; Griffith et al., 2003;, Lee, Lee, Chun, & Griffith, 2018). However, we will address this question here again

for the German case and using a new methodological approach:
1In our an

2We use

groups wi
Research question 3. Are economic functional regions at a lower aggregation level more

homogeneous than economic functional regions at a higher aggregation level?
3 | OVERVIEW OF ADMINISTRATIVE AND FUNCTIONAL REGIONS IN
GERMANY

In Germany, different regional delineations are in use for different purposes. Administrative delineations are the 16

federal states (“Bundesländer”, NUTS 1), which comprise 38 NUTS 2 regions (formerly administrative regions or

“Regierungsbezirke”), 401 administrative districts1 (“Kreise” and “kreisfreie Städte”, NUTS 3) and approximately

11,000 municipalities (“Gemeinden”, LAU 2). These units are the basis for a wealth of official statistics. Furthermore,

there are 156 employment agency districts (EAD) of the Federal Employment Agency (“Bundesagentur für Arbeit”,

BA)2 that serve as diagnostic units for labour market policy, for example, for reporting unemployment rates.

At the same time, there are several economic functional delineations that are used for different purposes, for

instance for regional policy or regional science. Spatial planning uses the 96 spatial planning regions (SPR) defined

by the Federal Institute for Research on Building, Urban Affairs and Spatial Development (BBSR) within the Fed-

eral Office for Building and Regional Planning (BBR) for their reports. In addition, economic and regional policy has

defined 258 labour market regions for identifying regions that are weak or less well developed in structural and

economic terms and are eligible for regional aid, for example, from the European Regional Development Fund

(ERDF) of the European Union (GWR delineation). Applied science commonly uses 141 regional labour markets

(RLM) defined by Kosfeld and Werner (2012). All of these delineations employed in practice are subject to certain

constraints and guidelines. Besides these established functional delineations, Kropp and Schwengler (2016) pro-

pose a new delineation of only 50 labour market regions (LMR) that are very heterogeneous in size. A more dif-

ferentiated delineation comprising 105 local labour market regions (LLM) is additionally available. Figure 1 shows

four German administrative delineations. The first map in Figure 1 aggregates the 16 federal states of Germany

into four large regions, following Frick and Göbel (2008) and shows the hierarchical structure of the different
alyses we use data from the year 2014, where the number of districts is 402.

154 regions, as most of the data available for Berlin are for the city of Berlin as a whole and not for the three employment agency district sub-

thin the city.



FIGURE 1 Administrative regions in Germany
Source: © GeoBasis‐DE/BKG, 2014.
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German administrative regions. Figure 2 presents the different functional regions that are units of analysis

throughout this paper.
4 | DATA AND METHODS
4.1 | Data

When examining regional disparities in labour market outcomes, researchers commonly base their analyses on four

main indicators, considering both short and long‐term trends: unemployment and employment rates, income levels

and housing prices (Cörvers et al., 2009; OECD, 2016). In our analyses for Germany, we follow this approach but



FIGURE 2 Functional regions in Germany
Source: © GeoBasis‐DE/BKG, 2014.
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focus exclusively on short‐term indicators. We are unable to present results based on housing prices, as no open‐

source data are available at the level of municipalities and associations of local authorities. All the data we use are

from the year 2014.

The data on unemployment and employment rates are provided by the Federal Institute for Research on Building,

Urban Affairs and Spatial Development (BBSR, 2017), which releases a comprehensive regional time‐series dataset

annually based on several data sources. Unemployment is calculated as the number of unemployed persons per

1,000 inhabitants of working age, namely, the population aged 15–65. The employment rate indicates the proportion

of the resident population aged 15 to under 65 who are in employment subject to social security contributions at

their place of residence. Since the employment rate does not include people in marginal part‐time employment, civil

servants, self‐employed persons, family workers or unemployable persons, the unemployment rate and the employ-

ment rate are not the inverse of each other. For this reason, their correlation is −0.66 instead of −1.
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To determine the regional income level, we rely on data obtained from the employment statistics of the German

Federal Employment Agency (IAB, 2016). At the end of each year, all employers in Germany have to report the wages

paid to each employee.3 The mean wage per region is calculated by dividing the gross wage per year by the number

of persons employed in the same year for each region.

In order to investigate the advantages of using economic functional regions rather than administrative regions, we

use data at the regional level of 4,453 associations of local authorities, which are clustered within different regional

delineations. We use these more homogeneous regions as basic units (or level 1 units) instead of the approximately

11,000 municipalities because German municipalities vary considerably in size.
4.2 | Methods

We conduct our analyses with the aid of hierarchical linear models (HLM) (Goldstein, 2011; Rabe‐Hesketh &

Skrondal, 2012). Like spatial statistical models (Brunsdon & Comber, 2015), HLM are generally appropriate for

analysing spatially clustered data, as they make it possible: (i) to correct the standard errors of regression parameters

by considering statistical dependencies between observations within regional units at a higher aggregation level; and

(ii) to evaluate the within‐cluster and between‐cluster variance. Furthermore, HLM can easily be extended to take

more than two levels into account.

We draw on core economic and labour market indicators (unemployment, employment and income per capita) at

the basic‐unit level and compare: (i) two‐level models with different regionalizations at a higher aggregation level; and

(ii) three‐level models, which additionally consider spatial clustering at a lower aggregation level. In the first step, we

estimate two‐level random‐intercept models with level‐1 units (associations of local authorities) nested within differ-

ent administrative and functional regions. In these models, the mean values of regional units at a higher aggregation

level are allowed to differ from one another. The variance estimates of the models can help to reveal the degree to

which the different regions pool level 1 units and form homogeneous areal units. For this purpose, we calculate the

intraclass correlation coefficient (ICC) based on the variance estimates. The ICC measures the degree of resemblance

between level 1 units belonging to the same areal unit at a higher aggregation level. The coefficient is defined as the

ratio of the variance between the areal units at a higher aggregation level and the total variance. It expresses the

maximum variance which is attributable to the regions at a higher aggregation level and which can be explained by

regional characteristics. In other words, the ICC is a suitable indicator of the quality of the delineation of areal units,

with high ICC values indicating substantial regional clustering of the values of level 1 units and a high quality of the

regional delineation.

In addition, to allow for more local labour market processes, in a second step we calculate three‐level models

with level 1 units nested within administrative districts (NUTS 3), which are in turn clustered within

different administrative and functional regions. We choose administrative districts as the second level because

their boundaries correspond with the boundaries of all other regional delineations. Then we compare the

models based on ICCs again. This approach enables us to determine: (i) the importance of spillover effects at a

lower aggregation level (i.e., between basic units within districts); and (ii) additionally the importance of adminis-

trative or functional regions at a higher aggregation level, which may capture remaining spatial interrelations

between districts.

In all analyses we use a set of control variables to ensure the comparability of different areal units in terms of the

extent to which they can capture spatial clustering. That is essential as administrative and functional regions differ

considerably in size (Cörvers et al., 2009). To control for the different sizes, we proceed as follows: first, we take

the number of basic units within each regional cluster into account. This number can easily be derived from the
3The reported wages are limited to the upper earnings limit for social security contributions. In 2014, this limit was 71,400 euro for employees in western

Germany and 60,000 euro for employees in eastern Germany. No contributions have to be paid from wages above this limit.
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clustered data. Second, we consider the working‐age population, that is, the population aged 15–65 (Statistische

Ämter des Bundes und der Länder, 2018). We introduce these indicators at the highest level of aggregation (e.g.,

labour market regions). Furthermore, we control for four large German areas: East, South‐West, Central‐West, and

North‐West (Frick & Göbel, 2008), which are shown in the first map of Figure 1. Neglecting this would lead to an

overestimation of the ICCs for all regional delineations, as the four broad areas already capture a large degree of

homogenization.
5 | RESULTS
5.1 | Explorative results

In a first step, we explore the “functionality” of the different delineations in terms of their ability to capture commut-

ing as the main indicator of economic interaction. For this purpose we compare modularity, the percentage of com-

muters between delineated regions, and the self‐containment ratio in Table 1. The pros and cons of these measures

were discussed in the paragraphs leading to the second research question above.

Comparing the values of the modularity measure, the delineation comprising 50 labour market regions (LMR) per-

forms best. In addition, the 105 local labour markets (LLM) and the 38 NUTS 2 regions exhibit high modularity values,

too. These three delineations yield low commuting ratios as well as high mean values of self‐containment. The same

holds for the 16 federal states, but with a lower modularity value. Low minimum values for self‐containment indicate

that a delineation is not functional with regard to capturing commuting interactions. In this respect, GRW and RLM

contain at least some regions that have strong commuting relationships with neighbouring regions. In general, eco-

nomic functional regions in Germany do not always capture economic interaction between regions (as represented

in commuting flows) better than administrative regions. This should be taken into consideration when answering

our research questions.

In a second step, we explore the overall degree of internal homogeneity of the economic indicators within differ-

ent functional and administrative regions by using the Global Moran's I statistic (Anselin, 1995; Moran, 1948) as a

measure of spatial autocorrelation, that is, the correlation between the values of basic unitsi and their spatially related

regionsij. We define the spatial interrelations of the basic units on the basis of whether they share the same func-

tional or administrative region. The results in Table 2 show the same pattern of the spatial autocorrelation measures
TABLE 1 Comparison of the quality of various delineations

Delineation

Regions Modularity Commuters (employment‐)self‐containment ratiosa

No. Q % Mean SD Min. Max.

NU1 (NUTS 1, federal states) 16 0.789 9.5 86.6 6.6 71.8 95.7

NU2 (NUTS 2, former “Regierungsbezirke”) 38 0.819 14.7 84.7 5.9 65.2 93.7

NU3 (NUTS 3, districts) 402 0.613 38.1 58.9 13.6 20.5 86.7

EAD (employment agency districts) 156 0.718 27.3 71.5 10.8 45.6 91.6

SPR (spatial planning regions) 96 0.787 19.6 78.5 8.6 50.3 91.6

GRW (labour market regions of GRW) 258 0.733 25.5 69.3 10.3 32.7 91.2

RLM (regional labour markets) 141 0.785 19.9 75.9 9.4 42.0 91.3

LMR (labour market regions) 50 0.846 10.5 85.7 5.0 71.8 94.6

LLM (local labour market regions) 105 0.812 16.4 79.5 7.0 58.9 92.8

Notes: Mean = arithmetic mean; SD = standard deviation.a

Sources: Bundesagentur fuer Arbeit (Federal Employment Agency); authors own calculations.



TABLE 2 Global spatial autocorrelation of indicators based on different delineations

Delineation

No. of Missing
Unemployment
rates

Employment
rates Income per capita

Regions regionsa Morans I SD Morans I SD Morans I SD

NU1 (NUTS 1, federal states) 16 2 0.566 0.001 0.303 0.001 0.247 0.001

NU2 (NUTS 2, former „Regierungsbezirke“) 38 2 0.581 0.002 0.331 0.002 0.285 0.002

NU3 (NUTS 3, districts) 402 107 0.685 0.006 0.545 0.006 0.363 0.006

EAD (employment agency districts) 154 12 0.644 0.004 0.468 0.004 0.342 0.004

SPR (spatial planning regions) 96 3 0.636 0.003 0.441 0.003 0.319 0.003

GRW (labour market regions of GRW) 258 10 0.675 0.005 0.520 0.005 0.332 0.005

RLM (regional labour markets) 141 0 0.665 0.004 0.478 0.004 0.307 0.004

LMR (labour market regions) 50 0 0.604 0.002 0.384 0.002 0.276 0.002

LLM (local labour market regions) 105 0 0.633 0.003 0.433 0.003 0.295 0.003

Note: aSome regions have to be excludes because of missing spatial neighbors within the respective delineation.
Sources: Bundesagentur fuer Arbeit (Federal Employment Agency); authors own calculations.
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for the three indicators: spatial autocorrelation tends to be higher for functional regions than for administrative

regions. However, spatial autocorrelation also tends to increase with the number of areal units, i.e. broader regions

seem to be less able to capture homogeneous basic units, which is in line with previous research on MAUP effects

(Cliff & Ord, 1981; Griffith et al., 2003). These results might reflect the scale or zoning effects of the MAUP (Lee

et al., 2018). Although several studies have investigated the relationship between spatial autocorrelation and the

MAUP, there is still uncertainty concerning the precise effects of the MAUP (Amrhein & Reynolds, 1996;

Fotheringham, Densham, & Curtis, 1995; Fotheringham & Wong, 1991; Lee et al., 2018).

Table 3 presents the variation in the mean standard deviation of the economic indicators for the different region-

alizations. For example, the mean standard deviation of the unemployment rates (measured at the level of 4,455 basic

units) within administrative districts (NUTS 3) was 1.14 on average—the lowest value compared with all other delin-

eations. However, there was at least one NUTS 3 region (district) with a very strong variation in unemployment rates,

namely 3.88.4

The results show that the main reason for the positive relationship between spatial autocorrelation and the

number of areal units, as reported in Table 2, is that the variance of the economic indicators within delineated

regions decreases by the number of the total areal units (Fotheringham & Wong, 1991; Lee et al., 2018). Further-

more, regional delineations that capture commuting well, most notably LMR, LLM and NUTS 2—as measured by

the indicators presented in Table 1—, do not cover areal units with very high variations (columns ‘max.’ in

Table 3). In other words, within these regional units, strong commuting interrelations seem to be associated with

a high level of homogenization. On average, however, NUTS 3 and the 258 GRW regions seem to combine more

homogeneous basic units (columns ‘mean’ in Table 3). We find clear correlations between the number of delin-

eated regions and the mean standard deviations of our indicators: −0.71 (p‐value: 0.03) for unemployment,

−0.83 (0.01) for employment rates, and − 0.73 (0.03) for income. Therefore, a sound analysis of homogeneity

within aggregated regions should consider this interdependence.

In order to take a closer look at the spatial distribution of homogeneous areas throughout Germany, we addition-

ally calculate Local Moran's I statistic, which measures the correlation between each single basic uniti and its spatial
4With respect to the NUTS 3 delineation, it is important to consider that city districts often form one single association of local authorities. In this case no

variation within that region can be computed, resulting in 107 regions (districts) without standard deviation values (last column). This problem is far less

prominent with other delineations.
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neighboursij, that is, the spatial lag of each single basic uniti (Anselin, 1995). The calculations are based on inverse

Euclidian distances to take into account the fact that regions close to each other are more strongly related than

regions that are further apart; we only consider neighbouring regions which are up to 100 km apart. As an example

we map the results for unemployment in Figure 3. The map reveals a high degree of positive spatial autocorrelation,

especially in the eastern (high‐high cluster) and in the southern part of Germany (low‐low cluster). However, there

also is a high degree of spatial clustering in Central‐West. Overall, the results underpin our approach to take the

structural differences between the four large German areas into account (see section on ‘Methods’). Furthermore,

the results demonstrate a substantial degree of negative spatial autocorrelation as well. This phenomenon is charac-

teristic of the areas around the major cities in the East, Central‐West and North‐West regions of Germany (low‐high

cluster) or within large cities especially in the southern part of Germany (high‐low cluster), where high unemployment

in a city is accompanied by low values in the surrounding areas.
FIGURE 3 Local spatial autocorrelation of unemployment
Source: BBSR, 2017, © GeoBasis‐DE/BKG, 2014, authors' own calculations.
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The two maps in Figure 4 illustrate how a delineation can capture homogeneity with regard to unemployment

rates. Figure 4 shows these differences by comparing an administrative delineation (EAD) on the left‐hand side

with a functional delineation (RLM) on the right‐hand side. We compare EAD and RLM because these two delin-

eations comprise an almost equal number of regional units. This comparison enables us to focus on the zoning

problem while keeping the scaling problem apart (see Section 3). At first glance, the two aggregations look quite

similar. The main difference is that densely populated regions—for example, Hamburg, Berlin, Frankfurt (am Main)

or Munich—are less aggregated in the EAD delineation. In both maps, light grey areas represent low unemploy-

ment rates, and dark grey areas represent high rates. The more similar the shades of grey within one region

are, the more coherent the region is. In other words, the combination of basic units with similar shades of grey

reflects a homogeneous regionalization.

When investigating the shades of grey in the maps it becomes clear that some regions include basic units with low

unemployment rates as well as units with high rates. This is especially true of the eastern part of Germany and the

Rhine‐Ruhr area in the west. For both the administrative delineation EAD and the functional delineation RLM, the

highest variation in unemployment rates measured by SD within a region is in the northeast. In both delineations,

Berlin's commuter belt, with its low unemployment rate, is combined with less advantaged regions further away,

or—in the case of RLM—with Berlin itself.

The phenomenon of the city commuter belt (high unemployment in a city, low values in the surrounding areas) is

characteristic of all functional regions. Delineations that keep the two region types apart—like most administrative

delineations and especially NUTS 3—will therefore avoid this source of within‐heterogeneity, but this will lead to sub-

stantial commuting relations being neglected. These descriptive findings provide first insights into spatial clustering

captured by different regionalizations and the importance of the MAUP. The results reveal that spatial clustering does
FIGURE 4 Unemployment rates at the basic unit level and selected delineations
Source: BBSR, 2017, © GeoBasis‐DE/BKG, 2014.



IGURE 5 Spatial clustering of economic indicators, two‐level linear mixed models
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F

not always correspond to strong commuting. Delineations that capture commuting well, or functional delineations in

general, therefore do not necessarily combine more homogeneous regions. However, for in‐depth analyses of how

different regionalizations perform, we compare within and between cluster variations systematically, and take into

account characteristics of regional clusters as important controls.
5.2 | Multivariate analyses

We start our analyses with two‐level random intercept models for the three economic indicators (unemployment,

employment and income per capita), with administrative and functional regions comprising level 2. All the models take

into account the size of the cluster to compare the different regionalizations. Also, the models consider general

regional trends in labour market conditions in Germany in the four large areas East, South‐West, Central West,

and North‐West (see previous section on data and methods). Due to the similarity between the four area indicators

and the NUTS 1 delineation, we excluded NUTS 1 from the following analyses.5 Figure 5 shows the ICCs for the dif-

ferent delineations. The ICCs reveal the degree of coherence of basic units within the different regions. Tables A1 in

the Appendix present the detailed results of the models.

Regarding the three economic indicators, all the delineations show the same pattern of explanatory power:

the estimates exhibit the largest regional variation for unemployment and the lowest for per capita income. The

extent of overall variation, however, differs markedly between the different regional delineations. Even if the

functional delineation RLM provides the best cluster solution and the administrative NUTS 2 delineation provides

the worst, functional delineations do not yield better results overall than administrative delineations. The results

are rather mixed for functional regions, and even the results for NUTS 3 regions and RLM do not differ

substantially.
5As a robustness check, we conducted the analyses separately for the four broad regions to ensure that the relative difference between the ICCs based on

different functional and administrative delineations is stable across the four German areas. The results do not differ from those we obtained based on all

four regions.
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At first glance, the similar results obtained using the RLM functional delineation and the NUTS 3 administrative

delineation seem surprising, but it might be explained by considering spatial scale and spatial zoning of the MAUP.

On the one hand, NUTS 3 regions at a lower aggregation level may capture local spatial processes that are based

on spatial proximity (spatial scale) well. On the other hand, the larger RLM regions may combine basic units that

are interrelated due to spatial zoning and therefore form homogeneous areal units.

To examine the spatial interrelations more closely, we conduct three‐level random intercept models with

different regional clusters at level 3 and the lower aggregation level, NUTS 3 regions, at level 2 (Figure 6, see

also tables A2a–c in the appendix). These models decompose the degree of homogeneity captured by the local

NUTS 3 level and the more aggregated level of other administrative or functional delineations. Compared to

Figure 5, the bars on the left‐hand side of Figure 6 show that the explainable variance at NUTS 3 regional level

decreases considerably when allowing for level 3 regional clustering (for unemployment, for instance, the ICC

decreases from 0.44 in Figure 5 to 0.3 and lower in Figure 6 (left‐hand side)). At the same time, the variance at

level 3 decreases for the different regional clusters (right‐hand side of Figure 6), e.g. for RLM by 17 percentage

points.

The distribution of the explainable variance at level 2 and level 3 differs considerably for the regionalizations

under study. Conspicuously, regions that capture commuting interrelations well (measured by modularity)—functional

regions: LLM and LMR and administrative region: NU2—show high level‐2 ICCs and low level‐3 ICCs at the same

time. In line with the findings presented in Figure 5, these regions comprise more heterogeneous basic units (nested

in districts). In contrast, more disaggregated functional delineations (GRW and RLM), which are sensitive to local dif-

ferences, can capture more level 3 variance at the expense of level 2 variance. The overall variation (proportion of

level 2 plus level 3 variation) is quite similar for all delineations.

To sum up, economic functional regions do not generally reveal intra‐regional homogeneity better than admin-

istrative regions (research question 1), although the functional delineations RLM and GRW perform best in captur-

ing spatial clustering. Moreover, when comparing the two strongly aggregated functional and administrative

regionalizations LMR and NUTS 2, the functional LMR delineation shows a much higher degree of

homogenization.
FIGURE 6 Spatial clustering of economic indicators, three‐level linear mixed models
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In answer to research question 2, delineations that capture commuting flows best (LMR and LLM) are rather het-

erogeneous regions. Moreover, in both the level 3 and level 2 models, modularity values correlate negatively with ICC

values, even if these correlations are not statistically significant.6

Furthermore, concerning research question 3, our analyses emphasize that local spatial processes seem to lead to

a homogenization of economic indicators, which especially areal units at a lower aggregation level, such as NUTS 3 or

GRW, are able to capture. However, when looking at the results of the three‐level model, despite local spatial clus-

tering, there is a large degree of spatial interrelation that cannot be captured by any administrative delineation. The

correlation between the number of delineated regions and the ICCs is statistically significant in the level 2 random

intercept models for the unemployment and employment levels, and the level 3 random intercept models for

employment.7
6 | CONCLUSION AND OUTLOOK

This paper aimed to evaluate whether economic functional regions are more homogeneous than administrative

regions and, therefore, better able to capture spatial clustering of economic characteristics at the level of munic-

ipalities resulting from spatial interrelations. This would indeed be a point in favour of functional regions because

it could enable political actors to apply a rather simple set of policies within functional regions. In order to shed

light on the coherence of functional regions, we draw on level 2 as well as on level 3 hierarchical linear models

(HLM) and compare intraclass correlation coefficients (ICC), which enable us to reveal the degree of homogeniza-

tion at different levels of aggregation. This is a new approach to evaluate different regionalizations. It helps us to

understand how the characteristics of different (functional) delineations are related to processes of

homogenization.

The argument as to why economic functional regions could be more homogeneous than administrative regions is

that they capture economic interactions (e.g., mobility patterns) which are seen to be responsible for homogenization

processes. However, our descriptive analyses reveal that German functional delineations do not always capture

mobility flows of the labour force better than administrative ones. Economic functional delineations are based on

commuting flows and often connect cities and their hinterland. As the cities and the hinterland are usually very het-

erogeneous concerning unemployment, employment and income levels, functional regions are consequently charac-

terized by a noticeable degree of heterogeneity.

With these findings in mind, the results of our analyses are not surprising. First, we find that economic func-

tional regions do not always reveal intra‐regional homogeneity better than administrative regions. This holds espe-

cially for functional regions that capture mobility patterns very well. They exhibit lower ICCs than administrative

regions such as administrative districts or employment agency districts. Consequently, regarding our second

research question we find that delineations with high modularity values do not form more homogeneous regional

units than other delineations. In fact the opposite is true, although this finding is not statistically significant.

Finally, concerning our third research question, it appears that more differentiated delineations are better at

forming homogeneous regions.

In general, our analyses reveal a complex relationship between (functional) delineations and the aim to delineate

homogeneous regions. For Germany, the spatial distribution of employment and income is not necessarily shaped by

commuting patterns. In some cases, strong commuting flows connect very heterogeneous regions, which include
6The Pearson correlation coefficient between modularity Q and ICC (Figure 2, Table A1) is −0.42 (p‐value: 0.30) for unemployment, −0.61 (0.11) for employ-

ment, and − 0.49 (0.21) for income. Correlations between modularity Q and ICC level 3 (Figure 3, Table A2): −0.63 (0.13) for unemployment, −0.61 (0.15) for

employment, and 0.02 (0.97) for income.

7The Pearson correlation coefficients between the number of regions and ICC (Figure 2, Table A1): 0.55 (p‐value: 0.16) for unemployment, 0.76 (0.03) for

employment, and − 0.65 (0.08) for income. The correlations between the number of regions and ICC level 3 (Figure 3, Table A2): 0.79 (0.04) for unemploy-

ment, 0.72 (0.07) for employment, and − 0.37 (0.41) for income.
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cities and their commuter belts. This is in line with some empirical findings that show how mobility processes can

even reinforce regional inequality (Granato et al., 2015; Kanbur & Rapoport, 2005; Südekum, 2004). Therefore,

methods that capture commuting patterns well are not suitable for delineating homogeneous regions, at least for

Germany. There are forces at work that contradict the neoclassical predictions on the levelling effects of mobility.

For instance, Windzio (2004) argues that high regional unemployment discourages mobility, resulting in an “unem-

ployment trap.”

Furthermore, even if spatial interaction, like commuting, may lead to homogenization, there might be other simul-

taneous processes at work as well, such as agglomeration, which lead to differentiation, for example, due to different

levels of land prices. Also, considering regional specialization and commuting or the migration of specialized workers,

for instance, homogenization may only concern specific indicators but neglect others. Further research on spatial

mobility decision‐making will be necessary, with regard to both individual conditions (e.g., skill levels, socio‐economic

resources) and structural conditions (e.g., accessibility, unemployment, employment structure). It is difficult to gener-

alize these findings. While we expect the mechanisms of homogenization (via commuting and mobility) and differen-

tiation (via economic specialization) to be universal, particularities of the spatial organization in other countries might

lead to a different balance of homogenization and differentiation processes. This is certainly an interesting challenge

for further research.

With regard to the MAUP, we are unable to answer the question as to whether economic functional regions

deal with it better than administrative regions, or to put it differently, what kind of regional delineations deal best

with the MAUP. However, our analyses reveal that both dimensions of the MAUP—spatial scale and spatial zoning

—should be taken into consideration. Concerning spatial zoning, we found strong evidence of the advantages of

functional regions over administrative regions: above all the 141 regional labour markets (RLM) used by Kosfeld

and Werner (2012). As regards spatial scale, we found relevant spatial clustering of economic indicators depicted

by the less aggregated NUTS 3 level (which in our case is the best delineation to take this kind of clustering into

account, because the boundaries of NUTS 3 regions correspond with all other regional clusters at a higher aggre-

gation level).

To conclude, our results for Germany suggest that economic functional delineations are not able to capture both

commuting interrelations and spatial clustering or homogeneity very well. This is an argument in favour of not relying

solely on measures related to self‐containment, such as modularity. Homogeneity‐related measures, or measures of

interaction density (Casado‐Díaz, Martínez‐Bernabéu, & Flórez‐Revuelta, 2017), may be appropriate indices for delin-

eating well differentiated functional areas, which are especially capable of capturing spatial clustering at a lower

aggregation level.
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Resumen. El artículo investiga si las regiones económicas funcionales capturan la agrupación espacial de los

indicadores económicos básicos mejor que las regiones administrativas. Para ello utiliza modelos lineales jerárquicos,

con el fin de medir el grado de homogeneización de las diferentes delimitaciones regionales. Los resultados para

Alemania muestran que las regiones económicas funcionales tienden a capturar mejor la agrupación espacial que

las administrativas. Sin embargo, las regiones económicas funcionales, especialmente aquellas alrededor de los

centros metropolitanos, no pueden explicar una cantidad considerable de agrupaciones a un nivel de agregación infe-

rior. Además, las regiones económicas funcionales, que representan bien las interrelaciones de desplazamiento al

trabajo, capturan peor la homogeneización espacial que otras delimitaciones económicas funcionales.

抄録: 本稿では、経済的機能区域が、行政区域よりもコア経済指標の空間的クラスタリングをよく捉えるかどうか
検討する。そこで、階層的線形モデルを使用し、異なる区域の均質化の程度を測定する。ドイツの結果は、経済

的機能区域は、行政区域よりもコア経済指標の空間的クラスタリングをよく捉えることを示す。しかし、低い集

積レベルでは多数のクラスタリングがあるが、経済的機能区域、特に大都市中心部の周辺には重要ではない。さ
らに、経済的機能区域は、通勤の相関性を描出するが、他の経済的機能区域よりも空間的均質化を捉える性能が
低い。
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