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Summary

This thesis comprises five self-contained chapters which can be read independently. The
first two chapters are empirical studies on social protection and household demographic
dynamics. The third chapter investigates exchange rate induced inflation in Ethiopia
and combines both theory and empirics. The last two chapters present empirical
evidence on aid effectiveness using two different empirical methods.

Chapter 1, ”Social Protection Programs and Household Demographic Dynamics:
Capturing Unintended Outcomes” (joint with John Hoddinott) studies how partici-
pation in social protection programs affects household size and composition. This is
partly motivated by the longstanding concern in the literature that participation in cash
transfer programs may give (unintended) incentives to beneficiary households to in-
crease their size, where the main worry relates to the potential impact of such programs
in increasing fertility/number of children. However, little is known about whether par-
ticipation in cash transfer programs with a focus on poverty reduction leads to changes
in household demographic dynamics, particularly through an increase in fertility. In
this chapter we investigate this issue using survey data from the Ethiopian productive
Safety Net Program, where households receive cash transfers conditional on participa-
tion in labor intensive public works. The chapter also looks into potential mechanisms
through which participation in the program can lead to a change in household size and
composition.

Chapter 2, ”Linking Cash Transfers with Labor Supply: Assessing Impact on House-
hold Structure” builds upon Chapter 1 and further examines how the level of financial
gain from program participation and the associated labor supply requirement affect
household structure. On the one hand, by relaxing beneficiary households’ financial
constraints, cash transfers from the public works can boost households’ capacity to
support more members. On the other hand, the labor supply requirement attached
to the program is likely to introduce a time/labor constraint on beneficiary/participant
households potentially inducing them to change their household structure. Arguably,
both the income effect and labor supply requirement aspects of the program can induce
changes in household structure, either through attraction of new members or retention
of existing ones. The aim of this chapter is thus to disentangle the income effect of
the program from the effect that comes through the labor supply conditionality and
investigate how these channels work in terms of changing household structure.

Chapter 3, ”A Closer Look at Exchange Rate Induced Inflation in Ethiopia” (Joint
with Kiflu G. Molla) empirically examines how macroeconomic shocks affect consumer
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prices and its disaggregated components in Ethiopia with a particular focus on shocks
to the nominal exchange rate. Maintaining export competitiveness in the face of in-
flationary environments is a major policy challenge for many sub Saharan African
countries including Ethiopia. In such instances, even if devaluation measures seem
unavoidable in the face of alarming inflation rates and deteriorating trade balance, it
is not obvious whether such measures add more to the inflationary pressure or lead to
improved competitiveness. This chapter investigates this issue for the Ethiopian econ-
omy using a Structural VAR approach where identification of the structural shocks is
achieved using a combination of short and long run restrictions. The derivation of the
long run identifying restrictions is guided by a simple open economy macro model,
which is modified to take into account shocks to the trade balance and external financial
flows that are important in the determination of domestic prices and exchange rates in
Ethiopia.

Chapter 4, ”Aid and Growth: What Meta Analysis Reveals” (Joint with Finn Tarp)
looks into the aid effectiveness evidence using a meta-analysis tool. In particular, this
paper aims to address two important questions: i) whether the accumulated evidence
on the impact of aid on growth is different from zero when one combines results from
existing empirical studies on aid and growth? ii) if the observed effect is genuine or
an artefact of publication bias? Using a sample of 68 aid-growth studies, our analysis
revisits previous work in the area that casts doubt on the role of aid in spurring economic
growth. We have employed a meta-analysis tool that takes into account the inherent
heterogeneity in effect estimates across studies. The underlying model choice does
matter for the conclusions drawn about aid effectiveness using meta-analysis.

Chapter 5, ”Aid and Growth: Another Time Series Perspective” (Joint with Matthijs
Lof and Finn Tarp) also revisits the aid effectiveness evidence using a Panel VAR
approach. This is partly motivated by previous work on the area, particularly, the
paper by Nowak-Lehmann, Dreher, Herzer, Klasen, and Martnez-Zarzoso (2012) where
we uncovered problems in data handling and model specification that leads to an aid
ineffectiveness conclusion. We revisit this evidence and in the process we have shown
how data handling and choice of an appropriate model matters for the inference one
makes regarding the effect of aid on growth.
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Resumé (på dansk) 

 

Denne afhandling består af fem selvstændige indeholdt kapitler, der kan læses uafhængigt af 

hinanden. De to første kapitler er empiriske studier om social velfærd og husholdningers 

demografiske dynamik. Det tredje kapitel undersøger valutakurs induceret inflation i Etiopien 

og kombinerer både teori og empiri. De to sidste kapitler præsentere empiriske resultater om 

bistandseffektivitet ved hjælp af to forskellige empiriske metoder. 

Kapitel 1, "Sociale Velfærdsprogrammer og Husholdsningers Demografiske Dynamik: 

Identifikation and Utilsigtede resultater" (fælles med John Hoddinott) undersøger hvordan 

deltagelse i programmer for social beskyttelse påvirker husstandens størrelse og 

sammensætning. Dette er delvist motiveret af den mangeårige bekymring i litteraturen, at 

deltagelse i transfer-programmer kan give (utilsigtede) incitamenter til husholdningerne til at 

øge deres størrelse, hvor den vigtigste bekymring vedrører de potentielle virkninger af 

sådanne programmer i stigende fertilitet/antal børn. Men lidt er kendt, om deltagelsen i 

transfer-programmer med fokus på fattigdomsbekæmpelse faktisk fører til ændringer i 

husholdningernes demografiske dynamik, navnlig gennem en stigning i fertiliteten. I dette 

kapitel undersøger vi dette problem ved hjælp af data fra det etiopiske Safety Net Program, 

hvor husholdningerne modtager kontante overførsler betinget af deltagelse i arbejdsintensive 

offentlige arbejder. Kapitlet studerr også de potentielle mekanismer, hvorigennem deltagelse i 

programmet kan føre til en ændring i husstandens størrelse og sammensætning. 

Kapitel 2, "Sammenkædning af Kontant Overførsler med Arbejdsudbuddet: Vurdering af 

påvirknignen på husholdningernes struktur" bygger på kapitel 1, og undersøger, hvordan 

niveauet for økonomisk gevinst fra program deltagelse og tilhørende krav om arbejdsudbud 

påvirker husholdningernes struktur. På den ene side gælder at ved at slække på 

modtagerlandenes husholdningernes finansielle begrænsninger kan kontante overførsler fra 

offentlige arbejder øge husholdningernes evne til at understøtte flere medlemmer. På den 

anden side gælder at krav til arbejdsudbud knyttet til programmet kan forventes at resultere i 

en tids arbejdskraft begræænsning på modtageren/deltagende husstande som potentielt kan 

inducere dem til at ændre deres husstand struktur. I realiteten kan både indkomst effekt og 

udbud af arbejdskraft krav aspekterne af programmet resultere i ændringer i 

husholdningernes struktur, enten gennem tiltrækning af nye medlemmer eller fastholdelse af 

eksisterende. Formålet med dette kapitel er således at udrede indkomsts effekten af 

programmet fra den virkning, der kommer gennem arbejdsudbuddet og undersøge, hvordan 

disse kanaler påvirker i form af nye samlivsformer. 

Kapitel 3, "En Undersøgelse af Valutakursinduceret Inflation i Etiopien" (med Kiflu G. Molla) er ne 

empirisk undersøgelse af hvordan makroøkonomiske chok påvirker forbrugerpriserne og dets 

disaggregerede komponenter i Etiopien med særlig fokus på stød til den nominelle 

valutakurs. Fastholdelse af eksport konkurrenceevnen i inflationære miljøer er en stor politisk 

udfordring for mange afrikanske lande, herunder Etiopien. I sådanne tilfælde gælder, at selv 

om devaluering synes uundgåelige i lyset af alarmerende inflationsrater og den forværrede 
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handelsbalance, er det ikke indlysende, om sådanne foranstaltninger fører til mere 

inflationspres eller en forbedret konkurrenceevne. Dette kapitel undersøger dette spørgsmål 

for den etiopiske økonomi ved hjælp af en Structural VAR tilgang, hvor identifikation af de 

strukturelle stød opnås ved hjælp af en kombination af kort og lang sigts restriktioner. I 

analysen af det lange løb identificeres begrænsninger der er styret af en simpel åben økonomi 

makro model, som er modificeret til at tage hensyn til chok i handelsbalancen og de eksterne 

finansielle strømme, der er vigtige i forbindelse med fastsættelsen af indenlandske priser og 

valutakurser i Etiopien. 

Kapitel 4, "Bistand og Vækst: Hvad Meta-analyse Viser " (med Finn Tarp) studerer 

bistandens effektivitet af et meta-analyse værktøj. Dette papir har især til formål se på to 

vigtige spørgsmål: i) om den akkumulerede dokumentation for bisyanden påvirkning på 

væksten er forskellig fra nul, når man kombinerer resultaterne fra eksisterende empiriske 

undersøgelser om bistand og vækst? ii) Om den observerede effekt er reel eller en 

publicerings-skævhed? Ved hjælp af en stikprøve på 68 studier, gennemanalyserer vores 

studie tidligere arbejde på dette område, der har sete tvivl om den rolle bistand spilelr for 

væksten. Vi anvender en meta-analyse, der tager hensyn til den iboende heterogenitet i effekt 

estimaterne på tværs af studier. Det underliggende model valg er bestemmende for 

konklusionerne om bistandseffektivitet ved hjælp af meta-analyse. 

Kapitel 5, "Bistand og Vækst: En Andet Tidsserieperspektiv " (med Matthijs Lof og Finn 

Tarp) genbesøger bistandseffektivitets literaturen ved hjælp af en panel VAR tilgang. Dette er 

delvist motiveret af tidligere arbejde på området, især et papir af Nowak-Lehmann, Dreher, 

Herzer, Klasen, og Martínez-Zarzoso (2012), hvor vi afdækker problemer i deres data 

håndtering og model specifikation, der fører til en konklusion om at bistanden er ineffektiv. 

Vi gennemgår dette og i processen påviser vi hvordan håndtering af data og valg af en 

passende model påvirker konklusionerne vedrørende bistandens effekt på væksten. 
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Household Demographic Dynamics:
Capturing Unintended Outcomes
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Social Protection Programs and Household
Demographic Dynamics:

Capturing Unintended Outcomes

John Hoddinott * Tseday J. Mekasha†

Abstract

In this paper we investigate the impact of participation in social protection programs on
household demographic dynamics. This is done based on data from the four rounds of the
Ethiopian Productive Safety Net Program (PSNP) where households receive cash transfers
conditional on supplying labor for public works. Identification is achieved using differences
in outcomes between participants and non-participants as well as variation in participation
status caused by late comers to the program (switchers). The results show that program
participation is positively associated with household size and this appears to be mainly
driven by a relative increase in the number of adolescent female household members. A
more disaggregated analysis, based on the migration status of household members, suggest
that the observed increase in the number of female members is due to the program’s impact in
deterring out-migration of household members. On the other hand, we do not find enough
evidence to support the claim that participation in cash transfer programs induce higher
fertility. The finding in this paper rather points to a negative and statistically significant
association between program participation and households’ fertility decision.

Keywords: Conditional Cash Transfers, Public Works, Household Size, Migration
JEL Classification: J10, J12, J13, J22, J23, I38, O15

*Cornell University, Charles H. Dyson School of Applied Economics and Management; jfh246@
cornell.edu;

†Copenhagen University, Department of Economics; tseday.mekasha@econ.ku.dk;
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1 Introduction

Understanding how social protection programs with targeted income transfers influ-
ence household size and composition is an important, yet largely overlooked subject
in the program design and impact evaluation literature. Through boosting house-
holds’ capacity to support more members, participation in cash transfer programs can
potentially induce changes in households’ decision regarding fertility, marriage and
migration; all of which have a role in shaping household size and composition. This
will, in turn, have important implications for intra-household resource sharing and
eventually for household welfare.1 In general, since an increase in household size,
ceteris paribus, is likely to erode the value of transfer payments it can possibly hamper
the effectiveness of poverty focused cash transfer programs.

Thus, the main objective of this study is to empirically examine the household de-
mographic impact of safety nets and poverty focused cash transfer programs in low
income countries. This is done using data from the Ethiopian Productive Safety Net
Program (PSNP), which is one of the largest social protection programs in Africa next to
South Africa. This program involves government cash transfers to poor and chronically
food insecure rural households contingent on participation in labor intensive public
work activities meant to build community assets. While the cash transfer under the
Ethiopian PSNP does not directly target household demographic outcomes like fertil-
ity, our objective here is to assess the unintended consequences in terms of changing
household size and composition. In order to better understand the potential impact of
the program on household demographics, we further investigate the major determi-
nants of household size and composition, namely fertility, marriage and/or migration of
members in and out of the household. Accordingly, this paper speaks to the literature
on the incentive effects of income gains on fertility, migration and marriage decisions
of households.2

One strand of the literature focuses on developed countries and assess the fertility
response of income gains following government welfare programs.3 In the context
of developing countries, similar concerns on the potential impacts of cash transfer
programs on fertility decisions have also been raised. The literature in this regard is,
however, mainly limited to cash transfer programs in Latin American countries. In
relation to fertility responses of participation in such programs, the literature presents
mixed evidence.4 In addition to the aforementioned concerns in the literature regarding

1The literature on the impact of household size on household welfare (as proxied by food consump-
tion) particularly focuses on assessing the existence of economies of scale in consumption in relation to
household public goods where household size is used as a scale variable. For earlier debates on this, see
for eg. Lanjouw and Ravallion (1995) and Deaton and Paxson (1998) and for a more recent discussion
on the issue see Fafchamps and Quisumbing (2007).

2See Kearney (2004) , Rosenzweig and Wolpin (1982), Stecklov et al. (2007) and Todd et al. (2012)
among others.

3See for example, Brewer et al. (2012a), Milligan (2005), Baughman and Dickert-Conlin (2009a),
Baughman and Dickert-Conlin (2009b), Brewer et al. (2012b) and Kearney (2004) among others.

4For instance, while Stecklov et al. (2007) find a positive impact on fertility following conditional
cash transfer program in Honduras, they do not find similar evidence for Mexico and Nicaragua. On
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the potential effects of cash transfer programs on fertility, there is also some evidence
on how such programs induce changes in households’ decision in relation to other
determinants of household size. These mainly include households’ decision regard-
ing marriage (Bobonis (2011)) and migration (see Hosegood et al. (2009), Angelucci
(2012),Stecklov et al. (2005),Hagen-Zanker and Himmelstine (2013) and papers cited
therein).

Given the emerging prominence of social protection programs as a tool for poverty
reduction (Nio-Zaraza et al. (2012) ) and promote micro level growth (Barrientos (2012))
in low income countries, understanding how poverty focused cash transfer programs
affect household demographics is important. Despite this, we reiterate that little is
known in this regard and we believe that this study will have important contribution.

Our findings show that participation in public works program under PSNP is as-
sociated with an increase in household size. This is found to be mainly due a relative
increase in the number of adolescent female household members. Digging dipper
reveals that the observed increase in female adolescent members appear to be due to
increased retention of current members, particularly through early marriage delaying
effect of the program. On the other hand, we do not find evidence to suggest that
program participation is associated with an increase in the number children or fertility.

The rest of the paper is structured as follows: section 2 presents the setting, in-
cluding program background, data and sample information and section 3 outlines the
identification strategy and the relevant validity checks. While section 4 discusses the
analytical framework, section 5 presents the results and related discussion. Finally,
concluding remarks are given in section 6.

2 The Setting

2.1 Program Background

Despite the encouraging aggregate economic growth performance in recent years, food
security continues as a pressing development challenge in Ethiopia. For decades the
country has relied on emergency food aid. While such assistance has been helpful in
meeting transitory (acute) food needs and in saving lives, it has not been able to bring
about a sustainable solution to chronic poverty and food insecurity problems. Large
numbers of rural people continue to live in abject poverty.

After the 2002/03 major drought episode that left 13.2 million people in need of
food assistance, the government of Ethiopia, through multi-donor financing, launched
the Ethiopian Food Security Program (EFSP) in 2005. The objective of the program is
defined to address short term food gaps through predictable transfers and hence help

the other hand, Todd et al. (2012) investigate the fertility impact of a conditional cash transfer program
in Nicaragua and document that the program is associated with an increase in birth spacing (see also
Rubalcava and Teruel (2006) and Winters et al. (2006)).
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households to avoid having to rely on damaging coping mechanisms in the face of
negative income shocks. On top of preventing household asset depletion, the program
aims to ensure long term food security through building household and community
assets that are believed to promote the livelihood of the rural poor. Andersson et al.
(2011)

One of the main components of the EFSP is the Productive Safety Net Program
(PSNP). Under this program, the government provides two types of transfers: a con-
ditional cash transfer, contingent on participation in labor intensive public works, and
a direct support (unconditional cash transfer) provided for labor constrained house-
holds only. The majority of PSNP eligible households receive cash transfers based
on public works and only around 15 percent receive direct support Hoddinott et al.
(2012). Moreover, complementary to the PSNP, EFSP includes extension packages and
credit services, collectively referred to as Other Food Security Program (OFSP). These
services are mainly targeted to PSNP beneficiaries with the aim of achieving the liveli-
hood promotion objective of the program, facilitating graduation of beneficiaries from
the program.

Given that the program targets poor and chronically food insecure households,
assignment to the program (eligibility) is not random. The selection process uses both
geographic and community level targeting.5 The basic criteria for selecting beneficiary
households into the PSNP include: being member of the community, past history of
chronic food insecurity, status of household assets and income from agricultural and
non-agricultural activities.6 In terms of coverage, EFSP is implemented in four major
regions of Ethiopia (Amhara, Oromia, SNNPR and Tigray) focusing on chronically food
insecure districts and households within these regions. Under normal circumstances,
program beneficiaries are expected to graduate in 3-5 years.

2.2 Data and Sample Size

The data used in this study relies on the four rounds of the Ethiopian Productive Safety
Net surveys conducted in 2006, 2008, 2010 and 2012. These surveys cover the four
PSNP beneficiary regions of Amhara, Ormiya, SNNPR and Tigray. The details about
the sampling method is thoroughly discussed in Berhane et al. (2011a) and Hoddinott
et al. (2012). The following discussion about the sampling strategy draws on these two
studies.

During the first survey in 2006, two stage clustered sampling was used within
each region where 68 woredas (districts) were randomly selected from a total of 153
chronically food insecure woredas. In the second stage, within each selected woreda,
a random sample of kebeles (counties) was selected from a list of kebeles where PSNP

5This includes the actual identification of target households by the community food security task
force and verifying the client list in a public meeting.

6Productive Safety Net Program Implementation Manual (2010).
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Table 1: Unique Number of Households by Survey Round and Region

Round 1 Round 2 Round 3 Round 4

Tigray 899 870 846 991
Amhara 900 864 849 985
Amhara HVFB 0 1,160 1,148 1,103
Oromiya 939 870 885 965
SNNP 950 934 917 1,048
Total 3,688 4,698 4,645 5,092

is operational.7 From each of the selected kebeles, a sample of 15 PSNP beneficiary
and 10 non-beneficiary (comparison) households were drawn giving a total sample of
25 households per kebele. The comparison households were selected from the PSNP
beneficiary kebeles and are from the same area as PSNP beneficiaries. In this way, a
total of 3,668 households were sampled in the 2006 round comprising 899 households
from Tigray, 900 from Amhara, 939 from Oromia and 950 from SNNP. Out of these
households, 3,095 households appeared in our data set in all of the four survey rounds
in 2006, 2008, 2010 and 2012. Table 1 summarizes the total sample information by
survey round and region.8

The sample size used in this paper is lower than the one indicated in Table 1. This is
so for two main reasons. First, beneficiary households are included in our sample only
if they are late comers to the program. Due to this, we are not using households that
became beneficiaries from the inception of the program as they will not have a before
period to apply the Differences-in-Differences (DiD) approach that we rely on here.
Second, we also exclude the years 2007, 2009 and 2011 as we do not have household
size and composition information for these years.

The questionnaire in the different rounds remains the same ensuring comparability
across the different rounds of surveys. (See also Berhane et al. (2011a). For the purpose
of this study, the rich set of demographic questions including information on household
size, current and former household members are of particular importance on top of
information on the status and length of participation and amount of public works
payment. Moreover, we also use the information on different time varying household
characteristics to account for factors that are likely to affect both participation and
household demographic outcomes.

Before moving on to our model and identification strategy, the following sub sections
are devoted to elaborating on how beneficiary (treatment) and non- beneficiary (control)
households are defined.

7‘Woreda’ and‘Kebele’ are administrative units where the latter is the smallest administrative unit
in Ethiopia.

8Amhara-HVFB refer to PSNP beneficiary woredas in Amhara region that receive High Value Food
Basket (HVFB) through the support of USAID. Amhara-HVFB sample is included in the survey starting
from 2008 onwards for the sake of comparing HVFB woredas with other beneficiary Woredas in Amhara
that receive standard PSNP tarnsfer. (Berhane et al. (2011b))
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2.3 Beneficiary (Treatment) vs Non-Beneficiary (Control) Households

Beneficiary (Treatment Households)

For our purpose, receiving payment for public works participation is considered as
treatment. In particular, for each year, beneficiary (‘treatment’) households are defined
based on whether or not they have received public works payments.

After having defined the pool of beneficiary (treatment) households, we categorized
them into three groups based on the year in which they started to take part in the
program. As we have already alluded to above, this classification is important in order
to use the variation in the treatment status caused by late comers to the program. Con-
structing the treatment group (restructuring the data) as depicted below has the merit
of creating a “before-after period”, which is necessary for application of a Differences-
in-Differences (DiD) estimation strategy. We refer to these groups as treatment batches
and the respective groups are defined as follows:

• Group 1: received payment both in 2007 and 2008 or only in 2008 ;

• Group 2: received payment in 2007-2010 or 2008-2010 or 2009-2010 or only in 2010
and

• Group 3: received payment in 2007-2012 or 2008-2012 or 2009-2012 or 2010-2012
or 2011-2012 or only in 2012

Restructuring the data in the above manner gives us a total of 437 unique beneficiary
households (1414 beneficiary observations).

Non-beneficiary (Control) Households

For each treatment batch defined above, a pool of control group household is con-
structed. This pool includes:

• Households that have never received payment, i.e., during the entire period;

• Households that did not participate in early years (and hence received no pay-
ment) and become beneficiaries only in later years and;

• Households that were initially entitled to participate but that did not actually
receive any payments;

In all cases, direct support beneficiaries are excluded from the control pool. Having
defined the pool of control households in the above manner, an “appropriate control
group” is selected mainly based on the following considerations:

1. Geography: To get a comparable number of control group households from the
same Kebele administration area as the treatment households.

8



Table 2: Unique Number of Households used in this paper: By Survey Round and Region

Round 1 Round 2 Round 3 Round 4

Tigray 271 265 269 264
Amhara 213 198 202 201
Amhara HVFB 0 104 119 112
Oromiya 106 97 99 99
SNNP 126 122 124 120
Total 716 786 813 796

2. Participation in later years and initial Entitlement: In choosing controls based
on geography, priority is given to households that were not beneficiaries in early
years and started to take part in the program in later years as well as for those
households that were entitled but did not receive payments. This is important in
getting a more comparable control group households vis-a-vis the selected group
of treatment households;

If enough numbers of “comparable controls” cannot be found based on the consid-
erations implied in 1 and 2 above; additional controls are added from the same Kebele
as the treatment households, using households that never participated in the program
i.e., without conditioning neither on participation in later years nor on initial entitle-
ment. When the above steps do not result in a sufficient number of control households,
controls are taken from the same Woreda administration area. Following the above
method and excluding the years 2007, 2009 and 2011, we have a total number of 466
unique comparison households (1,457 observations.)

In sum, combining beneficiary and non-beneficiary households, we get a total num-
ber of 2,871 observations (1,414 beneficiary and 1,457 non-beneficiary households)
which are used in this paper.9 We have summarized the treatment and control house-
holds information in Figure 1. Moreover, the sample size by survey round and region
is summarized in Table 2.

9In the regressions where we have included time varying variables, the total number of observations
can be smaller than this as there are many missing values on some of the covariates.
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Figure 1: Beneficiary (Treatment) Households and their respective Comparison (Control)
Groups

Treatment
Households

Treatment Batch 1
2007-2008
Only 2008

Controls
Not Participated in:

2006-2008

Treatment Batch 2
2007-2010
2008-2010
2009-2010
Only 2010

Controls
Not Participated in:

2006-2010

Treatment Batch 3
2007-2012
2008-2012
2009-2012
2010-2012
2011-2012
Only 2012

Controls
Not Participated in:

2006-2012

3 Identification Strategy and Validity Check

To identify the effect of interest, we exploit the variation in treatment between bene-
ficiary and non-beneficiary households as well as changes in treatment status of ben-
eficiary households caused by late comers to the program (switchers). The latter is
possible due to continuous re-targeting efforts undertaken with the aim of rectifying
inclusion and exclusion errors that occurred in the course of selecting participant house-
holds. This induces movements of households in and out of the program and is taken
as an opportunity for identification.

In particular, some households were not part of the program for some time (for
example, until 2008) and become beneficiaries in later years only (say 2010). For
such households there is a clear before and after program period and this, together
with non-beneficiary households, enables us to apply the Differences-in-Differences
(DiD) approach in estimating the impact of the program. Those households who were
beneficiaries from the start of the program (2006) are dropped from the sample as these
households do not have a ‘before program period’.

To practically implement this, noting the fact that the ‘before’ and ‘after’ periods
are different for different households, treatment households are placed in different
cohorts, c, depending on which period(s) they received treatment (i.e. became PSNP
beneficiaries). For each of these cohorts of treatment group households, observed over
the period pc, appropriate control group households are assigned following the steps
discussed in Section 2.3. The appropriate control group households for each cohort c
will be those who have not received any payment during period pc (See also Figure 1).
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Accordingly, the regression equation to be estimated can be given as:

Hit = α + β1Di + β2Tit + β3Di × Tit + β4Xit + γt + λtr + ηr + εit (3.0.1)

where Hit, the outcome of interest (size and composition of household i at time
t), Di is a dummy which indicates treatment status of household i, Tit is a period
dummy which equals one if t is an after treatment period for household i and zero
otherwise. It is worth noting that Tit varies across households as households switch
to the treatment group at different points in time. Thus, the coefficient estimate of the
interaction term (β3) captures the impact of the program on household demographic
dynamics. Besides, the model includes: region fixed effects denoted by ηr to control for
time invariant factors that are specific to each region; year fixed effects (γt) to capture
factors that vary over time and are common to all households (and regions); and time
fixed effects interacted with region dummies (λtr) to control for time varying factors
that may have differential impact across regions. Finally, Xit refers to vectors of time
varying household characteristics that may affect both participation and household
demographic dynamics. εit is the usual error term.

The model is augmented with duration of participation and a treatment Batch
dummy where the latter captures potential differences across the different batches.
The above model is also estimated including household fixed effects ui to control for
time invariant household specific factors.

Hit = α + β1Di + β2Tit + β3Di × Tit + β4Xit + γt + λtr + ηr + ui + µit (3.0.2)

Testing the Validity of the Identification Strategy

The above identification strategy works under the key assumption that, absent
treatment, the underlying trend in the outcome of interest is the same for treatment
and control group households. It is therefore important to validate this parallel trend
assumption based on the data at hand.

Since the current data set up provides two data points in the ‘before’ period, we
can check whether this assumption holds. For instance, using households that become
beneficiaries of the program after 2008 and their respective control households, ∆Y08−06

treat. −
∆Y08−06

cont. should not be significantly different from zero for the parallel trend assumption
to hold. Similar argument also applies for households that become beneficiaries in 2010
and 2012.

In principle, those who have never been part of the program are, on average, ex-
pected to be relatively better off since the program is designed to help the poor and
chronically food insecure households. In reality, however, the difference between the
two groups may not be substantial and when there is a difference, it can only be in lev-
els. For instance, there has been considerable exclusion error in targeting which makes
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the poor and chronically food insecure households to be left out of the program. Be-
sides, since our control group construction gives priority to participants in later years
and to households that were entitled but not benefited, this is likely to enhance the
comparability of treatment and control group households. Finally, since comparison
households were selected from the same communities as the PSNP beneficiaries they
may not be starkly different from the ones in the treatment group.

To check whether the parallel trend assumption holds or not, we use a simple Placebo
type regression by applying differences-in-differences estimation. For instance, for
those who joined the program after 2008 but before 2010, the period between 2006 and
2008 will be their pretreatment period. We can therefore implement a Placebo type test
considering 2008 as if it is an after treatment period and 2006 as a pre-treatment period.
Similarly, for those who become beneficiaries after 2010, the period 2006-2010 will be
their pre-treatment period. For these households, 2006 is used as their before period
and 2008 and 2010 are used as their fake treatment periods for the Placebo estimation.

Therefore, for the parallel trend assumption to hold, ∆y08−06
treat. −∆y08−06

cont. , which is given
by the estimate for β3, should be equal to zero.10 If there is no differential trend in
the outcome variable between beneficiaries and non-beneficiaries, β3 in Equation 3.0.1
should be statistically indistinguishable from zero as this is the case where we do not
have actual beneficiary households. The result from estimating Equation 3.0.1 and
Equation 3.0.2, based on pre-treatment period observations, is reported in Table 3. As
can be seen from the results reported in Table 3, the coefficient of the interaction term
is statistically insignificant in all cases, corroborating the parallel trend assumption.

Issues of Endogeneity

Since PSNP eligible households can become public works beneficiaries only if they
have at least one able bodied member to supply labor for public works, one may raise a
question regarding the direction of causation. This may seem concerning as household
size/number of members may seem to determine participation, instead of the other
way around.

We argue that this is not an issue for the question at hand as the likelihood of
selection (participation) for public works does not depend on the number of household
members. In particular the fact that selection to the program is a two-step process
makes the issue less of a concern. That is, in the first stage household eligibility to
PSNP is decided by past history of unmet food needs, wealth and asset assessment and
community membership; among other things. Once a household is picked as eligible
to PSNP, in the second stage, availability of labor within the household is assessed to
decide whether the household should receive conditional transfer under public works
or unconditional transfer under direct support. The household will be classified as
public works beneficiary if there is at least one able bodied member in the household.
To be precise, the question is not how many able bodied members the household has,
instead whether or not the household has at least one able bodied member.

10This is done using 2006 as a ‘before’ period and 2008 as a fake ‘after’ period. In the empirical
estimation we have also added data points where 2006 is used as a ‘before’ period while considering
2008 and 2010 as fake‘after’ periods.
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Table 3: Pre-Program Household Size: Checking Common Trend (Placebo)

OLS Using HH FE

HH Size Females Males HH Size Females Males
Treatment× Post 0.424 0.140 0.284 -0.247 0.141 -0.388

(0.346) (0.243) (0.258) (0.317) (0.147) (0.239)

Post Period 0.740 0.407 0.333 0.860∗∗∗ 0.481 0.379
(0.700) (0.878) (0.472) (0.314) (0.308) (0.289)

Treatment -1.026∗∗∗ -0.348 -0.679∗∗

(0.362) (0.293) (0.283)

Constant 4.690∗∗∗ 2.399∗∗∗ 2.291∗∗∗ 4.354∗∗∗ 2.142∗∗∗ 2.213∗∗∗

(0.691) (0.559) (0.506) (0.598) (0.425) (0.468)
Number of Obs. 467 467 467 467 467 467
adjR2 .17 .066 .14 .069 .04 .054
Prob > F 0.00 0.00 0.00 0.00 0.04 0.00
Household FE No No No Yes Yes Yes
Time FE No No No No No No
Time FE × Region Yes Yes Yes Yes Yes Yes
Region FE Yes Yes Yes No No No
Standard errors clustered at Woreda Level in Parenthesis
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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In view of the above, sample selection would have been a problem if benefi-
ciary households are more likely to have one able bodied member compared to non-
beneficiaries (control households). However, this is unlikely to be the case as the
exclusion of controls from the program is not based on number of able bodied member
in the household, it is rather based on their economic and food security status. In view
of this, the aforesaid endogeneity issue will not be a problem.

It is however true that public work beneficiary households are more likely to have
one able bodied member compared to direct support beneficiaries. Nonetheless, since
we do not include direct support beneficiaries in our control pool, the systematic
difference in the number of able bodied members between public work and direct
support beneficiaries will not pose a threat to our identification.

Another potential threat to the validity of our identification strategy is the issue that
comparison households are, on average, wealthier than participants. This is likely the
case as the program mainly targets to include poorer households within the community.
This, however, will not be a problem as it will only introduce a level difference and
does not introduce a systematic/slope difference. In other words, since the stock of
household size (whether a household is large or small) is fixed (at least slow moving),
it can be taken care of by the group indicator in our difference-in-differences estimation
and will not bias our effect estimate.

4 Analytical Framework

Changes in household size and composition depend on combinations of economic,
social and cultural factors that can either reinforce or offset each other. Summarizing
household formation in a single model may therefore conceal more than it can reveal
about the complicated demographic dynamics within the household. In this section we
present a simple analytical tool in the spirit of a theory of change to map the pathways
through which participation in conditional cash transfer programs, such as PSNP, can
affect the household size and composition. Since our objective is to lay a foundation
for the empirics, instead of deriving a testable prediction from a formal theory model,
the discussion below relies on the simple analytical tool depicted in Figure 2 below.

As indicated in section 2, the Ethiopian PSNP has two main components: a direct
support component where households get an unconditional income transfers and a
public works component which involves income transfers contingent on supplying
labor for public works. Our interest in this paper is on the conditional income transfer
component and the discussion below focuses only on this aspect of the program.11 In
order to understand how participation in PSNP public works affects household size,
it is more instructive to think in terms of the kind of incentive/disincentive program
participation creates on beneficiary households. The incentive effects can work ei-
ther through the income effect of participation or the labor supply requirement which
arguably puts a labor pressure within the household.

11This is the reason why the direct link from PSNP to income effect is crossed out in Figure 2.
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Figure 2: Mapping the Pathways from Public Work Participation to Changes in Household Size

One way through which participation in PSNP affects household size is through
increasing the availability of financial resources that may increase the capacity of ben-
eficiary households to host more members. This can incentivize households to attract
relatives and/or retain existing members in the household. As depicted in Figure 2
the increased capacity to host more members may lead to increases in household size.
Thus, the potential role of a household as a risk mitigating/sharing unit can be one rea-
son why financial gains (economic incentives) from participation in conditional cash
transfer programs may affect household size (see Rosenzweig (1988)). As emphasized
in Fafchamps (1999): “Given the importance of households in the explicit sharing
of risk, it is not surprising to discover that the size and composition of households
partly reflects the risk environment surrounding them.” (p.27) See also Fafchamps and
Quisumbing (2007). 12

Another (income) incentive effect of cash transfer programs commonly mentioned in
the literature is the increased demand for children/fertility following such interventions.
The underlying argument is that the income gains from these programs can potentially
change the preference of parents regarding quality vs quantity of children (see Stecklov
et al. (2007), Becker and Lewis (1973) and Schultz (1997)). Accordingly, the public
work cash transfer, by easing households’ financial constraints of raising a child, may
increase the demand for children. On the other hand, beneficiary households may
prefer to use the additional income to improve the human capital of existing children

12However, once household size reaches a certain level, the insurance role of a household is likely
to cease suggesting there is a finite upper limit to household size (Binswanger and McIntire (1987) and
Fafchamps and Quisumbing (2007)).
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(in terms of nutrition, health and education) instead of having an additional child. In
this case we may not see an increase in fertility following income gains. Apart from
changing child bearing decisions within existing marriages, postponing the timing of
entry into marriage (delaying the age at first marriage) is another mechanism through
which conditional cash transfer programs may change fertility patterns (Stecklov et al.
(2007)). Thus, as shown in Figure 2 the impact of an income effect of participation on
fertility/the demand for children can go in either direction and remains an empirical
matter.13

Yet another mechanism through which income gains from participation in public
works can influence household size and composition is by changing marriage patterns;
that is, by either delaying or facilitating marriage of beneficiary household members.
For instance, the availability of financial resources following public works partici-
pation can create an incentive to finance wedding ceremonies and hence inducing
out-migration of members through marriage. On the other hand, if beneficiary house-
holds choose to use part of the cash transfer to invest in the human capital of their
young members, they may postpone marriage decisions. Such investment in the hu-
man capital of young adults is likely to increase the gains from marriage as predicted
by economic theory (see Becker (1973) and Becker (1974)). Taken together, the income
effect of public works participation can have either a positive or a negative impact
on the timing of marriage of young adults depending on which of the above effects
dominate.

Finally, income gains from participation in cash transfer programs can also affect
household size and composition by changing the pattern of labor migration (Hagen-
Zanker and Himmelstine (2013), Stecklov et al. (2005) and Angelucci (2012)). In the
context of PSNP, one can argue that beneficiary households can use part of the transfer
to cover migration costs of members who wish to move out in search for better opportu-
nities. This can partly be with the aim of diversifying income sources at the household
level through remittances Stark and Bloom (1985). At the same time, because of the pro-
gram design, the income effect of participation in the program may lower the tendency
of labor out-migration from the household as beneficiaries may lose part of the benefit
if some of the members out migrate. Similarly labor out migration can also decrease if
the income transfer is big enough for beneficiaries to support their members without
letting them to leave their place of origin. Thus, the income effect of participation on
labor migration is ambiguous. The amount of the transfer as well as the conditions
attached to the program are likely to influence how labor migration responds.

So far the discussion revolves on the income effect of participation in public works
cash transfer program under PSNP. However, as pointed out earlier the labor sup-
ply requirement of participation in PSNP will also have its own role in determining
household size and composition. This is depicted in Figure 2 as a labor supply effect.

For instance, beneficiary households may prefer to defer the marriage of their young
adults as the labor supply requirement of the program is likely to create an upward

13Since the program does not have any component that is directly related with provision of health
and family planning services, we do not expect it to have a direct effect on the supply of children.
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pressure on the demand for working age labor. If this is the case, participation in
public works program may induce beneficiary households to retain their working age
adults leading to low out migration due to marriage. The same can be argued for labor
out-migration.14 In general, it can also be argued that participation in the program may
lead to a decrease in out-migration of working age members from the household.

Furthermore, the effect of the labor supply requirement following program partic-
ipation may go beyond labor retention and arguably induce in-migration of labor to
the household, particularly of able bodied working age adults. This effect is likely to
be pronounced for labor constrained households as the tradeoff between public works
labor participation and working on own agriculture/other livelihood activities is rela-
tively high for such households. Thus, households with relatively limited labor supply
are likely to welcome an additional member to the family in order to get a helping hand
either for activities related to own agriculture or household chores.

The discussion above mostly focuses on how the labor supply effect of participation
can influence the movement of able bodied adults in and out of the household. The
predictions are likely to be different if we consider how the labor supply requirement
affects the size and composition of dependents. In particular, to the extent that the time
constraint induced by participation in public works is binding, the labor supply effect of
participation can induce out-migration of dependents, like small children. For instance,
the labor supply effect of program participation may force beneficiary households to
give their small children to relatives. Moreover, since all able bodied men and women
should supply labor for public work activities, the program can create a disincentive to
have more children as participation in public work activities is likely to compete with
the time females use for raising children.15

In sum, the above mechanisms can lead to either an increase or a decrease in house-
hold size depending on the type of incentive it gives to public works beneficiary house-
holds or their members. In some instances the different incentives may also end up
having offsetting effects. Therefore, examining the net effect of program participation
on household size and composition remain an empirical issue.

5 Results and Discussion

In what follows we present the empirical evidence on the impact of participation in the
Ethiopian PSNP on household size and composition. To this end we start by estimating
Equation 3.0.1 and Equation 3.0.2 (with household fixed effect) for household size and
its disaggregates by age and gender. This is then followed by estimation of the same
model on probability of observing, alternatively, a household with at least one in or

14The labor supply requirement also implies that direct beneficiaries of the program (members that
take part in public work activities) may have to stay in the household in order to get the benefit. This
can also reinforce the member retention impact of the labor supply effect of the program.

15Even if pregnant female participants under PSNP are expected to shift from public works to direct
support after four months of their pregnancy and for ten months after delivery, this incentive may not
be high enough to induce them to have children as raising a child requires much more than that.
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out migrant member. In all the regressions, the unit of analysis is the household. The
DiD estimator of the effect of program participation is given by the coefficient of the
interaction term between the group indicator variable (Treatment) and after treatment
period indicator variable (Post).

As discussed in section 3, all specifications include region and time fixed effects and
the interactions between the two.16 Moreover, head characteristics and a host of time
varying covariates including measures of household wealth, asset, shocks to crops and
livestock, distress asset sales and poverty perceptions are included in all specifications.
In addition, duration of participation in the program as well as a dummy variable for
each treatment batch is included in all estimations. As an extension to this specification,
we have also reported results from a specification that includes household fixed effects;
in which case all time invariant household specific characteristics are absorbed by the
household fixed effect. Moreover, we have used Fixed Effects Poisson (Quasi-ML)
estimation technique in cases where our dependent variable is a non-negative count
data. Standard errors clustered at Woreda level are used in all cases.17

5.1 Public Work Participation and Household Size

In order to estimate the impact of public works participation on household demographic
dynamics, we start by examining how participation affects aggregate household size
controlling for a host of time varying characteristics. The results are presented in
Columns 1-3 of Table 4, which are respectively estimated with OLS, household fixed
effects and fixed effects Poisson estimation techniques. In all cases, we have only
presented the variables of interest and coefficients of other covariates are excluded for
ease of presentation.

Focusing on Columns 1 and 2 of Table 4, PSNP participation is found to be associated
with an increase in household size. In both cases, the increase in household size
associated with participation appears to be around 0.3 household members. That is,
participation in the program is associated with about one additional member in every
three households. To put it differently, given the average household size of 5, 18 , this
result amounts to a roughly 6 percent increase in household size following participation
in the program. This is also consistent with the estimate from the fixed effects Poisson
estimation where the coefficient estimates have percentage interpretation. According
to the result reported in Column 3 of Table 4, program participation is found to be
associated with 5.1 percent increase in household size.

16In regressions where we have used within estimation, the region dummies will be absorbed by the
household fixed effect.

17The Poisson estimation is done using the xtpqml command in stata which allows for clustering.
18Information on average household size in the data is provided in Table B.
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Table 4: Dependent Variable: Household Size, Female and Male Members

Household Size

OLS With Household FE Poisson FE

Treatment × Post 0.295∗∗ 0.287∗∗ 0.053∗∗∗

(0.138) (0.109) (0.020)

Treatment 0.143
(0.489)

Post Period -0.336∗ -0.329∗∗ -0.055∗∗∗

(0.198) (0.126) (0.020)

Constant 2.582∗∗∗ 3.536∗∗∗

(0.398) (0.406)
Number of Obs. 2074 2074 2074
adjR2 .17 .076
Prob > F 0.00 0.00 .
Household FE No Yes Yes
Time FE Yes Yes Yes
Time FE × Region Yes Yes Yes
Region FE Yes No No
Mean of the Dep. Var 5.57 5.57 5.57
Standard errors clustered at Woreda Level in Parenthesis
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

5.2 PSNP Participation and the Demand for Children

As we pointed out in the introduction there is a growing concern in the literature that
financial incentive following participation in cash transfer programs might induce ben-
eficiary households to increase their size by increasing the number of children/fertility.
In the case of PSNP, however, it is not obvious a priori whether participation in the
program will lead to an increase or a decrease in the demand from children. As dis-
cussed in section 4, on the one hand, the income effect of public works payment can
increase the demand for children by easing the liquidity constraint parents might be
facing. This may not, however, be the case if parents value quality over quantity of
children. One the other hand, it can also be argued that the obligation to supply labor
for public works can compete with the parents’ time for child care. Thus, in so far as the
time constraint due to public works participation is binding, the demand for children
may not increase even if the financial constraint is relaxed through the cash transfer.
In the face of public work induced labor pressure, households may actually send out
their small children to relatives.

As can be seen from the summary statistics in the appendix (see Table B and Table 18),
number of members in 0-6 age category and incoming members due to birth are larger
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Table 5: Dependent Variable: Household Members in 0-6 Age Category

Number of Household Members: 0-6 Age Group

OLS With Household FE Poisson FE

Treatment × Post 0.036 -0.008 -0.019
(0.094) (0.088) (0.057)

Treatment -0.123
(0.178)

Post Period -0.236∗∗ -0.252∗∗ -0.159∗∗

(0.102) (0.101) (0.068)
Number of Obs. 1775 1775 1775
adjR2 .11 .044
Prob > F 0.00 0.00 .
Household FE No Yes Yes
Time FE Yes Yes Yes
Time FE × Region Yes Yes Yes
Region FE Yes No No
Mean of the Dep. Var 1.44 1.44 1.44
Standard errors clustered at Woreda Level in Parenthesis
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

compared to other age groups and reasons. We thus first explore if the program is
associated with an increase in the number of members in the 0-6 age group. Results
are presented in Table 5 below. As can be seen from the results there is no evidence
to suggest that program participation is associated with an increase in the number of
members in the 0-6 age group.

Another way of testing whether participation in the program has impact on house-
holds fertility decision is to look at its impact on probability of observing a household
with an incoming member in the 0-6 age category. We have presented results from
this estimation in Table 6. In this regression, the outcome variable is a binary indicator
taking a value one if the household has at least one incoming member in the 0-6 age
category (regardless of the reason) and 0 otherwise. Since we have a binary dependent
variable, we have presented results using Probit and linear probability models with
and without household fixed effects estimations.

As can be seen from Table 6, program participation appears to be negatively as-
sociated with probability of observing a household with an incoming member in the
0-6 age category. The effect of interest is statistically significant at 5 percent level of
significance in the Probit and LPM models. In the fixed effects model, although both
the sign and magnitude are similar with the other estimations, the coefficient is not
precisely estimated.
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Table 6: Dependent Variable: Probability of Observing a Household with an Incoming Member
in 0-6 Age Category

Probability (0-6 Age Group)

Probit (OLS)LPM With Household FE

Treatment × Post (d) -0.078∗∗ -0.083∗∗ -0.067
(0.039) (0.039) (0.040)

Treatment (d) -0.047 -0.037
(0.069) (0.066)

Post Period (d) 0.026 0.031 -0.024
(0.047) (0.043) (0.054)

Number of Obs. 2185 2185 2185
adjR2 .11 .074
Prob > F 0.00 0.00
Household FE No No Yes
Time FE Yes Yes Yes
Time FE × Region Yes Yes Yes
Region FE Yes Yes No
Mean of the Dep. Var 0.33 0.33 0.33
Standard errors clustered at Woreda Level in Parenthesis
(d) for discrete change of dummy variable from 0 to 1
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Even if the results presented in Table 5 and Table 6 are informative, the outcome
variables do not distinguish between a 0-6 member that joins the household due to
birth reason from a member in the same age group that becomes a household member
due to other reasons. To get further insight on this we have estimated the impact of
program participation on the probability of observing a household with an incoming
member due to birth reason. The results from this estimation, presented in Table 7, give
a more direct evidence in relation to fertility. This estimation is done conditional on a
household having a female member in child bearing age. The results in Table 7 appear
to concur with what is observed in the previous two tables. In particular, participation
in PSNP public works program is found to be associated with a lower probability of
observing a household with an incoming member by birth. This can be observed from
the negative and statistically significant coefficient of the interaction term in Table 7.

The negative and significant coefficient observed in Table 6 and Table 7 may not nec-
essarily imply that beneficiary households are less likely to have an incoming member
in the 0-6 age group following program participation. The result might rather be an
indication of the fact that non-beneficiary households are relatively more likely to have
an incoming member in 0-6 age group. This is plausible given that non-beneficiaries
are in a relatively better position, in terms of having time for child care, as they do not
participate in labor intensive public work activities. This might make them to be more
willing to welcome a 0-6 member either from other households or through birth.

On the other hand, another potential explanation for beneficiary households having
less number of 0-6 members following program participation can be due to the labor
supply effect of the program. Participation in the labor intensive public work activities
is likely to compete with the time beneficiary households can have for child care. As
a result, public work participants might be forced to give their dependents in 0-6 age
group to be looked after by relatives. To substantiate this claim empirically, we have
checked whether program participation is associated with a probability of observing a
household with an outgoing member in 0-6 age category. Results from this exercise are
presented in Table 8 and there is some suggestive evidence that participation in public
works activities is positively associated with probability of observing a household with
an outgoing member in 0-6 age category (regardless of the reasons).19

19The major reasons for observing a household with an outgoing child include: child death, to be
with parents, orphaned/parents unable to help and to live with relatives
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Table 7: Probability of Observing a Household with an Incoming Member:By Birth

Probit OLS Fixed Effect

Treatment × Post (d) -0.093∗∗ -0.098∗∗ -0.076∗

(0.041) (0.041) (0.045)

Treatment (d) -0.087 -0.066
(0.067) (0.064)

Post Period (d) 0.040 0.046 -0.021
(0.052) (0.047) (0.058)

Number of Obs. 2044 2044 2044
adjR2 .11 .058
Prob > F 0.00 0.00
Household FE No No Yes
Time FE Yes Yes Yes
Time FE × Region Yes Yes Yes
Region FE Yes Yes No
Mean of the Dep. Var 0.33 0.33 0.33
Standard errors clustered at Woreda Level in Parenthesis
(d) for discrete change of dummy variable from 0 to 1
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Taken together we do not find enough evidence to suggest that participation in public
works program is associated with a higher demand children. Unlike the concern of
increased fertility following cash transfer programs, the results in this paper show
that program participation does not incentivize beneficiary households to have new
births. Apart from the labor supply effect of the PSNP, one potential explanation is
a change in the preference of beneficiary households towards increasing the quality
instead of quantity of children (see Becker and Lewis (1973) and Schultz (1997) for
arguments along these lines). However, understanding the reason behind the negative
impact of program participation in child bearing (the demand for children) following
participation in the Ethiopian PSNP requires further investigation.
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Table 8: Probability of Observing a Household with an Outgoing Member in 0-6 age category

Probit OLS Fixed Effect

Treatment × Post (d) 0.043∗ 0.043∗∗ 0.035
(0.023) (0.021) (0.023)

Treatment (d) -0.014 -0.014
(0.031) (0.043)

Post Period (d) -0.007 -0.008 0.025
(0.019) (0.018) (0.020)

Number of Obs. 1665 1665 1665
adjR2 .011 .024
Prob > F 0.00 0.00
Household FE No No Yes
Time FE Yes Yes Yes
Time FE × Region Yes Yes Yes
Region FE Yes Yes No
Mean of the Dep. Var 0.04 0.04 0.04
Standard errors clustered at Woreda Level in Parenthesis
(d) for discrete change of dummy variable from 0 to 1
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

5.3 Change in Household Size: Assessing Differential Impact by
Gender and Age

The evidence above makes it clear that the change in aggregate household size following
participation presented in subsection 5.1, Table 4 cannot be attributed to an increase
in the number of children, particularly in 0-6 age group. In order to understand what
is actually deriving the observed change, we pursue a disaggregated analysis. This is
at the same time useful to establish whether the observed effect varies by the gender
of household members or age. In particular, we start by estimating models where our
outcome variables are the number of male and female household members, regardless
of age. This will then be followed by a similar analysis on each gender group but across
different age groups.

In Table 9 we present results on the impact of program participation on the number
of males and females. It can be seen that while the program is found to be associated
with an increase in the number of female household members (as can be noted from the
fixed effects and Poisson fixed effects estimations), the effect on their male counterparts
is not precisely estimated in all cases.

This result appears to suggest that the observed change in aggregate household size
is entirely driven by an increase in the number of female household members follow-
ing program participation. However, the observed lack of evidence of a statistically

24



Table 9: Dependent Variable: Number of Female and Male Members

OLS With HH FE Poisson

Female Male Female Male Female Male

Treatment × Post 0.154 0.149 0.176∗∗ 0.095 0.072∗∗∗ 0.032
(0.096) (0.105) (0.075) (0.090) (0.028) (0.033)

Treatment -0.177 0.189
(0.302) (0.306)

Post Period -0.125 -0.181 -0.155∗ -0.166∗∗ -0.053∗ -0.050∗∗

(0.152) (0.113) (0.078) (0.079) (0.028) (0.024)

Constant 0.713 -0.682 1.670∗∗∗ 1.888∗∗∗

(0.486) (0.431) (0.246) (0.233)
Number of Obs. 2179 2151 2179 2151 2179 2151
adjR2 .068 .14 .04 .04
Prob > F 0.00 0.00 0.00 0.00 . .
Household FE No No Yes Yes Yes Yes
Time FE Yes Yes Yes Yes Yes Yes
Time FE × Region Yes Yes Yes Yes Yes Yes
Region FE Yes Yes No No No No
Mean of the Dep. Var 2.64 2.87 2.64 2.87 2.64 2.87
Standard errors clustered at Woreda Level in Parenthesis
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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significant change in the number of male members may be due to offsetting effects
from different age cohorts, (i.e.,) following program participation, the number of males
can increase for some age groups while it can decrease for others. As we have alluded
to in section 4 and shown in the simple analytical framework in Figure 2, the public
works labor supply requirement under PSNP may compete with the demand for la-
bor for agricultural activities. This may induce households to add working age male
members, while they may tend to send out their dependent members to relatives as
they may be labor constrained due to participation in PSNP. On the other hand, the
income effect from the cash transfer may facilitate migration of male members in some
age categories. The same can be said about female household members. It is therefore
important to further disaggregate the analysis by different age groups in order to get
more insight from the results.

Table 10: Program Participation and Number of Female Members: By Age Groups

OLS With HH FE Poisson

7-11 12-18 19-29 7-11 12-18 19-29 7-11 12-18 19-29

Treatment × Post 0.046 0.315∗∗∗ 0.029 0.053 0.270∗∗∗ 0.024 0.097 0.396∗∗∗ 0.040
(0.099) (0.102) (0.066) (0.101) (0.095) (0.061) (0.140) (0.115) (0.091)

Treatment 0.096 -0.221 -0.051
(0.124) (0.181) (0.113)

Post Period -0.085 -0.283∗∗∗ 0.069 -0.119∗ -0.162∗∗ 0.165∗ -0.183∗∗ -0.214∗∗ 0.259∗
(0.085) (0.101) (0.093) (0.068) (0.079) (0.093) (0.092) (0.094) (0.149)

Constant 0.603∗∗∗ 0.445 0.542 -0.001 0.066 0.648∗∗
(0.221) (0.293) (0.327) (0.300) (0.250) (0.264)

Number of Obs. 1233 1269 1289 1233 1269 1289 1233 1269 1289
adjR2 .057 .048 .036 .034 .038 .036
Prob > F 0.00 0.00 0.00 0.00 0.00 0.00 . . .
Household FE No No No Yes Yes Yes Yes Yes Yes
Time FE Yes Yes Yes Yes Yes Yes Yes Yes Yes
Time FE × Region Yes Yes Yes Yes Yes Yes Yes Yes Yes
Region FE Yes Yes Yes No No No No No No
Mean of the Dep. Var 0.72 0.81 0.68 0.72 0.81 0.68 0.72 0.81 0.68
Standard errors clustered at Woreda Level in Parenthesis
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

The results from the age-gender disaggregation are presented in Table 10 and Table 11
for females and males, respectively. The estimations are done for certain age groups
only. In particular, since the effect of the program on the number of members in the
0-6 and > 61 age categories is unlikely to vary by gender, the estimation for these two
groups is not disaggregated by gender.20

20Moreover, similar regressions are also estimated for age groups 30-41 and 42-60 but the coefficients
of interest are not precisely estimated for both female and male household members. The results are not
reported here for economy of space.
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Moving to the age-gender disaggregation result, as can be seen from Table 10, we
find statistically significant evidence for a positive association between program par-
ticipation and the number of female members in the 12-18 age group as. In particular,
the coefficient of interest is statistically significant with a magnitude of 0.32 and 0.27 as
can be seen in the OLS and fixed effects estimations, respectively. In view of the sample
average of female members in 12-18 age group, which is around 0.81, the above esti-
mates imply that program participation is, on average, associated with approximately
a 33 and 39 percent increase in female household members in 12-18 age category. Sim-
ilarly, the corresponding estimate from the fixed effects Poisson estimation technique
also tells a similar story where participation is found to be associated with a 39 percent
increase in the number of female household members in 12-18 age group.

Table 11: Program Participation and Number of Male Members: By Age Groups

OLS With HH FE Poisson

7-11 12-18 19-29 7-11 12-18 19-29 7-11 12-18 19-29

Treatment × Post 0.118 0.024 0.023 0.135 0.014 0.020 0.171 0.026 0.026
(0.085) (0.086) (0.091) (0.087) (0.084) (0.098) (0.117) (0.088) (0.138)

Treatment -0.045 0.150 -0.093
(0.158) (0.189) (0.171)

Post Period -0.121 0.034 0.119 -0.091 0.027 0.130∗ -0.110 0.013 0.211∗
(0.085) (0.091) (0.076) (0.071) (0.079) (0.075) (0.084) (0.080) (0.112)

Constant 0.575 -0.099 1.210∗∗∗ 0.346 0.843∗∗∗ 1.047∗∗∗
(0.369) (0.379) (0.176) (0.290) (0.245) (0.322)

Number of Obs. 1268 1350 1237 1268 1350 1237 1268 1350 1237
adjR2 .037 .036 .023 .02 .0095 .017
Prob > F 0.00 0.00 0.00 0.00 0.00 0.00 . . .
Household FE No No No Yes Yes Yes Yes Yes Yes
Time FE Yes Yes Yes Yes Yes Yes Yes Yes Yes
Time FE × Region Yes Yes Yes Yes Yes Yes Yes Yes Yes
Region FE Yes Yes Yes No No No No No No
Mean of the Dep. Var 0.77 0.98 0.71 0.77 0.98 0.71 0.77 0.98 0.71
Standard errors clustered at Woreda Level in Parenthesis
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

For male household members, as can be seen from the results in Table 11, we do not
find any evidence to suggest that program participation is associated with an increase
in male household members. This is contrary to a priori expectation that the labor
supply requirement of public works may lead to an increase in the number of male
members for beneficiary households relative to non-beneficiary households.

The above results also make it evident that the observed effect of the program on
aggregate household size is primarily driven by changes in the number of female
members, particularly those in 12-18 age group.

In order to better understand the result observed for female members and to see
if further disaggregation tells a different story for male members, we re-estimate the
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result for 12-18 age groups both for male and female members by splitting the 12-18
age interval into sub-groups. As can be seen from Table 12, the positive and statis-
tically significant impact for female members remains unchanged even with further
disaggregation of the 12-18 age group. On the other hand, the result for the number of
males continues to be statistically indistinguishable from zero. (See results in Appendix
Table C)

Table 12: Program Participation and Number of Female Members: Further Disaggregation of
the 12-18 Age Group

With HH FE Poisson

12-14 12-16 14-18 16-18 12-14 12-16 14-18 16-18

Treatment × Post 0.236∗∗ 0.277∗∗∗ 0.245∗∗ 0.203∗∗ 0.449∗∗∗ 0.427∗∗∗ 0.462∗∗∗ 0.492∗∗
(0.091) (0.087) (0.094) (0.092) (0.173) (0.122) (0.150) (0.198)

Post Period -0.114 -0.123 -0.088 -0.119 -0.210 -0.199 -0.150 -0.238
(0.101) (0.089) (0.095) (0.129) (0.194) (0.136) (0.130) (0.224)

Constant -0.480 0.101 0.459 0.747∗∗∗
(0.391) (0.324) (0.376) (0.233)

Number of Obs. 960 1127 1044 730 960 1127 1044 730
adjR2 .053 .056 .032 .021
Prob > F 0.00 0.00 0.00 0.00 . . . .
Household FE Yes Yes Yes Yes Yes Yes Yes Yes
Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Time FE × Region Yes Yes Yes Yes Yes Yes Yes Yes
Region FE No No No No No No No No
Mean of the Dep. Var 0.55 0.70 0.63 0.50 0.55 0.70 0.63 0.50
Standard errors clustered at Woreda Level in Parenthesis
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

In summary, participation in labor intensive public works cash transfer program
under the Ethiopian PSNP is found to be associated with an increase in household size
which appears to be mainly due to an increase in the number of female household
members in the age 12-18 category. This implies that program participation not only
increases aggregate household size but also induces changes in the composition of
participant household members. In particular, the observed participation induced
increase in the number of female household members implies that females are more
needed in participant households relative to non-participants.

One explanation can be that the female members are needed for their labor either
for public works, agriculture or household chores. However, if the reason relates to
the need for labor either for public works and agriculture, one would expect to see
a relative increase in the number of male members instead.21 In view of this, if the

21To verify this claim, we use the member level information in our data and checked whether the
probability of observing a household member working on public works and agriculture differs by gender.
In particular we use a dummy variable indicating whether the member has actually participated in public
works activities and worked on agriculture as alternative outcome variable. Our estimation takes into
account unobserved household characteristics and time specific effects and the interaction between the
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need for labor is the explanation for increasing the number of females, it is likely that
participant households need the female labor for household chores. This can partly be
attributed to the established gender norms in rural parts of Ethiopia where females are
normally expected to take care of household tasks.

Another possible explanation for the observed positive impact of participation in the
number of female members is that the income effect from participation gives beneficiary
households the capacity to support their current female members in the 12-18 age
category for longer period, instead of letting them to get married or migrate to the
cities at early age. In view of the evidence in the literature that female marriage and
migration to the cities can be a manifestation of the income risk the household is facing
(For e.g. Rosenzweig (1988) and Rosenzweig and Stark (1989)), one can argue that
the increase in income following public works participation, by mitigating potential
income risks, can induce beneficiaries to retain their female members for long.

In either cases, since the observed increase in female members in 12-18 age group is a
net increase which can either come from a reduction in the number of outgoing current
female members or an increase in incoming female household members, we cannot
make a firm conclusion at this stage about the reason behind the observed increase in
female household members. In the next section we therefore assess how participation is
associated with the probability of observing a household with an incoming or outgoing
female member in the 12-18 age category.

5.4 Moving In and Out of the Household: Does Participation in PSNP
Matter?

In this section we assess if participation in PSNP public works is associated with the
probability of observing a household with a female outgoing or incoming member. As
we have argued in Figure 2, a priori it is not obvious whether public works participa-
tion will make it more/less likely to observe a beneficiary household with an outgoing
or incoming member. This by and large depends on the kind of incentives program
participation creates for beneficiary households and their members. This is thus an em-
pirical matter and below we empirically assess how public works participation affects
movements of members in and out of the household focusing on female household
members in the 12-18 age category. We emphasize on female members as our previous
result suggests that the positive impact of program participation on household size is
mainly driven by changes in the number of female household members.22

Accordingly, following our discussion in Figure 2 we expect female out-migration
to be higher following participation if for instance, the income effect of participation

two. The evidence shows that participant female members are less likely to work both on public works
and agriculture compared to males. Results not reported but can be made available upon request.

22All results are also done for male members but we do not report them here for economy of space and
they can be made available upon request. Unless otherwise stated, in the regressions for male household
members, the coefficient estimates on the variable of interest are not precisely estimated in all cases.
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relaxes the liquidity constraint of beneficiary households. For instance, by giving bene-
ficiaries the capacity to finance activities that they could not do before, such as wedding
ceremonies and/or cover migration costs of potential female migrants, cash transfers
can lead to changes in the number of female household members. On the other hand,
income gains from participation in PSNP can improve beneficiary households’ capacity
to feed/support more members and hence can also deter out-migration of females in
the 12-18 age group. This can be, for example, by delaying marriage or by making
migration in search for work unnecessary. Moreover, the labor supply requirement of
the program may also reduce out migration of females, if for instance females in 12-18
age group are needed for household chores while adults are participating in public
works. Thus the net effect of participation on the probability of observing a household
with a female out migrant depends on which of the above effects dominate.

Participation and Female Outgoing Members

We first assess impact of program participation on the probability of observing a
household with at least one female outgoing member with a particular focus on the
12-18 age interval. We started off by estimating the impact of participation on female
out-migration regardless of the reason for the out migration of the member.

As before, our unit of analysis is the household. Our outcome of interest is a binary
indicator taking a value of 1 if the household has at least one female outgoing member
in the specified age category and 0 otherwise. All the estimations are done conditional
on the household having a female member in the specified age group. Since our
dependent variable is binary, we use Probit models on top of the linear probability
and fixed effects models. In the case of the Probit estimations we have reported the
marginal effects.

As can be seen from results reported in Table 13, public works participation is found
to have a statistically significant negative impact on the proportion of households with
a female out migrant/outgoing member in the age groups 12-18, 14-18 and 16-18. On
the other hand, for female household members in the 19-29 age group, we find a
statistically significant positive association between participation and probability of
observing a household with an out-migrant member in this age category. In the case
of the fixed effects estimation, however, the coefficient estimate on the variable of
interest is not precisely estimated. These results suggest that the member retention
effect of public works participation is mainly apparent in adolescent female members.
This result can be attributed to either the income effect or the labor supply effect of
participation as discussed above.

We next turn to examining how public works participation affects out-migration of
female members by reason of out-migration. Among the reasons for out migration,
we focus on female out migration due to marriage as this is the dominant reason for
out-migration of females indicated in the data.23 Accordingly we estimate the potential

23The second common reason for females to leave the household is work related (that is, looking for/to
be close to work). However, we do not estimate the impact of participation on female out-migration due
to work as we do not have enough variation to do the estimation disaggregated by gender and age. In
the appendix we have reported the result for out migration due to work reason without disaggregating it
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impact of public work participation on the probability of observing a household with
a female out migrant due to marriage.

As can be seen from results depicted in Table 14, that the coefficient estimate of
the variable of interest is negative in all cases, but it is precisely estimated only in the
case of the Probit regression. This can therefore be taken as a suggestive evidence that
program participation has a marriage delaying effect on female members in their early
and late adolescent age.

Overall, the results on female out-migration suggest that program participation is,
on average, negatively associated with out-migration of female household members.
We also find some suggestive evidence regarding the potential impact of program
participation in delaying marriage of female household members, particularly of those
in their adolescent ages. This member retention tendency observed on the part of
participants can be partly explained by beneficiary households’ improved capacity to
feed/educate their young female members and/or by the increase in labor demand
following participation in labor intensive public works.

Participation and Female Incoming Members

Next we examine how public work participation is linked with the probability of
observing a beneficiary household with a female incoming member in the12-18 age
group. It can be the case that the income effect of participation induces beneficiaries to
attract new members to the household (for eg. hosting relatives as a way of informal
risk sharing mechanism). Moreover, to the extent that the labor supply requirement
competes with the time beneficiary households can use for other livelihood activities,
participation can make beneficiary households more likely to add a member for labor
reason.

In Table 15, we report results where the probability of observing a household with
at least one incoming female member is used as an outcome. Looking at the results,
although the impact of the program on the probability of observing a household with
female incoming member in the 12-18 age category is found to be positive, the coefficient
estimates of the variables of interest are in all cases statistically indistinguishable from
zero.

by age and gender. It can be seen that program participation is negatively associated with the probability
of observing a household with an out-migrant member due to work in all age groups but 19-29 (see
Table 21.
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Marriage is also one of the major reasons for observing a household with a female
incoming member. We have therefore tested if this can explain the observed increase
in household size following program participation. Specifically, we estimate the prob-
ability of observing a household with a marriage related female in-migrant member
following program participation. The result from this estimation is reported in Table 22
and it can be seen that there is no strong evidence to suggest that participation is asso-
ciated with the probability of observing a household with an incoming member due to
marriage.
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6 Conclusion

In this paper we started out asserting that uncovering how participation in safety nets
and targeted cash transfer programs influence household demographic dynamics is an
important policy relevant issue for low income countries. As a case in point, we focused
on one of the largest cash transfer schemes in Africa, the Ethiopian Productive Safety
Net Program (PSNP). The program was started in 2005 and the government transfers
cash to poor households conditional on participation in labor intensive public work
activities that aim to build community assets. Our analysis made use of four rounds
of the Ethiopian Productive Safety Net survey data over the period 2006-2012. The
survey covers both beneficiaries and non-beneficiaries. Identification is achieved using
differences in outcomes between participants and non-participants as well as variation
in participation status caused by late comers to the program (switchers). Estimation is
done applying Differences-in-Differences approach.

Our results suggest that the Ethiopian PSNP is indeed positively associated with
household size; and the more disaggregated analysis shows that the observed increase
in household size mainly comes from changes related to adolescent female household
members. Furthermore, digging into how the program influences in/out-migration of
household members, it emerges that the observed increase in the number of female
household members is mainly related to the negative association between program
participation and number of out-migrant members. In other words, the program
encourages retention of current female household members.

The estimated negative impact of program participation on female out migration
is found to mainly work through marriage related out-migration. And this marriage
delaying effect of the program appears to be particularly important for female adoles-
cent members. There is also evidence that the program associated with a decline in
out-migration due to work related reasons (labor out-migration). Overall, the member
retention tendency observed on the part of participants can be explained by benefi-
ciary households’ improved financial capacity to support their members and/or by the
increased labor demand following participation in the labor intensive public work ac-
tivities. However, in this paper we cannot disentangle the income effect of participation
from the labor supply effect as we are looking at the net effect of program participation.

In contrast, we do not find enough evidence to suggest that program participa-
tion has led to more in-migrant members or increased fertility (child bearing). We
rather found a negative association between program participation and the proportion
of households having a new member due to birth related reason. This can also be
explained by the labor supply requirement of the program as participation in labor
intensive public work activities possibly competes with the time beneficiaries can have
for child care as discussed in section 4. However, this needs further investigation.

One important implication of our findings is the potential role of cash transfer
programs in reducing early marriage. Though unintended, this is a desirable outcome
as early marriage continues to be a challenge in rural parts of Ethiopia. Even if the
marriage delaying effect can be considered as a desirable outcome in its own right, it
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will be more welfare enhancing if the adolescent females are retained for long for the
purpose of human capital investment like education.

Another takeaway message of the paper relates to the potential role of the Ethiopian
PSNP in reducing rural-urban migration. This result can be explained by the labor
conditionality attached to the program and/or by the program induced increase in
income that enables beneficiaries to cope with adverse shocks without leaving their
place of origin. Given the high unemployment rates in the urban areas of the country
and the resulting socio-economic pressures, this too can be considered as a desirable
outcome of the program. However, the result at best reflects the short term effects on
labor migration and a fall in current labor out-migration does not necessarily imply a
decline in future migration patterns. The latter by and large depends on the success of
the program in creating sustainable income and livelihood opportunities that can deter
out-migration of recipients even after graduation from the program.

The above findings also have implication for participation in public works cash
transfer programs and fertility. For one, the fact that the program is not found to be
associated with an increase in child birth is a good news in light of the concern in
the literature that financial incentives induced by cash transfer programs can increase
fertility/the demand for children. Moreover, the marriage delaying result implied by
the program can, unintentionally, play a role in reducing fertility by delaying the timing
of entry into marriage.

In sum, policy makers need to assess both the intended and unintended incentives
that public work cash transfer programs may generate as these matter for the overall
effectiveness of such programs in achieving targeted outcomes.
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Appendices

Appendix A: Covariate Balance
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Figure 3: Kernel Density Graph of Predicted Propensity Scores
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Table 16: Pre-Program Mean Comparison of Covariates across Beneficiary and Comparison
Households

Comparison Obs Beneficiary Obs Difference p-val
Male Headed Household 0.87 447 0.81 449 0.06∗∗ 0.015
Head Age 46.14 447 44.31 449 1.83∗ 0.056
No Formal Education 0.77 447 0.76 449 0.00 0.967
Primary Education 0.20 447 0.20 449 -0.00 0.893
Secondary Education 0.03 447 0.03 449 -0.00 0.860
Value of Productive Assets 5.09 447 5.05 449 0.04 0.670
Corrugated Metal Roof 0.17 447 0.11 449 0.06∗∗ 0.012
Distress Asset Sell 0.51 447 0.53 449 -0.03 0.424
Shocks to Crop Production 0.66 447 0.65 449 0.01 0.816
Poblems in Crop Production 0.30 447 0.31 449 -0.01 0.644
Shock to Livestocks 0.66 447 0.67 449 -0.00 0.962
Poor Relative to Others 0.46 447 0.50 449 -0.04 0.181
Average Relative to Others 0.41 447 0.41 449 0.00 0.956
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Appendix B: Descriptives: Summary Statistics

Table 17: Household Size and Composition

Variable Mean Std. Dev. Min. Max. N
Household size 5.46 2.23 1 17 2185
No. of Males 2.83 1.6 0 11 2185
No. of Females 2.63 1.39 0 9 2185

No. of HH Members(0-6) 1.17 1.07 0 6 2185
No. of HH Members(7-11) 0.86 0.86 0 4 2185

No. of Males(12-18) 0.6 0.8 0 5 2185
No. of Females(12-18) 0.48 0.71 0 4 2185
No. of Males(19-29) 0.4 0.63 0 4 2185
No. of Females(19-29) 0.41 0.55 0 4 2185
No. of Males(30-41) 0.31 0.47 0 2 2185
No. of Females(30-41) 0.38 0.49 0 2 2185
No. of Males(42-60) 0.35 0.49 0 2 2185
No. of Females(42-60) 0.29 0.46 0 2 2185

No. of HH Members(> 61) 0.22 0.48 0 4 2185
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Table 18: Summary Statistics on In-Migration of Members by Age, Gender and Reason

Variable Mean Std. Dev. Min. Max. N
Dummy for In-Migrants 0.4 0.49 0 1 2179
Dummy for Male In-Migrants 0.21 0.41 0 1 2179
Dummy for Female In-Migrants 0.25 0.43 0 1 2179

Dummy for In-Migrants(0-6) 0.32 0.47 0 1 2179
Dummy for In-Migrants(7-11) 0.02 0.14 0 1 2179

Dummy for Female In-Migrants(12-18) 0.03 0.17 0 1 2179
Dummy for Male In-Migrants(12-18) 0.02 0.14 0 1 2179
Dummy for Female In-Migrants(19-29) 0.03 0.18 0 1 2179
Dummy for Male In-Migrants(19-29) 0.02 0.15 0 1 2179
Dummy for Female In-Migrants(30-41) 0.01 0.09 0 1 2179
Dummy for Male In-Migrants(30-41) 0.01 0.09 0 1 2179
Dummy for Female In-Migrants(42-60) 0 0.05 0 1 2179
Dummy for Male In-Migrants(42-60) 0 0.05 0 1 2179

Dummy for Birth 0.31 0.46 0 1 2149
Dummy for Marriage 0.05 0.21 0 1 2149
Dummy for To be Close to School 0.01 0.07 0 1 2149
Dummy for To be Close to Work 0.02 0.12 0 1 2149
Dummy for To live with Parent/Relat. 0.03 0.16 0 1 2149
Dummy for Other Reasons 0.03 0.18 0 1 2149
Dummy for Divorced 0.01 0.07 0 1 2149
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Table 19: Summary Statistics on Out-Migration of Members by Age, Gender and Reason

Variable Mean Std. Dev. Min. Max. N
Dummy for Out-Migrants 0.26 0.44 0 1 2069
Dummy for Male Out-Migrants 0.16 0.36 0 1 2003
Dummy for Female Out-Migrants(12-18) 0.14 0.35 0 1 2041
Dummy for Out Mig (0 6) 0.04 0.19 0 1 1336
Dummy for Out Mig (7 11) 0.02 0.12 0 1 1213
Dummy for Female out-Migrants(12-18) 0.06 0.24 0 1 804
Dummy for Male out-Migrants(12-18) 0.03 0.18 0 1 945
Dummy for Female out-Migrants(19-29) 0.04 0.21 0 1 832
Dummy for Male out-Migrants(19-29) 0.07 0.26 0 1 726
Dummy for Female Out-Migrants(30-41) 0 0.07 0 1 815
Dummy for Male Out-Migrants(30-41) 0.01 0.09 0 1 658
Dummy for Female Out-Migrants(42-60) 0 0.04 0 1 638
Dummy for Male Out-Migrants(42-60) 0 0.05 0 1 762
Dummy for Child Death 0.04 0.18 0 1 2055
Dummy for Marriage 0.06 0.24 0 1 2055
Dummy for To be Close to School 0.02 0.14 0 1 2055
Dummy for Work Related 0.06 0.24 0 1 2055
Dummy for Adult Death 0.04 0.19 0 1 2055
Dummy for Divorced 0.01 0.12 0 1 2055
Dummy for Other Reasons 0.03 0.16 0 1 2055
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Appendix C: Additional Regression Results

Table 20: Program Participation and Number of Male Members: Further Disaggregation of the
12-18 Age Group

With HH FE Poisson

12-14 12-16 14-18 16-18 12-14 12-16 14-18 16-18

Treatment × Post -0.022 0.043 -0.017 -0.005 -0.020 0.073 -0.001 -0.017
(0.076) (0.094) (0.075) (0.088) (0.133) (0.116) (0.103) (0.165)

Post Period -0.035 -0.072 0.085 0.115 -0.095 -0.114 0.121 0.227
(0.079) (0.090) (0.085) (0.092) (0.148) (0.111) (0.109) (0.170)

Constant 0.580∗∗ 0.582∗ 0.664∗∗ 0.206
(0.283) (0.304) (0.266) (0.335)

Number of Obs. 1057 1233 1180 900 1057 1233 1180 900
adjR2 .016 .022 .018 .012
Prob > F 0.00 0.00 0.00 0.08 . . . .
Household FE Yes Yes Yes Yes Yes Yes Yes Yes
Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Time FE × Region Yes Yes Yes Yes Yes Yes Yes Yes
Region FE No No No No No No No No
Mean of the Dep. Var 0.57 0.81 0.76 0.57 0.57 0.81 0.76 0.57
Standard errors clustered at Woreda Level in Parenthesis
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 22: Probability of Observing a Household with Female Incoming Member due to Mar-
riage: By Age Groups

Probit

12-18 14-18 16-18 19-29
main
Treatment × Post (d) 0.013 0.025 0.025 0.005

(0.014) (0.021) (0.023) (0.013)

Treatment (d) -0.008 -0.024 -0.029 0.008
(0.014) (0.017) (0.020) (0.014)

Post Period (d) 0.027∗∗∗ 0.020∗∗∗ 0.011∗ -0.013
(0.009) (0.007) (0.007) (0.013)

Number of Obs. 1689 1689 1393 1801
OLS

12-18 14-18 16-18 19-29
Treatment × Post 0.013 0.019 0.014 -0.003

(0.012) (0.013) (0.010) (0.016)

Treatment -0.002 -0.009 -0.012 0.011
(0.012) (0.010) (0.009) (0.021)

Post Period 0.008 0.006 0.001 -0.009
(0.006) (0.006) (0.004) (0.014)

Constant -0.000 -0.001 -0.017 0.020
(0.038) (0.035) (0.019) (0.028)

Number of Obs. 2185 2185 2185 2185
adjR2 .0047 .0041 -.002 .011
Prob > F
Household FE No No No No
Time FE Yes Yes Yes Yes
Time FE × Region Yes Yes Yes Yes
Region FE Yes Yes Yes Yes

With HH FE

12-18 14-18 16-18 19-29
Treatment × Post 0.012 0.019∗ 0.016 -0.006

(0.010) (0.011) (0.010) (0.016)

Post Period 0.009 0.003 -0.004 -0.010
(0.013) (0.009) (0.007) (0.014)

Constant -0.007 -0.014 0.003 0.015
(0.024) (0.024) (0.021) (0.043)

Number of Obs. 2185 2185 2185 2185
adjR2 .0032 .0032 -.0026 .014
Prob > F
Household FE Yes Yes Yes Yes
Time FE Yes Yes Yes Yes
Time FE × Region Yes Yes Yes Yes
Region FE No No No No
Standard errors clustered at Woreda Level in Parenthesis
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Linking Cash Transfers with Labor Supply:
Assessing Impact on Household Structure

Tseday J. Mekasha*

Abstract

We use a longitudinal data from the Ethiopian productive Safety net program, which
constitutes labor intensive public works as one of its major components, to assess how
income transfers and labor supply conditions attached to such programs affect household
structure. Our identification strategy relies on changes in the participation status of
households that is caused by the continuous re-targeting effort observed in the course
of program implementation. This enables us to identify the effect of the program using
differences between beneficiary and non-beneficiary households as well as differences in
their before and after program participation. We found that both the financial gains from
the program and the labor supply requirement associated with it have a positive impact on
household size. While the income effect is found to be associated with an increase in the
number of adolescent female household members, the labor supply effect works through an
increase in the number of male household members. The relative increase in the number
of adolescent female household members appears to be due to the (early) marriage delaying
effect of the program. Contrary to findings of the existing literature on related programs
elsewhere, we do not find evidence to associate the program with an increase in fertility.
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1 Introduction

In recent years, social protection programs that provide cash transfers to households
either as a pure income transfer or conditional on certain requirements being fulfilled
are becoming common in Africa. These programs range from age based cash transfer
programs that target certain age groups, like children and the elderly as in the South
African Child Support Grant and Old Age Pension Scheme, or broader cash transfer
schemes that focus on the poor and most vulnerable. The latter is becoming more
common in sub Saharan African countries where it is being promoted as a tool to fight
poverty and bring sustainable changes in the livelihood of the poor (see Nino-Zarazúa
et al. (2012), Barrientos (2012) and Schubert and Slater (2006)).

In the face of binding resource constraints, households’ effort to fight poverty and
bring meaningful changes in their livelihoods by and large depends on how resources
are shared within the household. This in turn depends, among other things, on house-
hold structure. According to existing evidence in the literature household structure in
low income countries, as captured by size and composition, responds to both economic
gains and losses (see Rosenzweig (1988), Winters et al. (2009) and papers cited therein).
In view of this, understanding the process of household formation and partition in the
context of low income countries is crucial for ensuring effectiveness of interventions
that aim to improve the livelihood of the poor.

However, little is known how cash transfers programs and conditions associated
with them affect households’ behavior in terms of changing their size and composi-
tion. In this regard, the bulk of the literature on Africa is on the South African social
pension scheme assessing how stable income gains affect labor migration/labor supply
response of prime aged adults (Bertrand et al. (2003), Posel et al. (2006), Hosegood et al.
(2009)), living arrangements (Edmonds et al. (2005)), household composition (Maitra
and Ray (2003)), among others. Although these studies provide useful insight, the
generalizability of their results to poverty focused cash transfer programs is limited
due to the distinct features of the social pension scheme in South Africa; in terms of
eligibility criteria, target group and program objective.1 It is thus important to fill the
knowledge gap on how income gains from poverty focused programs and conditions
attached to these programs affect household structure as this has a clear implication
for the effectiveness of the programs in achieving their desired goals. In this paper we
aim to do this using the Ethiopian Productive Safety Net program (PSNP) as a case in
point.

Hoddinott and Mekasha (2015) show that participation in the Ethiopian Productive
Safety Net Program (PSNP), where households receive cash transfer contingent on
supplying labor to public works, is associated with an increase in household size. They
further show that the increase in household size is mainly due to a relative increase in
number of female household members. Even if these findings reveal interesting facts

1For a detailed discussion on how cash transfer programs based on age vulnerability like the South
Africa social pension scheme differs from poverty focused cash transfer programs can be found in
Nino-Zarazúa et al. (2012)
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on the relationship between program participation and household structure, it is mute
as to which component of the program induces the observed change in household
structure. That is, does this change reflect households’ response to the benefit, the
conditions attached to it or both? Thus, in this paper we aim to explore to what extent
the economic incentive following participation in the public works component of the
Ethiopian Productive Safety Net Program and the labor supply conditionality tied with
it have a role in explaining the change in household size and composition. In particular,
effort is made to disentangle the income effect of participation from the effect that can
originate from the labor supply requirement of the program.

On the one hand, by relaxing the financial constraint rural households are likely to
face, public works cash transfers can induce beneficiaries to add new members, retain
existing ones for longer than usual or facilitate household partitioning either through
marriage or labor migration (Foster (1993)). On the other hand, the labor supply
requirement attached to the income benefit is likely to introduce another resource
constraint, particularly a time/labor constraint within the household. This may induce
participant households to attract new(working age) members and/or retain their able-
bodied members.2 To what extent this additional constraint affects household structure
depends on whether the constraint is binding or not, which in turn depends on the total
labor pool of the household and how much time the household is left for agriculture and
other household chores net of pubic work participation (see Hosegood et al. (2009)).3

The effect of participation in PSNP public works on household structure will thus
depend on the degree to which the income gains relax households’ financial constraints
and the extent to which the time constraint induced by the labor supply requirement
is binding. It is therefore important to empirically quantify how each of these two
mechanisms affects household structure and this is the main objective in this paper.

Although there are efforts to evaluate the effectiveness of the Ethiopian PSNP, the
principal focus of these evaluations have been on the behavioral response of households
in terms of targeted outcomes like agricultural investment and productivity, the level of
food security and asset holding/building (Hoddinott et al. (2012), Berhane et al. (2011b)
and Andersson et al. (2011)). The effect of the program on these intended outcomes
by and large depends on how income gains from the program are shared and the
extent to which the program affects labor allocation within the household. The results
of this paper will thus add a different perspective to the assessment of the program
effectiveness.

Our data relies on the four rounds of the Ethiopian Productive Safety Net surveys
that have been conducted during the period 2006-2012. On top of participation in-
formation, these surveys have information on the level of actual benefits/payments
households receive and the number labor days households worked on public works
activities. Moreover, the longitudinal nature of the data coupled with the rich set

2One can also argue that, the time/labor constraint can also induce participants to send their small
children to relatives as they will not have time to look after them.

3Given that all able bodied working age adults participate in public works, conditional on the
household becoming eligible for the program, there can be a trade-off between public works participation
and other household activities including agriculture and daily household chores.
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of question on household demographics and migration status of each member in the
household makes this data set suitable to address the question at hand. Our identifi-
cation takes advantage of the variation created by the continuous re-targeting efforts
during program implementation which changes the participation status of some of the
households. In particular, the continuous re-targeting gives the data a unique structure
which gives us the chance to observe beneficiary households both before and after
becoming participants in public works program. We thus employ a differences-in-
differences approach to identify the effect of interest.

The analysis reveals interesting findings: both the income effect from public works
participation and the labor supply requirement attached to it are found to induce
changes in household structure. We also find evidence pointing to differential impacts
based on the attributes of household members including their age and gender. In
particular, an increase in public works per capita income is associated with an increase
in household size which mainly arises due to participants delaying the marriage of
their adolescent female members. The income transfer is however associated with
an increase in female marriage in the 19-29 age category. On the other hand, the
labor supply requirement appears to be associated with an increase in number of male
household members, particularly those in the 19-29 age category. Lastly, we do not
find any evidence to suggest that public works income transfer increases number of
members in the 0-6 age group. We instead find suggestive evidence associating an
increase in public works labor months with an increase in the probability of observing
a household with an outgoing member in 0-6 age group; which can be explained by
the time constraint beneficiary households are likely facing for child care.

The rest of the paper proceeds as follows: Section II presents a brief overview of the
Ethiopian productive Safety Net program with a particular emphasis on the public work
component of the program, introduces the data and provides some descriptive statistics.
While Section III describes the model specification and estimation techniques, the main
findings and related discussions are presented in Section V. Finally, a concluding remark
is given in Section VI.

2 Program Background, Data and Descriptive Statistics

2.1 The Ethiopian Productive Safety Net Program and its Public
Works Component

Ethiopia has been reliant on emergency food assistance for decades. Following in-
creased consensus on the limitations of such assistance in bringing sustainable solution
to chronic food insecurity problems in the country, the government of Ethiopia has
launched the National Food Security Program (EFSP) in 2003 with the aim of address-
ing the root causes of food insecurity. Later in 2005, the Ethiopian Productive Safety
Net Program, henceforth PSNP, is started as one major component of the EFSP.
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The main objective of PSNP is to smooth household consumption and prevent as-
set depletion through predictable cash transfer to poor and chronically food insecure
households while building household and community level assets. The program runs
with an annual budget of nearly 500 million US dollar reaching more than 7 million
people and is among the largest social protection program in sub-Saharan Africa. Gilli-
gan et al. (2008). The program is being implemented in eight regions across the country
focusing on chronically food insecure woredas in these regions. The regions include:
Amhara, Oromiya, SNNPR, Tigray, Harrari, Afar, Somiali and Dire Dawa. Target-
ing under PSNP is done using a combination of methods including geographic and
community targeting where the latter includes the actual identification of beneficiary
households by the community food security task force.

Public Works under PSNP4

PSNP has a public works and direct support components. The public work component
is the major part where beneficiary households receive cash transfers conditional on
participating in labor intensive public works activities that aim to build community
assets. The direct support component is, on the other hand, unconditional transfer for
labor constrained households that could not supply labor for public works.

• Public Works Labor Supply

Once a household becomes eligible to participate in PSNP, based on assessment of
past history of unmet food needs and asset and wealth levels, the next step is to decide
whether to classify the household as either a public works beneficiary or direct support
beneficiary. This depends on the availability of able bodied members in the household.5

If the household does not have any able bodied member, it will be classified as a direct
support beneficiary. On the other hand, if some of the members are able bodied and
some are not, the able bodied members can work on behalf of the dependents to secure
payment entitlement on behalf of the latter.6

However, an able bodied member can work for dependents only up to a labor cap,
which is 15 days per month per economically active member. In view of this, the
maximum number of days a public work beneficiary household can work is given by
No. of able-bodied individuals × 15. This shows that there is no uniform labor cap that is
applied at the household level. Within a household, since each able bodied member is
required to work 5 days per month, the 15 days labor cap implies that an able bodied
member can work for himself/herself and for 2 more other dependents.

The labor cap particularly applies on households whose number of dependents
exceed the number of able bodied members. In particular, in view of the above infor-

4The discussion below heavily draws on the PSNP program Implementation Manual 2010
5For a household member to be eligible to participate in public works, the member should be able

bodied and above 15 years of age; and particularly for females, they should not be pregnant after 4
months and should not be a lactating woman within the first 10 months after giving birth.

6Targeting after 2008 becomes Full Family Targeting (FFT), meaning that once the household becomes
eligible to participate in the program, all family members are entitled to get the benefit.
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mation, it can easily be seen that a labor cap will be applied if the ratio of dependents
to able bodied members is greater than 2. Such households will still be classified as
public work beneficiaries but receive a combination of public works and direct support
transfer.

• Public Works Payment

In a given year and for a given wage rate, beneficiary households are required to
participate in public works for 6 months in non-agricultural season and hence are
entitled to a certain amount of payment.7 Over the years, public works wage rates
have been adjusted for the rise in the cost of living. Accordingly the wage rates in the
respective years were: 6 Birr (Ethiopian currency) in 2006 and 2007, 8 Birr in 2008, 10
Birr in 2009 and 2010, 12 Birr in 2011 and 14 Birr in 2012. After the introduction of FFT
in 2008, the entitlement varies with the number of household members. Accordingly,
the annual total entitlement for a household under FFT is calculated as:

Entitlement = Total Household Size × 5 days of Work/ month/able bodied adult member
×Wage Rate × 6 months (2.1.1)

2.2 Data and Descriptive Statistics

The data we use for the empirical analysis relies on the four rounds of the Ethiopian
Productive Safety Net (PSNP) surveys that have been conducted over the period 2006-
2012 in four PSNP beneficiary regions, namely Amhara, Oromiya, SNNPR and Tigray.8

Surveys were conducted in June/July of 2006, 2008, 2010 and 2012. Thus, for the survey
years, data on the number of public work days and amount of public works payment
is observed only for the first five months of the respective survey years. On the other
hand, for years in 2007, 2009 and 2011, information on public work days and payment is
observed for the whole year. Moreover, while data on household size and composition
is available only for the survey years, information on entering and exiting members is
available for all years.

One particular aspect of the program that we make use of in this analysis is the
continuous re-targeting that is carried out in the course of program implementation.
In particular, every year the Community Food Security Task force updates the existing
PSNP client list with the aim of identifying households that are ready to graduate,
correcting for exclusion error and selecting new entrants. This aspect of the program
enables us to form a longitudinal data by focusing on beneficiary households that are
late comers to the program.

7Note that before the introduction of the Full Family targeting (FFT), payment entitlements do not
vary by household size. That is, after FFT, the benefit becomes per household member rather than per
household.

8Details about the sampling method is given in Berhane et al. (2011a) as well as Hoddinott et al.
(2012).
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Accordingly, we get three groups/batches of treatment households, where a house-
hold is considered as a treatment household if it receives a positive amount of public
works payment. For the empirical analysis we have used two different (continuous)
measures of levels of treatment. While one captures the amount of public works pay-
ments received by the household and the other captures the number of labor days
supplied by the household for public work activities.

Regarding classification of beneficiary households into different batches, the first
treatment batch includes households that were not part of the program in 2006 but
become beneficiaries in 2008 only or both in 2007 and 2008. For these households, 2006
is used as their before period. In doing so effort is made to select comparable number of
control/non-beneficiary households from the same geographical area as the beneficiary
households. The second treatment batch includes households that participated in the
program during 2007-2010, or 2008-2010, or 2009-2010 or in 2010 only. The before
periods for these households vary depending on when they started to participate in
the program and it can respectively be stated as 2006, 2006-2007, 2006-2008, 2006- 2009.
Finally, the same thing applies to the last treatment batch households that stayed in the
program until 2012. Again, the before period varies based on the year they joined the
program. In all cases, direct support beneficiaries are not included.

For each of the above treatment batch, the corresponding comparison groups are
households that never received public works payments in the treatment period in ques-
tion. For the first treatment batch households, for example, households that did not
participate in the program in the three years from 2006-2008 are used as comparison
households. And the same follows for the other treatment batch households. To in-
crease comparability, we give priority to households that were not beneficiaries in early
years but become part of the program in later years in our construction of comparison
group households as well as for households that were initially entitled to participate
but did not actually get any payment. Moreover, geographical considerations are also
used to get a comparable number of households from the same ’Kebele’ as in the
treatment households.9 In our construction of comparison group households, direct
support beneficiaries are excluded.

The final sample, excluding the years 2007, 2009 and 2011 includes 2871 total ob-
servation comprising of 1414 beneficiary and 1457 non-beneficiary households. The
data is then collapsed so that for each household we have one before and one after pe-
riod. That is, for outcome variables that are continuous (for e.g. number of members)
we take the respective averages of the before and after periods. Whereas for binary
outcome variables (for e.g. indicators for households having an incoming/outgoing
members), we generate an indicator variable which equals 1 if the household has at
least one incoming/outgoing member and zero otherwise, in the respective periods.
The same applies for covariates as well. On the other hand, for our treatment level
indicator variables (payment and public work days), we take the average in the post
period and entered it in both periods as these variables are used as indicators of levels
of treatment. Following this, we end up with a total observation of 1334 households.
Descriptive statistics of the variables used in this paper is presented in the appendix

9Kebele is the smallest administrative unit in Ethiopia
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Table 9-Table 13

3 Empirical Model and Identification

Model

This section presents the empirical model that we use to disentangle the channels
through which public works participation affects household structure, as measured
by its size and composition. In particular, as alluded to in the introduction, the main
objective is to empirically assess how households change their size and composition
following financial gains from public works programs as well as to the labor supply
requirements attached to it.

In theory, holding, among others, public works labor days constant, an increase in
public works income transfer is expected to increase household size (and its disaggre-
gated components) by relaxing households liquidity constraint. Assuming economies
of scale in household chores like child care and food preparation, there can potentially
be gains from increasing size of the household. Presence of household public goods can
also be an additional source of economies of scale that can justify increasing household
size (Deaton and Paxson (1998) and Lanjouw and Ravallion (1995)). However, after
a certain point the non-rivalry nature of the household public goods will cease and
congestion can arise. There is thus a certain optimal household size beyond which
the cost of increasing household size outweighs the potential benefits (Fafchamps and
Quisumbing (2007)). The above arguments shows that there is a non-linear relationship
between household size and income; we thus do not expect households to steadily in-
crease their size following increases in income. In our empirical model given below we
have therefore included a quadratic term in income transfers to capture this potential
non-linear relationship(see Equation 3.0.1).

Since the net change in aggregate household size (its disaggregated gender and age
components) is a combined effect of the flow of members in and out of the household,
we also estimate, separately, the probability of observing a household with at least one
incoming or outgoing member.

In relation to outgoing members, an increase in the level of public works payments,
all else equal, can increase or decrease the probability that the household has an out-
migrant member. On the one hand, households can use the additional income to
finance activities that would have been impossible without the income transfer, for
example, it can be used to finance migration of working age adults or wedding cer-
emonies. On the other hand, the income effect from transfer payments can increase
households’ capacity to support more members inducing them to increase retention
of their existing members. Due to this, the effect of transfer payments on probability
of observing outmigration (and hence on household size) is ambiguous; but will have
important implications on the age and gender composition. Similar argument goes to
incoming members. In particular, an increase in transfer payments is likely to increase
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a household’s probability of adding new member/s, either through birth or hosting
relatives.

In relation to the labor supply requirement, an increase in public works labor days
(labor supply for public works) can compete with the labor time beneficiaries have for
agriculture and other livelihood activities. Holding, among others, transfer payments
constant, this can increase the demand for working age labor within the household and
hence induce beneficiaries to invite new adult members or retain their working age
adults longer than usual. We would therefore expect an increase in public works labor
days to affect household size and composition; as well as the probability of having
outgoing or incoming members.

As pointed out before, the impact of supplying labor to public works on household
structure will, however, depend on the extent to which the household’s time/labor
constraint is binding. And the labor pressure (constraint) ensued by supplying labor
to public works will in turn hinges on the number of able bodied household members
and the size of agricultural land that is available to the household. This is important
as it determines the amount of labor the household is left with for agriculture and
other household chores, net of public works participation.10 Thus, controlling for the
per capita land available to the household, the number of per capita (average) public
work days can capture/measure the level of pressure the household is likely to face
from supplying labor to public works.11 Conditional on per capita land, an increase
in per capita public works labor supply would be expected to lead to an increase in
household size, but only after a certain point, beyond which the household will face a
labor pressure. Or, it should be expected to instigate inflow of members and/or increase
retention of current members only after a certain point. To capture this potential non-
linear relationship, we have therefore included square of the per capita public works
days in the estimated model given in Equation 3.0.1.

In view of the above discussion the empirical model to be estimated in this paper
takes the following form:

Yit = α1 + β1Post + β2paymentt−1 ∗ Post + β3(paymentt−1)2 ∗ Post (3.0.1)
+β4dayst−1 ∗ Post + β5(dayst−1)2 ∗ Post + β6Xit + µi + uit

where Yit refers to aggregate household size or its disaggregated components, num-
ber of members by age and gender; or alternatively a binary variable which equals
one if the household has at least one incoming (outgoing) member and zero otherwise.
Post is a dummy which equals one for (after) treatment period, dayst−1 is lag of pub-
lic work days per economically active members in the household (measured in labor
months), paymentt−1 is lagged public work transfer payments divided by average size

10For instance, households that supply the same per capita (average) public works days can face
different degree/level of labor pressure depending on the total labor days they have left for agriculture.

11Per capita land and per capita labor days are calculated/given by dividing total land and total public
works days by the number of economically active members, respectively.
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of the household in the sample period, Xit captures other time varying factors that
can potentially affect both the outcome and the main variables of interest (i.e) public
work labor months and payment. Finally, µi is household fixed effect capturing time
invariant household characteristics. Other control variables include: household head
characteristics, measures of household economic and wealth status, poverty percep-
tion, shocks to crops and livestock, region dummies, per capita land holding, duration
of participation as well as the number of years the household is observed in the data.

In Equation 3.0.1, both the amount of public works transfer payment and labor are
expressed in per capita terms to effectively capture the actual benefit the household
is getting and the actual labor pressure the household is facing, respectively.12 The
parameters of interest in Equation 3.0.1 are β2, β3, β4 and β5.

Estimation Issues

Equation 3.0.1 is estimated using Differences-in-Differences approach. In particular, we
use the variation in the level of treatment between beneficiaries and non-beneficiaries
coupled with the overtime variation in level of treatment (payment and labor supply)
as we observe beneficiaries in both the before and after their treatment period. On top
of this, since we are using continuous treatment indicators, we are also making use
of the variation in the level of treatment across beneficiary households to identify the
effect of interest.

Although households can be observed in the data for more than two years, the data
that we used for estimation is averaged over the before and after periods so that each
household is observed only for two period periods. In particular, for the treatment
indicator variables (public work payments and labor months) we take average of the
lagged per capita payment received and lagged per capita labor months worked over
their respective treatment periods. For the outcome variables and other covariates, we
take averages of the variables in the before and after periods.

In all estimations, we have included ”duration” of participation and the ”number
of years” each household is observed in the data. The latter is important because the
wider the time window we observe a household in our data (regardless of participation
status), the more likely it will be to observe an incoming or outgoing member.13

One thing that is worth noting in relation to the variation in public works per
capita payment is that, once we hold labor supply to public works constant, the across
beneficiary variation in the level of payments mainly comes from the variation in
public works wage rates as well as transfers from the direct support component of
the program. The latter is made possible since labor capped households can receive a
mix of benefits (direct support plus public works) as they will not have enough able

12The use of per capita payment does not matter in fixed effects estimations as the household fixed
effect absorbs whether the household is large or small.

13It is worth noting that the variable ”number of years” is different from duration in the sense that
the former also takes into account the number of years we observe the control/comparison households
in our data, while the variable ”duration” only takes positive values for treatment households.
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bodied members to secure payment entitlement for dependents. Moreover, part of the
variation can also be due to differences in payments overtime and across geographical
locations, where the latter can arise due to differences in program implementation.
For instance, there are cases where we observe households receiving different levels of
payments for the same amount of public work labor days.

One potential challenge in estimating Equation 3.0.1 is the issue of endogeneity that
can arise since shocks to household size and composition are also likely to be correlated
with our variables of interest (public work payments and labor months). To minimize
this problem, we use lagged per capita payments and lagged per capita public works
labor supply as these are less likely to be correlated with shocks at period t. This
amounts to assuming that shocks to household size at time t are orthogonal to shocks
at t−1, uit ⊥ uit−1 ensuring that the errors are uncorrelated with past, present and future
values of the regressors.14

4 Results and Discussion

As we have indicated in the introduction, Hoddinot and Mekasha (2015) find partici-
pation in the Ethiopian Productive Safety Net Program (PSNP) to be associated with an
increase in household size. Given the nature of the program, where participants receive
cash transfers conditional on supplying labor to public works activities, two mecha-
nisms might be at work behind this change in household size. While one mechanism
may work through relaxing households’ income constraints, the other mechanism may
operate through creating a labor/time constraint on participant households. In view
of this, there are two important questions that we address in this paper: 1) If and
to what extent these two mechanisms affect household demographic dynamics 2) Do
these mechanisms have differential impact based on member attributes like gender and
age? Answering these two questions will be the focus of the following sub sections.

In all estimations, standard errors are clustered at Woreda level in order to allow for
arbitrary autocorrelation of the errors across households within a Woreda.15 Our unit
of analysis in all regressions is the household. Moreover, in all of our estimations we
include a host of covariates that can potentially affect both household size/composition
and our variables of interest (public work payments and public work labor supply). For
the sake of brevity, we focus on our variables of interest and do not report coefficients
of the other covariates. Unless otherwise stated, all regressions include: household
head characteristics, measures of household wealth, economic status and poverty per-
ceptions, shocks to crops and livestock, per capita land size, region dummies, duration

14We take the lags of these variables before collapsing the data into two periods. Using the lag of per
capita payment and public work labor months also helps us to use full year information on payment
and public work labor months instead of five month information available during survey years. As
indicated in subsection 2.2, for the survey years (2006, 2008, 2010 and 2012), public works payment and
public work days worked are observed only for five months (January-June).

15Woreda is the third administrative unit in Ethiopia next to Region and Zone.
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of participation in the public works program and the number of years the household
is observed in the data.

As it is discussed in section 3, we also include the quadratic terms of our variables
of interest and their respective interactions with the post treatment period indicator.

In the DiD model, the parameters of interest are given by the coefficient of the inter-
action term between the post treatment period indicator and public works payment,
public works labor months and their square terms. While interaction terms that in-
volve public work payment are meant to capture the income effect of participation in
labor intensive public works, the labor pressure effect that goes beyond and above the
income effect is captured by interaction terms that involve public works labor supply.
In all cases, we have demeaned the treatment intensity indicators using the average
level of treatment in the sample so that the coefficients can be interpreted as responses
of households receiving the average levels of treatment.

4.1 Financial Incentives and Changes in Household Size

This subsection presents results on how financial gains from participation in labor
intensive public works affect household structure, controlling for, among others, labor
supply to public works activities. We start with a discussion about the income effect
of the program on aggregate household size and its components, numbers of male
and female household members. This will then be followed by a discussion about the
income effect on the numbers of male and female household members in the different
age categories. In each of the cases, we estimate Equation 3.0.1 using OLS, OLS with
household fixed effects and fixed effects Poisson estimation techniques. The fixed
effects Poisson estimation is applied in view of the count data nature of the dependent
variable; and the coefficients from this estimation have a percentage interpretation.

Coming to the results, holding the number of public work months and other co-
variates in the model constant, an increase in public works income transfer is found
to increase household size but at a decreasing rate, although the squared term is not
precisely estimated (see Table 1).

Regarding the size of the income effect, on average, an additional one thousand
birr increase in public works per capita income is found to increase household size
by about 1.2 members as can be seen from Column 1 of Table 1. In view of the mean
household size in the sample, which is 5.54, the estimate amounts to a 22 percent
increase in household size following an additional 1000 birr per capita public works
income payment per year.16 Following a similar increase in per capita income payments
from public works, the corresponding coefficient estimate from the fixed effects Poisson
estimation also shows a 19.3 percent increase in household size.17

16At the current exchange rate, 1 Ethiopian birr is approximately 0.05 USD, thus a 1000 birr increase
is about 50 USD.

17Given the average per capita transfer in the sample, which is 263 birr, a 1000 birr increase in per
capita payment amounts to a 300 percent increase in the level of public work transfer.
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Looking at the impact of the income transfer on the numbers of male and female
household members (gender disaggregation), the income effect of the public works
transfer payments appear to vary by gender. In particular, the income effect of the
cash transfers observed at aggregate household level appear to come solely from the
effect on the number of female household members. As can be seen from both the fixed
effects and Poisson estimations results, the coefficient of the level of payments on the
number of female household members is positive and statistically significant. On the
other hand, in the case of the number of male household members, the income effect of
the public works cash transfers is found to be statistically indistinguishable from zero
in all cases.

In relation to the magnitude of the income effect observed for females, an increase
in public works income is found to be associated with an increase in the number of
female household members by 0.962 members. More specifically, as can be observed
from the fixed effects estimation result (see Column 2 of Table 1), a 1000 birr increase in
per capita public works income payments is found to be associated with a 36 percent
increase in the number of female household members. The corresponding estimate for
females in the Poisson model also tells similar story. (see Column 5 of Table Table 1).

The above findings makes it clear that the income effect of an in increase in pub-
lic works cash payments tend to work only through increasing the number of female
household members. The observed increase in the number of female household mem-
bers can be either due to an increase in the number of incoming female members or
increased tendency of retaining them for a longer period following an increase in the
intensity of treatment (payment). Since we have data on migration of members in and
out of households, we will be able to test which channel is in play here. Before that,
however, it is interesting to see which age group, among female household members, is
deriving the observed increase in number of female household members. Even among
female members, households may tend to increase their female members in certain age
groups over others. In order to test if there is such heterogeneity in the income effect,
based on the age of female members, we split the sample of female members into 3
different age groups and run separate regressions for each age group.18

The result for the number of females disaggregated by age is presented in Table 2.
As can be seen from this table the estimated impact of income transfers on aggre-
gate household size and on the number of female members appears to be manifested
through an increase in the number of female household members in the 12-18 age
group. However, as can be seen from the negative coefficient of the quadratic terms
(Sq. Payment×Post) the effect is decreasing with the level of income transfers. In all
cases, the coefficient estimates for both the linear and square terms are found to be
statistically significant at 1 percent. As indicated in section 3 the observed non-linear
relationship between public works income transfers and household size is theoretically
expected; we do not expect households to expand their size steadily as they get more
income. From a theoretical standpoint, because of the presence of a diminishing returns

18We focus on these three age categories as females in these age groups are the ones that are more
likely to either move-into households or are the likely candidates to be retained (kept for longer in the
household). As can be seen from Figure 2, this is also supported by the data.
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in terms of sharing household public goods, a linear relationship between household
size and public works transfer payments is less tenable (See also Foster and Rosenzweig
(2002)). It is rather reasonable to assume that there is a point of congestion beyond
which the cost of adding a new member outweighs its benefits. Contrary to the results
observed for females, the age disaggregation in the case of male household members
does not reveal much as is also observed at the aggregate level (See Table 3).

Taken together the evidence thus far shows that the income/financial gain from
participating in labor intensive public works activities induces an increase in household
size which is only explained by an increase in the number of female members in
the 12-18 age group. In the next sub section, we will explore whether the observed
heterogeneous (across gender and age groups) impact observed for income transfers is
also reflected when we look into the labor supply effect of the program on household
size and composition.

4.2 Impact of Labor Supply Conditionality

In this sub section we examine if the labor supply conditions attached to the income
transfer has impact on household size and composition and if there is differential
impact by age and gender of the household members. As argued before, the labor
supply condition requires every economically active household member (regardless of
gender) to supply labor for public works. In some cases able bodied members of the
household will have to work on behalf of the dependents. There is likely to a tradeoff
between supplying labor for public works and engaging in own agricultural and other
household activities including child care, food preparation and other tasks related to
livelihood (eg. herding of livestock and preparation of land for the next agricultural
season etc). It is therefore reasonable to assume that the labor supply requirement of
the program can increase demand for labor within the household .We expect the public
works labor supply requirement to have a more pronounced effect on economically
active members of the household. However, it can also be the case that the pressure
on labor demand can also lead to an increase in the number of household members in
non-working age groups. 19

Estimation results on the labor supply effect of the program on household size and
composition depicted in Table 1 reveal some interesting facts. In particular, as can be
seen from this table, holding income from public works and other covariates in the
model constant, we do not find any evidence to suggest an increase in labor months is
associated with the number of female household members. In all cases the coefficients
of (PW Days × Post) and (Sq. PW Days × Post) terms are not statistically significant.
For the number of male members, on the other hand, there is some evidence showing
that an increase in households labor pressure (per capita public works labor days)
leads to an increase in the number of male members. Even if the linear term capturing

19In rural Ethiopia it is not uncommon for young boys and girls to take part in some labor activities,
for eg. herding, water fetching, food preparation and babysitting. In view of this, it is not unrealistic to
expect a labor supply effect on the number of non-working age (7-11 or 12-14) members.
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the intensity of treatment is negative, but statistically insignificant, the positive and
statistically significant coefficient on the quadratic term indicates that the labor pressure
effect kicks in only after a certain level of per capita labor supply. To some degree, this
effect is also reflected on aggregate household size (see Table 1).

A closer look at the age disaggregated results reported in Table 3 shows that the
labor supply effect of public work participation observed for male members is mainly
reflected in the number of males in the 19-29 age group. In particular, conditional on
public works income gains, an increase in public works labor months is found to be
positively associated with the number of male household members in the 19-29 age
category. This result appears to be consistent in both the fixed effects and Poisson
estimations.20

In a nutshell, both the income gain and the labor supply requirement/condition tied
to it are found to explain the increase in aggregate household size. In particular, while
the income effect of participation is manifested only through a relative increase in the
number of female household members in early and late adolescent age groups, the la-
bor supply effect mainly works by increasing the number of working age (19-29) male
members . However, as noted before, since the observed increase in aggregate house-
hold size can be either through addition of new members or retention of existing ones,
it is early to conclude that beneficiary households are expanding their size following
the income and labor supply effects of program participation.

The change in household size and composition observed above is obviously a
net/combined effect of changes in the number of members moving in and out of the
household. It is therefore important to assess how the income and labor supply effects
of participation influences households’ behavior in terms of their decision to retain
current members and welcome new ones. This is discussed in the section below with
a particular focus on the age-gender categories that are found to be important in ex-
plaining the increase in household size observed at the aggregate level.

20For female members, even if the age disaggregated result in Columns 5 and 8 of Table 2 show that
the total effect of an increase in public works labor months is positive, the coefficient of the squared
terms is statistically indistinguishable from zero.
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4.3 Does the Program affect Member Retention/Out-Migration?

Income gains from cash transfer programs and the conditions attached to them can
either facilitate or deter out-migration of household members. In particular, if the
cash transfer is big enough to relax households’ resource constraints, it can induce
out-migration of working age members (among others, see Hosegood et al. (2009)).
On the other hand, it can also be argued that income gains from cash transfers can
give households the capacity to support more members inducing them to retain their
members for longer period. This member retention tendency on the part of program
beneficiary households will however be optimal as long as the cost (both the direct
and opportunity costs) of keeping a member does not exceed the benefit.21 In a similar
manner, conditions attached to cash transfer programs can also deter out-migration,
for example if the part or all of the benefit is going to be lost when the member moves
out of the household (see for eg. Stecklov et al. (2005)).

Against this background, the observed increase in aggregate household size, partic-
ularly the increase in the number of adolescent females and working age male members
found in this paper can plausibly be explained by the retention of current members.
As indicated above, households’ decision whether to retain their members or not can
be influenced by the income and/or labor supply effects. Before we explore this further
using regression analysis, it is important to discuss why members leave the household.
We have illustrated the reasons given for out-migration of male and female household
members in Figure 1.

Graphical Analysis

As can be seen from Figure 1, which is done using the member level data, members leave
the household for various reasons, and for some of these reasons there are clear gender
differences. For example, for females, the major reason for leaving the household is
found to be marriage. Of the total number of females that move out of the household, 34
percent are due to marriage. The corresponding figure for males is only 17 percent. In
the case of male members, the main reason indicated for moving out of the household
is due to work related reasons. This accounts for about 35 percent of the total male
move outs and it is more than double when compared to females. Only 13 percent of
the total female move out is due to work related reason.22

21The direct costs include costs for food, clothing and other costs of sharing household public goods,
while the opportunity costs include the remittance potential migrants will send to the family (See Stark
and Bloom (1985). On the other hand, in addition to the social and psychological benefits of living
together, the benefits of member retention can be, for instance, if the stayer contributes to the income
or livelihood of the household or if s/he supports the household in non-monetary terms, for example
through his/her labor.

22Education (to be close to school) and divorce are the other two reason where we observe substantial
difference between males and females. While a relatively higher proportion of male members indicate
education as a reason for out migration, out migration due to divorce is clearly higher for females (11.2
percent for females vs 1.4 percent for males)
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Figure 1: Reasons for Moving Out of the Household: By Gender
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From the above figure it is clear that out migration due to marriage and work are
the two most important reasons for members to move out of the household. In view of
this, if member retention (or deterring out migration) is the main explanation for the
observed increase in the number of female and male members, we should expect the
financial gains from participation and the labor supply requirement attached to it to be
inversely related with out-migration of current members due to marriage and work,
respectively.

In order to assess if certain age groups are more likely to leave the household
compared to others, and see if there is a differential pattern by gender and participation
status, we have plotted migration propensities of the different age groups in Figure 2.

As can be seen from Panel (A), the outmigration propensity for females in the 15-
18 age group is substantially larger when compared to that of males in the same age
category. While the opposite is true in the case of the 19-29 age category, we do not
see any substantial difference between the two genders for other age categories. Panel
(b) plots the outmigration propensities of beneficiary and non-beneficiary household
members across age groups. This is a done regardless of the gender of household
members and it does not show any clear difference between beneficiary and non-
beneficiary households. In Panel (c) we compare outmigration probabilities of female
members in beneficiary and non-beneficiary households. Panel (d) does the same for
male household members. As can be seen from Panel (c), there is a clear difference
in the outmigration propensities of female members in the age groups (15-18 and 19-
29) where marriage and work related out migrations are more likely to occur. For
these age groups, females in non-beneficiary households have higher probabilities
of out-migration. For the 19-29 age group, while there is a steeper decline in the
probability of outmigration for non-beneficiary female household members, the decline
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Figure 2: Probability of Moving Out of the Household for Different Age Groups
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for beneficiary household members is relatively flatter. In other age intervals, however,
the probability of observing females moving out from the household does not appear to
differ that much between beneficiary and non-beneficiary household members. In the
case of male household members, on the other hand, we do not see any clear differences
(see Panel (d)).

Marriage and labor migration are more likely to be observed, plausibly, in the 15-30
age interval. This, coupled with the observation that marriage and work are the two
major reasons for leaving the household, observing an out-migrant in this age interval
can be attributed mainly, if not fully, to these two reasons.23

Overall, even if the above is based on post treatment period comparison between
beneficiary and non-beneficiary households, without taking into account the before
and after changes, there is clear indication that, in age intervals where we expect to see

23Given that early child marriage is still a problem in rural parts of Ethiopia, observing females getting
married in their mid-teens is not uncommon.
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relatively more out-going members, females in beneficiary households are less likely
to move out from the household.24 Given that marriage is the main reason for females
to move out of the household, the above pattern gives an indication about the (early)
marriage delaying effect of the program.

Regression based analysis

We have tested the above predictions empirically by estimating the model specified
in section 3, Equation 3.0.1 using a binary dependent variable which equals one if
the household has at least one marriage related female out-migrant member, and zero
otherwise. This is done separately for the 14-18, 15-18, 16-18 and 19-29 age groups and
the result from this exercise is presented in Table 4. We chose to focus on these age
groups since, given the context we are looking at, these are the age categories where
female marriage (including early marriage) is likely to happen. Since the regressions
are done conditional on a household having female members in each specific age
group, the sample size used in the estimations is smaller compared to what we used
in the previous regressions. Given the binary nature of the dependent variable, we
have done the estimations using linear probability model (LPM), with and without
household fixed effects, and Probit model.

As can be seen from Table 4, for females in the 14-18, 15-18, 16-18 age groups, an
increase in per capita public works income transfer, conditional on public works labor
supply and other covariates in the model, is associated with a decrease in the probability
of observing a household with a female out-going member due to marriage. This
can be seen from the negative and statistically significant coefficient on the quadratic
term. Although the coefficient on the linear term that captures the level of treatment
(Payment × Post) is positive, but statistically insignificant, in the fixed effects model,
the stronger coefficients on the quadratic term can be taken as an indication that the
income effect is weak for low levels of transfer payments. Overall, this implies that
income gains from public works participation has marriage delaying effect for female
adolescent household members.

On the other hand, the total income effect on female marriage is positive and statis-
tically significant for females in the 19-29 age group. The positive relationship between
income gains and the probability of observing a household with at least one female
member in 19-29 age category that moved out due to marriage is an indication that
the female marriage delaying decision of beneficiary households is done in a rather
rational way. That is, beneficiary households are willing to let their female members
get married when they reach an acceptable age for marriage. Given that age of the
female at first marriage is one of the proximate determinants of fertility, the marriage
delaying effect observed above will also have its own implication for the effect of the
program on fertility.

In view of the evidence in the literature that marriage can also be used as a means to

24Of course, this is also without controlling for any covariates and without taking the levels of
treatment into account.
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smooth consumption and mitigate risk in the face of income short falls (see Rosenzweig
and Stark (1989)), the marriage delaying effect of the public work income transfers
found in this paper can be indicative of the improvement in beneficiary households’
financial capacity to support their members.

On the other hand, conditional on the income effect, we do not find evidence to
suggest that beneficiary households are delaying the marriage of their adolescent female
members due to the labor supply effect of participation in public works activities. In
almost all cases, the parameters of interest for adolescent females are not precisely
estimated.

In Table 5 we have presented results showing income and labor supply effects on
work related out migration of male members; where the dependent variable is a binary
variable indicating whether the household has at least one male member that moved
out for work related reasons. Again, this is estimated conditional on the household
having a male member in the relevant age groups. Looking at the results, there is only
weak evidence that the income effect of participation increases out-migration of male
members in the 19-29 age group at decreasing rate. However, this evidence is weak and
it is not robust across specifications. Moreover, we do not find evidence to suggest that
an increase in public work labor months is associated with a decline in out-migration
of males, which is what one would expect to observe if the labor supply effect induces
retention of male labor.
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4.4 Effect of the Program on Probability of Adding a New Member

In understanding how the income and labor supply effects of public works participa-
tion affect household size, it is important to examine if the probability of attracting
new/incoming members increases with the level of treatment. Broadly speaking, the
addition of a new member to a household can reflect two things: first, assuming that
the flow of benefit is mostly from the host to the new member, it shows the household’s
willingness and capacity to support more members; second, it can also show a mutual
benefit where the incoming member also contributes resources to the household.25 To
better understand the main motive behind adding members it is helpful to look at the
reasons for a new member joining the household. In Figure 3 we have summarized the
major reasons for observing a member moving-in to the household by gender.

Figure 3: Reasons for Moving-In to the Household: By Gender
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As can be observed from Figure 3, in our data, of the total households who reported
to have an incoming member, more than 60 percent indicated birth as the reason for
adding a new member to the household. Moreover, marriage is found to be the second
major explanation for observing a member joining the household. Here it should
also be noticed that there is a clear gender difference. In particular, while 18 percent
of households indicated marriage as a reason for adding a new female member, the
proportion of households that indicated marriage as a reason for adding male members
is only 6 percent.

Given that new births and marriage appear to be the major reasons/channels for
having a new member to the household, in what follows we will focus on these two
reasons. Before turning to a regression analysis to estimate the effects of public works

25This can be either by directly participating in activities that can generate income to the household
or by giving a helping hand in daily household chores.

76



income and labor supply on the probability of observing new members to the household
through birth and marriage, we first do a graphical inspection of the probabilities of
being a new member to the household for the different age groups. Accordingly, using
the member level data, we have plotted the probabilities of being an incoming/new
member for members in the different age categories in Figure 4. This is done: by
gender (Panel A), by participation status (Panel B), for females by participation status
(Panel C) and for males by participation status (Panel D).

Figure 4: Probability of Moving-In to the Household for Different Age Groups
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(c) Females: By Participation Status
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As it is evident from Figure 4 the probability of being a new member in the age inter-
val 0-6 is the highest and this probability appears to be the same for males and females
(as one would expect). Specifically, 30 percent of both male and female members in
the 0-6 age group are new members to the households. Coupled with the observation
from Figure 3 that birth is the major explanation for having a new member, the high
probability of being a new member observed for those in the 0-6 age category can
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be explained by birth. Given the long standing concern in the literature that income
transfers can lead to an increase in the demand for children and hence fertility, one may
expect the probability of having a new member by birth to be higher for beneficiaries
compared to non-beneficiaries. However, as the graph in Panel B of Figure 4 makes
it clear, we do not see a difference in probability of having a new member in 0-6 age
interval (by Birth) between beneficiary and non-beneficiary households.

Looking at the probabilities of being a new member for the other age groups in Panel
B of Figure 4, we see non-beneficiaries to have slightly higher probability of having new
members in the 15-18 age interval. For members in age intervals 19-29 and onwards,
the difference in probability of being a new member is not that different between the
two groups. The gender disaggregation in Panel (C) and (D) also tells a similar story.
For females, the overall pattern looks similar for beneficiaries and non-beneficiaries
except that we observe slight differences in age intervals where (early) marriage is
likely to occur (i.e., in the 15-18 age interval). In particular, the probability of having
an incoming member in the 15-18 age interval is slightly higher for non-beneficiaries,
while the opposite is true for members in the 19-29 age interval. For Males in Panel (D),
though the probability of observing an incoming member in age groups 7-11 and 12-14
is way smaller for beneficiaries compared to non-beneficiaries, beneficiary households
appear to have the highest probability of having an incoming male member in 19-29
age interval compared to other age categories. 26

From the above graphical analysis, it is apparent that child birth is the main expla-
nation for having a new member in a household, though we do not observe a difference
in the probability of having a new member through birth between beneficiaries and
non-beneficiaries. Although this in itself is interesting, given the fear of an increase in
fertility following financial gains from cash transfer programs, it needs to be substan-
tiated empirically. The fact that the Ethiopian PSNP has been there for long makes it
suitable to evaluate the fertility impact of the program.

The income effect from public works cash transfers and the labor supply requirement
attached to it are likely to affect fertility in different ways. On the one hand, the increase
in income may increase the demand for children as the public work cash transfer
brings additional resources to the household and lessens the burden of raising a child.
However, if parents value quality over quantity, they may prefer to use the public
works income to give a better life to their existing children, in which case we will
not expect the additional income to have an impact on the demand for more children.
Thus, the income effect of public works program can depend on the extent to which
the additional income relaxes households’ financial constraints and their preference for
quality vs quantity of children.

When it comes to the effect of the labor supply requirement on fertility/demand
for children, the time constraint beneficiary households are facing is what counts most.
Specifically, to the extent that working on public works competes with the available time
beneficiary households can have for raising children, the labor supply requirement of

26The spike in the probability of being a new member in 12-14 age group observed for non-beneficiary
households is puzzling and remains unexplained.
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the program can reduce the demand for children. However, whether the time constraint
is going to be binding or not also depends on the options beneficiary households have
in terms of child care. For instance, if beneficiaries can give their newborn to their
relatives or if they can have someone in the household to look after the newborn, the
labor supply requirement may not necessarily lead to a lower demand for children.
Overall, the impact of the public works labor supply requirement on the demand
for children/fertility by and large depends on whether the time constraint beneficiary
households face is binding or not.

We start by estimating the probability of observing a household with 0-6 incoming
members (Panel A of Table 6) and with incoming member due to birth (Panel B of
Table 6). As can be seen from Panel A, we do not find any statistically significant
evidence to suggest that the income effect of the program is associated with an increase
in the probability of observing households with an incoming member in the 0-6 age
group. The same is true for the labor supply effect. These results can be taken as
suggestive evidence for the lack evidence regarding the income and labor supply
effects on households’ fertility decisions.

Results reported in Panel B of Table 6 directly estimate for the income and labor
supply effects on households’ fertility decisions. In this case we observe some weak
evidence for a positive (after some level) income effect on fertility. In particular, con-
ditional on public works labor supply, after some point, an increase in income from
public works cash transfers is found to be positively associated with the probability of
observing a household with an incoming member due to birth. However, this is evi-
dence is rather weak and it is not precisely estimated in the fixed effects model. We do
not also find any evidence to suggest an important labor supply effect on households’
fertility decisions.
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Table 6: Probability of Observing a Household with an Incoming Member in 0-6 Age Group

Dep. Var: In-Migrants in the 0-6 Age Group

Using OLS Using Probit With HH FE

Payment× Post -0.218 -0.280 -0.040
(0.236) (0.266) (0.242)

Sq. Payment× Post 0.270 0.418 0.224
(0.220) (0.273) (0.187)

PW Days× Post -0.042 -0.028 -0.250
(0.427) (0.467) (0.485)

Sq. PW Days× Post 0.765 0.816 0.465
(1.028) (1.122) (0.888)

Post Period (d) -0.164∗ -0.197∗∗ -0.130
(0.086) (0.100) (0.104)

Number of Obs. 1137 1137 1137
adjR2 .18 .08
Prob > F 0.00 0.00
Household FE No No Yes
Region FE Yes Yes -
Mean of the Dep. Var 0.39 0.39 0.39

Dep. Var: Move-In Due to Birth=1

Using OLS Using Probit With HH FE

Payment× Post -0.242 -0.249 -0.007
(0.234) (0.270) (0.244)

Sq. Payment× Post 0.371∗∗ 0.405∗ 0.241
(0.176) (0.207) (0.177)

PW Days× Post 0.045 0.024 -0.255
(0.412) (0.471) (0.478)

Sq. PW Days× Post 0.065 0.201 -0.148
(1.008) (1.213) (1.080)

Post Period (d) -0.119 -0.140 -0.099
(0.077) (0.090) (0.091)

Number of Obs. 1071 1071 1071
adjR2 .18 .07
Prob > F 0.00 0.00
Household FE No No Yes
Region FE Yes Yes -
Mean of the Dep. Var 0.39 0.39 0.39
Standard errors clustered at Woreda Level in Parenthesis
(d) for discrete change of dummy variable from 0 to 1
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Additional results are presented in Table 7, where we have the total number of
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Table 7: Dependent Variable: Number of Members in 0-6 Age Group

No. of Household Members: 0-6 Age Group

Using OLS With HH FE FE Poisson

Payment× Post 0.355 0.354 0.142
(0.365) (0.340) (0.257)

Sq. Payment× Post 0.116 0.123 0.324
(0.285) (0.267) (0.337)

PW Days× Post -0.940 -0.740 -0.347
(0.665) (0.681) (0.499)

Sq. PW Days× Post -0.694 -0.069 0.008
(2.217) (2.160) (1.441)

Post Period -0.187 -0.291∗ -0.207∗
(0.151) (0.160) (0.117)

Constant 2.118∗∗∗ 2.005∗∗∗
(0.254) (0.353)

Number of Obs. 814 814 814
adjR2 .13 .08
Prob > F 0.00 0.00 .
Household FE No Yes Yes
Region FE Yes - -
Mean of the Dep. Var 1.43 1.43 1.43
Standard errors clustered at Woreda Level in Parenthesis
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

members in 0-6 age interval as an outcome variable. Since this variable measures the
net change (the combined effect of incoming and outgoing members) in the number
of 0-6 members, the results can be used to infer whether or not these groups have
contributed to the increase in aggregate household size. As can be seen from Table 7
there is no evidence to suggest that the income effect of the public works cash transfer
and the labor supply requirement attached to it induce changes in the number of
members in the 0-6 age category.

One thing that is worth noting in Table 7 is that, in the case of public work labor
months, the coefficients of both the linear and the square terms are negative implying
that an increase in public work labor months is negatively associated with the number
of members in the 0-6 age category. Though not precisely estimated, this results can be
taken as a suggestive evidence for the fact that the time constraint beneficiary parents
are facing for child care activities is binding, forcing them to give their 0-6 members to
their relatives. If this is the case, we should see an increase in outgoing members in the
0-6 age group following an increase in public work labor months.

We have tested this by estimating the labor supply effect on the probability of
observing a household with an out migrant member in the 0-6 age group. Accordingly
results reported in Table 8 give some suggestive evidence on the above claim. In
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Table 8: Probability of Observing a Household with an Outgoing Member in 0-6 Age Group

Dep. Var: Out Mig of 0-6

Using OLS Using Probit Fixed Effect
main
Payment× Post -0.007 0.003 -0.074

(0.111) (0.088) (0.112)

Sq. Payment× Post 0.013 0.354 0.056
(0.080) (0.328) (0.079)

PW Days× Post 0.515∗∗ 0.637∗∗∗ 0.571∗∗
(0.205) (0.181) (0.242)

Sq. PW Days× Post -0.490 -0.616 -0.487
(0.545) (0.405) (0.738)

Post Period (d) 0.083∗∗ 0.095∗∗ 0.078
(0.041) (0.043) (0.052)

Number of Obs. 909 909 909
adjR2 .0027 .02
Prob > F 0.00 0.47
Household FE No No Yes
Region FE Yes Yes No
Mean of the Dep. Var 0.06 0.06 0.06
Standard errors clustered at Woreda Level in Parenthesis
(d) for discrete change of dummy variable from 0 to 1
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

particular, conditional on income, an increase in public works labor supply is associated
with an increase in probability of observing a household with an outgoing member in
the 0-6 age group.

Taken together, based on the above evidence we can say that, the increase in the
number of 0-6 members does not explain the observed increase in aggregate household
size.

Finally, apart from incoming members in 0-6 age group, beneficiary households
might be more likely to attract adult/working age members. In order to check this we
have focused on female members joining the household due to marriage since marriage
is the dominant reason for females to join a household. For males on the other hand,
we do it regardless of reason as we don’t have enough observations to focus on a
single reason and there is no as such one dominant reason for observing male incoming
members. In both cases the estimations are done focusing on relevant age category and
the results are presented in Table 17 and Table 18.

As can be seen from Table 17, there is some evidence to suggest that an increase in
public work labor supply is associated with an increase in the probability of observing
households with an in-migrant male member in the 19-29 age category. From the
positive and statistically significant coefficient on the quadratic term on (Sq PW Days×
Post), we can say that the positive effect of labor supply starts only after a certain level
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of labor supply. Moving to female incoming members, as can be seen from results
presented in Table 18, we do not find enough evidence to suggest either an income or
a labor supply effect on the probability of observing female incoming members due to
marriage.

5 Conclusion

As part of the effort to fight poverty and promote livelihood of the rural poor in a
sustainable way, cash transfer programs, conditional or otherwise, are becoming com-
mon in low income countries. The Ethiopian public works program where beneficiary
households receive cash transfers conditional on participating in public work activities
is one example. This paper empirically assess how financial gains from public works
cash transfers and the labor supply conditions tied to it impact household structure.
This is based on the argument that, while income gains from the program can relax
households’ liquidity/financial constraint, the labor supply condition may introduce
resource constraint, in terms of time/labor constraint. Impact of participation in the
public works program on household size and composition will thus depend not only on
the degree to which the cash transfer relaxes households’ financial constraint (income
effect) but also on the extent to which the time constraint induced by the labor supply
requirement is binding (labor supply effect).

Accordingly, the findings of this paper show that both the income and labor supply
effects are positively associated with household size. We also found evidence for differ-
ential effects based on attributes of household members, particularly gender and age.
Specifically, the increase in household size induced by the income effect is found to be
associated with an increase in the number of female adolescent household members.
Moreover, we find this to be mainly due to the effect of public works income in increas-
ing households’ tendency of retaining female adolescent members for longer period
through delaying (early) marriage. We also found evidence that the income effect in-
creases marriage related outmigration of female members in the 19-29 age category;
implying that the marriage delaying effect of income goes only until a certain age.

On the other hand, an increase in public work labor supply is found to increase
household size mainly by increasing the number of male household members. Con-
sistent with this result, we have found the probability of observing a household with a
male incoming member to increase with an increase in public works labor supply; and
this is particularly true in the case of males in the 19-29 age category. Finally, while
we do not find enough evidence to support the claim that income transfer increases
number of children/fertility, there is evidence that an increase public works labor sup-
ply to be positively associated with the probability of observing a household with an
outgoing member in the 0-6 age category.

Taken together, the result that households are retaining their female adolescent
members for long is suggestive of the fact the cash transfers may have contributed
towards relaxing the financial constraints of some households giving them the capacity
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to support their female members for longer period. On the other hand, the increase in
male incoming members and outgoing children might be an indication that the time
constraint following public works labor supply might be binding for some households
forcing them to attract new members and/or send out their small children.

The above results have important implications for the design and implementation
of poverty focused cash transfer programs in low income countries. In particular,
the findings accentuate the need for program designers and policy makers to fully
understand how household structure responds to not only the benefits but also the
conditions attached to the benefits. Failure to do so can restrict the effectivenesss
of cash transfer programs and limit their scope as a tool for fighting poverty and
vulnerability in low income countries.
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Appendices

Appendix .1: Descriptive Statistics

Table 9: Household Size and Composition

Variable Mean Std. Dev. Min. Max. N
Household size 5.22 2.31 1 15 1259
Male 2.69 1.59 0 10 1259
Female 2.53 1.36 0 9 1259

No. of HH Members(0-6) 1.1 1.02 0 4 1259
No. of HH Members(7-11) 0.81 0.82 0 4 1259

No. of Males(12-18) 0.57 0.75 0 4 1259
No. of Females(12-18) 0.45 0.68 0 4 1259
No. of Males(19-29) 0.41 0.6 0 4 1259
No. of Females(19-29) 0.4 0.51 0 3 1259
No. of Males(30-41) 0.27 0.42 0 2 1259
No. of Females(30-41) 0.35 0.45 0 2 1259
No. of Males(42-60) 0.34 0.46 0 2 1259
No. of Females(42-60) 0.3 0.43 0 1.33 1259
No. of HH Members(> 61) 0.24 0.48 0 2 1259
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Table 10: Summary Statistics on Out-Migration of Members by Age, Gender and Reason

Variable Mean Std. Dev. Min. Max. N
Dummy for Out-Migrants 0.33 0.47 0 1 1259
Dummy for Male Out-Migrants 0.22 0.41 0 1 1203
Dummy for Female Out-Migrants(12-18) 0.17 0.38 0 1 1243

Dummy for Out Mig (0-6) 0.05 0.21 0 1 823
Dummy for Out Mig (7-11) 0.03 0.17 0 1 766

Dummy for Female out-Migrants(12-18) 0.1 0.3 0 1 507
Dummy for Male out-Migrants(12-18) 0.06 0.23 0 1 581
Dummy for Female out-Migrants(19-29) 0.08 0.27 0 1 537
Dummy for Male out-Migrants(19-29) 0.12 0.32 0 1 498
Dummy for Female Out-Migrants(30-41) 0.02 0.12 0 1 509
Dummy for Male Out-Migrants(30-41) 0.03 0.16 0 1 385
Dummy for Female Out-Migrants(42-60) 0.01 0.11 0 1 438
Dummy for Male Out-Migrants(42-60) 0.02 0.12 0 1 466

Dummy for Child Death 0.04 0.19 0 1 1334
Dummy for Marriage 0.08 0.27 0 1 1334
Dummy for To be Close to School 0.03 0.16 0 1 1334
Dummy for Work Related 0.07 0.26 0 1 1334
Dummy for Adult Death 0.04 0.21 0 1 1334
Dummy for Divorced 0.02 0.14 0 1 1334
Dummy for Other Reasons 0.03 0.18 0 1 1334

86



Table 11: Summary Statistics on In-Migration of Members by Age, Gender and Reason

Variable Mean Std. Dev. Min. Max. N
Dummy for Incoming Members 0.46 0.5 0 1 1334
Dummy for Male In-Migrants 0.25 0.44 0 1 1334
Dummy for Female In-Migrants 0.31 0.46 0 1 1334

Dummy for In-Migrants(0-6) 0.36 0.48 0 1 1334
Dummy for In-Migrants(7-11) 0.03 0.17 0 1 1334

Dummy for Female In-Migrants(12-18) 0.04 0.2 0 1 1334
Dummy for Male In-Migrants(12-18) 0.03 0.18 0 1 1334
Dummy for Female In-Migrants(19-29) 0.06 0.23 0 1 1334
Dummy for Male In-Migrants(19-29) 0.04 0.2 0 1 1334
Dummy for Female In-Migrants(30-41) 0.01 0.11 0 1 1334
Dummy for Male In-Migrants(30-41) 0.01 0.11 0 1 1334
Dummy for Female In-Migrants(42-60) 0.01 0.07 0 1 1334
Dummy for Male In-Migrants(42-60) 0 0.05 0 1 1334

Dummy for Birth 0.34 0.47 0 1 1334
Dummy for Marriage 0.07 0.26 0 1 1334
Dummy for To be Close to School 0.01 0.09 0 1 1334
Dummy for To be Close to Work 0.02 0.14 0 1 1334
Dummy for To live with Parent/Relat. 0.04 0.2 0 1 1334
Dummy for Other Reasons 0.05 0.22 0 1 1334
Dummy for Divorced 0.01 0.09 0 1 1334

Table 12: Summary Statistics on Levels of Treatment Related Variables

Variable Mean Std. Dev. Min. Max. N
Lagged Payment (’000 birr) 1.34 1.44 0 14.52 272
Lagged Per Cap. Pay (’000 birr) 0.28 0.28 0 2.56 272
Lagged Total PW Labor Months 3.71 3.05 0 20.23 271
Lagged Per. Cap PW Labor Months 0.15 0.14 0 0.84 266
Duration of Participation 3.04 1.56 1 6 272
No. Years Before and After 2.75 1.66 1 6 1334

87



Table 13: Pre-Program Mean Comparison of Covariates across Beneficiary and Comparison
Households

Comparison Obs Beneficiary Obs Difference p-val
Male Headed Household 0.82 371 0.79 248 0.04 0.240
Head Age 46.02 371 44.11 248 1.91 0.128
No Formal Education 0.81 371 0.79 248 0.02 0.524
Primary Education 0.19 371 0.21 248 -0.02 0.548
Secondary Education 0.04 371 0.04 248 0.00 0.995
Per Capita Land Res (Ha) 0.05 332 0.06 227 -0.00 0.352
Own Land (In Ha.) 1.27 359 1.30 234 -0.03 0.703
Value of Productive Assets 4.96 361 4.97 234 -0.01 0.947
Corrugated Metal Roof 0.20 371 0.13 248 0.07∗∗ 0.022
Distress Asset Sell 0.54 371 0.59 248 -0.05 0.235
Shocks to Crop Production 0.69 359 0.69 245 0.00 0.921
Poblems in Crop Production 0.36 365 0.39 248 -0.02 0.570
Shock to Livestocks 0.69 366 0.73 245 -0.04 0.326
Poor Relative to Others 0.53 370 0.59 248 -0.06 0.167
Average Relative to Others 0.42 370 0.47 248 -0.05 0.196
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Appendix .2: Additional Results
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A CLOSER LOOK AT EXCHANGE RATE INDUCED

INFLATION IN ETHIOPIA
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Abstract

In this paper, we examine exchange rate pass-through to domestic prices with a partic-
ular focus on the Ethiopian economy. We have employed a Structural Vector Autoregressive
(SVAR) model where identification is achieved based on a combination of short and long-
run restrictions. The long-run identifying restrictions are derived from a simple small open
economy macro model. The results from the impulse response analysis points to a pass-
through rate that starts out small but steadily increases in subsequent quarters becoming
close to complete in about two years. According to the variance decomposition results,
however, other macroeconomic shocks, including shocks to aggregate demand, output sup-
ply as well as shocks to foreign financial flows and trade balance appear to play important
role in explaining the variation in inflation in Ethiopia.
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1 Introduction

The degree, speed and duration in which domestic price level responds to changes in exchange
rate are crucial factors in understanding inflation dynamics and determining the effectiveness
of monetary policy. In particular, whether the price level responds proportionately or less pro-
portionately to changes in the exchange rate and the speed in which this occurs are among the
crucial issues in Exchange Rate Pass-Through (ERPT) analysis.1 For instance, if ERPT happens
to be quick and complete, any induced nominal depreciation (devaluation) will immediately be
matched by a proportional rise in prices which will cut short any potential change in the real
value of the currency. In such cases monetary policy is less likely to be effective in changing
the real exchange rate and enhancing competitiveness, even in the short run. On the other hand,
in an environment where the rate of pass-through is low or incomplete, depreciations (devalua-
tions) of the nominal exchange rate is highly likely to lead to depreciation of the real exchange
rate and hence help to prevent loss of competitiveness. It is therefore important to have a quan-
titative estimate of ERPT to predict if nominal depreciations (devaluations) lead to increased
domestic inflation or help to improve (at least maintain) export competitiveness of a country.

For countries in sub-Saharan Africa (SSA) in general and Ethiopia in particular, preventing
loss of export competitiveness is a pressing policy challenge and the more so when faced with
inflationary environments. In this regard the Ethiopian economy is a case in point where, in
recent years, observing double digit inflation has become the norm than the exception.2 In
such inflationary instances, policy makers often resort to currency devaluation measures so as
to improve/maintain export competitiveness. For example, following the recent inflationary
pressures, the National Bank of Ethiopia (NBE) has taken various devaluation measures the
major one being on September 2010 where the Ethiopian currency (Birr) was devalued by 20
percent. Moreover, both the World Bank and IMF are still calling for further devaluation of the
Birr arguing that the overvalued exchange rate is the main factor dragging the country’s export
competitiveness. (See IMF (2014), World Bank (2014)). Although these devaluation measures
seem unavoidable in the face of alarming inflation rates, excess demand for foreign currency
and deterioration of the trade balance, it is not clear whether such measures will add up more
to the inflationary pressure rather than helping to improve export competitiveness.3 This is a
contentious issue for other SSA countries as well and it begs an empirical exploration.

1The degree of pass-through (complete vs incomplete) to local currency price of imports by and large depends
on the pricing behavior of foreign exporting firms. If foreign firms follow Producer Currency Pricing (PCP)
strategy, then the exchange rate change will be fully reflected in local currency price of imports (case of complete
pass-through). On the other hand, firms might pursue Local Currency Pricing (LCP) strategy where they absorb
all (large part) of the exchange rate change into their markups. In this case, assuming price rigidity, local currency
price of imports will not change with movements in exchange rate (case of low or incomplete pass-through).
Another popular explanation often used in the literature to explain the issue of incomplete pass-through, without
assuming price rigidity, is Pricing To Market (PTM) strategy of foreign firms. That is, firms adjust price of exports
(in their home currency) by the same proportion as the change in exchange rate and thus exercising some degree
of price discrimination across destinations. In this case, the local currency price of imports will not be affected by
the change in exchange rate implying incomplete or low ERPT.

2The inflation rate reached a peak of 40 percent in quarter three of 2011, stayed above 20 percent for most of
2012 before it gets to a single digit in the second quarter of 2013 (see Figure 18, see also Geiger and Goh (2012)).

3For example, in its exchange rate assessment for the 2013/14 fiscal year, the fund indicated an REER over-
valuation of the Birr in the range of 10 to 13 percent. It is further reported that policy makers in Ethiopia resist
IMF’s call for further devaluations on concerns of potential feedback effects on inflation. IMF (2014)
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Against this background, the main objective in this paper is to empirically analyze the the
extent of exchange rate induced inflation in Ethiopia. In particular, this paper makes an effort
to answer important questions including how big is the rate of ERPT, how quickly it leads to
inflation and for how long the effect will last for? In addition, for each consecutive year after
the exchange rate shock, attempt is made to estimate the percentage variation in prices that is
attributable to exchange rate shock and shocks to other macroeconomic variables. To get further
insight on the results, the main analysis is further complemented with a disaggregated level
evidence where we have estimated the degree of pass-through for food and non-food prices.

To achieve the aforesaid objectives, the paper employs a Structural Vector Auto Regressive
(SVAR) approach where identification is achieved using a combination of long-run and short
run restrictions. The long-run restrictions are derived from a simple small open economy macro
model in the spirit of Clarida and Gali (1994). As discussed below this is unlike the common
practice in the literature where studies rely on either single equation method or SVAR approach
based on short run restrictions. As presented in Section 3, combining long-run and short run
restrictions has the merit of addressing the apparent identification challenge in ERPT analysis,
which arises due to the simultaneous relationship between price and exchange rate. To the best
of our knowledge this paper is the first to use a combination of long-run and short run restrictions
to overcome the identification challenge in ERPT analysis. This is one major contribution of
the current paper.

Although the issue of ERPT is one of the extensively researched areas in international
macroeconomics, the existing literature for the most part focuses on developed countries and
the evidence in the case of developing countries, particularly those in SSA, is relatively limited.
Among the few studies, Choudhri and Hakura (2006) using a number of developed and devel-
oping countries including some SSA countries find a positive relationship between the rate of
pass-through and the average level of inflation. This is in line with the hypothesis suggested by
Taylor (2000) that pass-through is low in low inflation environments. Similarly, for SSA coun-
tries, Razafimahefa (2012) investigates exchange rate pass-through and its determinants for all
SSA countries and finds an average ERPT rate of about 40 percent and indicated a considerable
heterogeneity in ERPT rates across SSA countries. Apart from this most of the remaining few
papers on the region are country level studies. These include, Younger (1992) and Frimpong
and Adam (2010) for Ghana, Mwase (2006) for Tanzania and Melesse (2014) for Ethiopia.
The recent paper by Melesse (2014) studies sectoral consumer price inflation in Ethiopia using
SVAR approach.

As indicated above the current paper uses a different identification strategy from the above
papers. Specifically, these papers use differing methodologies, ranging from single equation
method to SVAR approach mainly using short run restrictions. Aron et al. (2014) Unlike single
equation model, which has been quite common in ERPT literature, SVAR modeling has the
merit of allowing for endogenous interaction between exchange rate and other macroeconomic
variables including prices. Although single equation models can also be informative, their treat-
ment of movements in exchange rate as exogenous is problematic. This implicit assumption of
single equation models ignores the possible reverse causation that runs from prices to exchange
rate or the fact that prices and exchange rates potentially respond to the same shocks.

For example, as is also discussed in Ito and Sato (2007), in the case of floating exchange rate
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regimes, an increase in the domestic price level is highly likely to lead to nominal depreciations.
On the other hand, in the case of fixed, adjustable pegged or managed floating exchange rate
regimes, devaluation measures are in most cases policy responses to domestic inflation and/or
to the underlying fundamentals of the economy (See also Hossain (2005), Shambaugh (2008)
and Younger (1992)). In view of this, it is important to treat both exchange rate and prices as
endogenous variables and this warrants the use of system of equations approach.

Although SVAR approach is preferable to single equation method for the reason discussed
above, identification of the structural shocks is still a major concern. Papers that employ SVAR
approach in analyzing ERPT (among others, see Ito and Sato (2008), McCarthy (2000, 2007)
and papers cited above) identify the structural shocks using restrictions on the contemporaneous
reactions of the endogenous variables to the structural shocks. Following the seminal work by
Sims (1986), these papers impose restrictions on the short run effects of the structural shocks
so as to get a recursive ordering of the variables in the system, that is, apply Choleskey decom-
position to identify the structural shocks. Although this approach has generally been useful, its
application in ERPT analysis is commonly criticized for imposing short run restrictions that do
not have strong theoretical support. Given that monetary policy, prices and exchange rates do
potentially affect each other, the recursive ordering of the variables in the system implied by the
short run restrictions is hard to justify theoretically.

Cognizant of this problem, this paper mainly relies on theory guided long-run restrictions
(neutrality properties) to recover the structural shocks following Blanchard and Quah (1989)
(BQ) approach. Specifically, unlike the existing literature which is entirely dependent on short
run restrictions, in this paper identification is achieved based on a combination of short run and
long-run restrictions. Guided by a simple small open economy model, we put restrictions on
the long-run effects of the structural shocks on the endogenous variables in the system and we
combine this with two additional restrictions on the contemporaneous relationship between the
variables in the system. This is particularly important in the case of developing countries where
it is relatively difficult to determine the short run relationship between macro variables. Apart
from its advantage in that it does not entirely rely on theoretically controversial restrictions im-
posed on the contemporaneous relationship between the variables in the model ,this approach as
noted earlier, has its merit in dealing with the simultaneity between domestic prices and move-
ments in nominal exchange rate. Further details of this methodology is discussed in Section 3
of the paper.

In order to derive economically plausible restrictions on the long-run relationships between
the variables in the system, a modified version of the small open macroeconomic model of
Clarida and Gali (1994) is used as a guideline. A variant of this model has recently been used
by Shambaugh (2008) and Barhoumi (2009) in the context of ERPT analysis. Unlike these
papers, however, the model applied in current paper is modified to include, among others, the
role of external financial flows and shocks to trade balance.4 These extensions are particularly
relevant for developing countries and the more so for countries in SSA where these factors
play a major role in determining movements of both exchange rates and prices. In the case of
the Ethiopian economy, for example, running current account deficit is the norm and external
financial flows (development aid and remittance) play a major role in financing this deficit.
For instance, in 2013/14 Ethiopia’s current account deficit reached 7.1 percent of GDP and

4We also differ from these paper in how we measure the rate of pass-through.
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earnings from remittances that reach 7 percent of GDP and official transfers of 1.3 Billion USD
in 2013/14 help to offset the current account deficit. (see IMF (2014)). Therefore, in addition
to our identification strategy used in this paper, an explicit inclusion of shocks to trade balance
and external financial flows in an open economy model is another contribution of the paper.5

Coming to the results, the response of CPI to a one standard deviation nominal exchange
rate shock is found to be positive and statistically significant starting from the second quarter
and onwards. The response cumulates over subsequent quarters and leaves the domestic price
at a permanently higher level. In particular, even if the corresponding estimate of the rate of
exchange rate pass-through to aggregate CPI starts out low, it quickly increases to more than
0.8 in about four quarters and becomes near complete in about two years after the shock. In
terms of the relative importance of shocks, only about 7 percent of the variation in inflation
in three to four years is explained by shocks to nominal exchange rate. Other macroeconomic
shocks including shocks to BOP, aggregate supply and aggregate demand are found to explain
the lion’s share of the variation in inflation, particularly in longer horizons.

The rest of the paper is structured as follows: While Section 2 presents the theoretical
model, Section 3 discusses the econometric methodology and identification strategies. Sec-
tion 4 presents the data and relevant tests. The estimation results and related discussions are
presented in Section 5. Finally, Section 6 gives concluding remarks.

2 Theory

This section presents the small open economy model which is used as a guideline for deriving
the long-run identifying restrictions that we apply in the empirical analysis. In particular, the
theoretical model for the most part draws on a stochastic version of the two country rational
expectations open macroeconomic model presented in Clarida and Gali (1994). This model was
originally developed by Obstfeld (1985) and has been extensively used to explain sources of real
exchange rate fluctuations. In the context of exchange rate pass-through, however, application
of this model has been quite limited. Only recently Shambaugh (2008) and Barhoumi (2009)
used this model to explicitly study exchange rate pass-through.

As indicated earlier, we modify this model to make it more compatible with the underlying
macroeconomic realities of developing countries in general and Ethiopia in particular. Specif-
ically, we have added shocks to trade balance and external financial flows to this an other-
wise standard rational expectation open macroeconomic model. The inclusion of trade balance
shocks is important as the widening of current account deficit puts pressure on the level of
exchange rate that policy makers want to maintain. For instance, according to IMF (2014), a
REER depreciation of about 10 percent is needed in order to close the current account gap in
Ethiopia. Similarly, given that Ethiopia is highly dependent on external assistance and earnings
from remittances, shocks to external financial flows are also crucial in determining movements
in the exchange rate and other macro variables in the economy. The above IMF report, for

5Even if there are extensions of open economy models that include shocks to oil price, commodity price and
external flows, we have not come across papers that apply such extensions in the context of exchange rate pass-
through applications.
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example, points out that the 3.7 Billion USD average remittance inflow during the three years
period 2011/12-2013/14 was higher than earnings from exports of goods in the same period.
This, together with official transfers that reached 1.3 Billion USD in 2013/14, largely support
the country’s current account deficit. Shocks to these resource inflows will thus undoubtedly
influence the level of price and exchange rate that prevail in the economy. For this reason, the
aforesaid extension is important in the context of the Ethiopian economy. On top of the above
extensions, we have also taken into account the limited capital mobility (closed capital account)
nature of the Ethiopian economy. For a similar extension in the case of SSA countries with
limited capital mobility, see the paper by Sissoko and Dibooglu (2006). These authors apply a
similar extension to examine the sources of macroeconomic fluctuations with a particular focus
on the exchange rate system in SSA countries.

In what follows, we first list out the necessary equations that comprise the system and move
on to solving the long-run equilibrium of the model. In doing so, we start by describing the
aggregate demand (IS-equation) given in Equation 1 below.6 In this equation all the variables,
except the real interest rate, are expressed in their log forms. Apart from explicitly writing
out the autonomous components of net exports as well as the components of consumption,
investment and government expenditure that are financed by foreign financial flows, Equation 1
represents the standard IS equation. Unless otherwise stated, all of the parameters used in this
model are assumed to be positive.

ydt = γ[dt + xt + ft − ρ[it − E(pt+1 − pt)] + η(st − pt)] (1)

While xt represents autonomous net export, ft stands for foreign financial flows (foreign aid
and remittances) used to finance consumption, investment and government expenditure. On the
other hand, dt captures autonomous component of aggregate demand financed through domestic
(internal) resources.

We have expressed the real interest rate in nominal terms using the relation Rt = it − Πe,t,
where it and Πe,t denote the nominal interest rate and expected inflation, respectively. We
have also used the following approximation to define expected inflation (Πe,t). That is, Πe,t =
E∆Pt+1

Pt
≈ Eln(1 + ∆Pt+1

Pt
) = Eln(Pt+1

Pt
) = E(pt+1 − pt) and hence the real interest rate can

be given by it − E(pt+1 − pt). Finally, qt = st − pt is log of the real exchange rate where the
foreign price level is normalized to one. The parameters γ, ρ and η respectively capture the
Keynesian multiplier, response of investment to real interest rate and response of net export to
real exchange rate.

The autonomous (exogenous) part of aggregate demand financed through domestic resources
(dt), autonomous net exports (xt) and foreign financial flows (ft) are assumed to follow a ran-

6In Appendix A, we list out the different equations that form aggregate demand in order to show how we have
introduced the different shocks. While the aggregate demand equation we have in the appendix is expressed in
levels of the variables, here we have expressed the same equation using the logarithms of the variables for the sake
of convenience in the empirical model estimation and interpretation. In short, Equation 1 is not a log transformation
of Equation 39.

104



dom walk process as given below (see equations 2-4):

dt = dt−1 + µdt (2)

xt = x0,t−1 + µxt (3)

ft = ft−1 + µft (4)

Where µdt is aggregate demand shock which can be taken as fiscal expansion or shifts in
consumption of investment functions. On the other hand, µxt and µft are assumed to capture
shocks to net exports (trade balance) and foreign financial flows, respectively. In standard IS
equation representation, µxt is entered as an aggregate demand shock and is assumed to capture
exogenous increases in exports or decreases in imports of the country concerned and represents
a right ward shift in the IS curve.

Turning to the supply side of the goods market, the output supply equation in this small open
economy model is given by Equation 5. As in Clarida and Gali (1994) output supply is assumed
to be determined by the productive capacity of the economy (ŷt). We have also assumed that
the productive capacity economy follows a random walk process as given in Equation 6.

yst = ŷt (5)

ŷt = ŷt−1 + µst (6)

Where µst denotes aggregate supply shock and it can be considered as technology or labor
supply shock.

The market clearing condition in the goods market ydt = yst = yt establishes equilibrium in
the goods market and we can thus rewrite the IS equation as:

yt = γ[dt + xt + ft − ρ[it − Et(pt+1 − pt)] + η(st − pt)] (7)

In the above IS equation, output (yt) is positively related to real exchange rate (st − pt)
and shocks to domestic demand (dt), net exports (xt) and foreign financial flows (ft) and it is
negatively related to the real interest rate.

105



Turning to the money market, demand for money (real money balance) is given by:

md
t − pt = yt − λit (8)

where λ is the response of demand for real money balances to nominal interest rate.

Money supply (ms
t) on the other hand is assumed to be determined by the national bank of

Ethiopia and, for simplicity, it is assumed to follow a random walk process given in Equation 9:

ms
t = ms

t−1 + µmt (9)

The market clearing condition in the money market, md
t = ms

t , is given by the standard LM
condition indicated in Equation 10.

mt = pt + yt − λit (10)

Finally, we introduce a separate equation for nominal exchange rate, which is given as a
function of the domestic money supply (mt) and a disturbance term (et). The disturbance term
captures other determinants of the nominal exchange rate like foreign prices (foreign money
supply) and other exogenous disturbances to the nominal exchange rate. For a similar way of
defining the nominal exchange rate, see also Wehinger (2000). This definition of the nominal
exchange rate is partly based on the monetary approach to exchange rate determination which
establishes that increases in domestic money supply leads to an equiproportionate depreciation
of the home currency (see Dornbusch (1980)).7 Similarly, Bacchetta and van Wincoop (2005)
also derive the equilibrium nominal exchange rate as the ratio of home to foreign money sup-
plies (St = Mt/M

∗
t ). Assuming that the disturbance to the nominal exchange rate (et) follows

a random walk process given by Equation 12, we have:

st = mt + et (11)

et = et−1 + µet (12)

Long Run Equilibrium

As can be noted from above, the standard Uncovered Interest Rate Parity (UIP) equation is
not used in the determination of interest rate. Given the underdevelopment of capital market in

7According to the monetary approach to exchange rate determination, the nominal exchange rate is given by
st = mt −m∗t − a(yt − y∗t ) + b(it − i∗t ).
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the Ethiopian economy or that the country has a closed capital account, UIP, which relies on
the existence of perfect capital mobility, is unlikely to hold. Thus, before solving the long-run
equilibrium solutions of this aggregate demand-aggregate supply model, we eliminate the inter-
est rate variable from the goods market equilibrium (IS) condition using the relation described
in the money market equilibrium (LM) condition. That is:

yt = γ

[
dt + xt + ft − ρ

(
1

λ
(pt + yt −mt)− E[pt+1 − pt]

)
+ η(st − pt)

]
(13)

Using the definition of the nominal exchange rate given in Equation 11, we can re-write this
Equation 13 as:

yt = γ

[
dt + xt + ft − ρ

(
1

λ
(pt + yt −mt)− E[pt+1 − pt]

)
+ η(mt + et − pt)

]
(14)

Re-arranging this we get a first-order difference equation in price level (Equation 15) which
is used to solve for the long-run equilibrium price.

pt =
λ

ρ+ ρλ+ ηλ

[
dt + xt + ft −

λ+ γρ

γλ
yt +

ρ+ ηλ

λ
mt − ρEpt+1 + ηet

]
(15)

Solving this first-order difference equation in price (see Appendix B for the derivation), the
long-run equilibrium price level is given by:

pt =
λ

ρ+ ηλ
[dt + xt + ft]−

λ+ γρ

ρ+ ηλ
yt +mt +

λη

ρ+ ηλ
et (16)

The above equation can also be used to define demand for equilibrium real money balances
which is given by:

mt − pt = − λ

ρ+ ηλ
[dt + xt + ft] +

λ+ γρ

ρ+ ηλ
yt −

λη

ρ+ ηλ
et (17)

The equilibrium real exchange rate is derived as a rate that, given the existing patterns of
trade and financial flows, is compatible with a financeable trade deficit and it is given by Equa-
tion 18. That is, in the long-run, a country’s current account is said to be sustainable if the sum
of trade deficit and foreign financial inflows become zero.

st − pt =
θ

η
yt −

1

η
(xt + ft) (18)
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where θ and η in Equation 18 respectively capture the propensity to import out of disposable
income and response of net exports to real exchange rate.

To show the long-run impact of the five structural shocks on the system’s five endogenous
variables, below we express the long-run solution to the model using the first difference of the
endogenous variables:

∆yt = µst (19)

∆(st − pt)︸ ︷︷ ︸
∆qt

=
θ

η
µst −

1

η
(µxt + µft ) (20)

∆(mt − pt) = − λ

ρ+ ηλ
[µdt + µxt + µft ] +

λ+ γρ

ρ+ ηλ
µst −

λη

ρ+ ηλ
µet (21)

∆pt =
λ

ρ+ ηλ
[µdt + µxt + µft ]−

λ+ γρ

ρ+ ηλ
µst + µmt +

λη

ρ+ ηλ
µet (22)

∆st =
λ

ρ+ ηλ

(
µdt −

µxt + µft
η

)
+

(
θ

η
− λ+ γρ

ρ+ ηλ

)
µst + µmt +

λη

ρ+ ηλ
µet (23)

Equation 19 to 23 define the long-run restrictions that we use to identify the structural shocks
in the system. In particular, assuming that prices are flexible in the long-run, in this model,
output is considered to be supply determined. That is, demand and nominal shocks do not
affect the level of output in the long-run. Thus, only supply shocks are assumed to have a
long-run impact on the level of output, in the long-run. 8

On the other hand, the real exchange rate is determined by shocks to output supply as well
as shocks to balance of payments (µzt = µxt + µft ). Moreover, in the long-run, demand for real
money balances is affected by all shocks except shocks to money supply. In this model, shocks
to demand for real money balances are captured by shocks to aggregate demand. Furthermore,
in the long-run, the domestic price level and the nominal exchange rate are affected by all
shocks in the system. While shocks to domestic prices are captured by shocks to money supply,
shocks to nominal exchange rate capture changes in nominal exchange rate that is not caused
by changes in the other endogenous variables in the system.

3 Empirical Model and Identification

As pointed out in Section 1, the structural shocks in this paper are identified using a combi-
nation of long-run and short run restrictions. The long-run restrictions are done in the spirit
of Blanchard and Quah (1989) approach. Accordingly, guided by the theory model presented
in the previous section, we put restrictions on the long-run effects of the structural shocks on

8Blanchard and Quah (1989) also make similar simplifying assumption arguing that even if demand shocks do
also affect long-run output, their effect is small relative to that of supply disturbances.
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the endogenous variables in the system. We combine this with a short run restriction where
we put two restriction on the contemporaneous relationship between some of the variables in
the system. Identification using combination of short-run and long-run restrictions is first intro-
duced by Gali (1992). For a similar approach see also Alexius and Post (2008). This approach
is important to deal with the simultaneity between domestic prices and movements in nominal
exchange rate. Another advantage of this method is that we do not need to entirely rely on
restrictions imposed on the short run (contemporaneous) relationship between the variables in
the model.

In this section we, therefore, specify a VAR model with five variables including output sup-
ply (yt), real exchange rate (qt), demand for real money balances (mt − pt), consumer prices
(CPIt) and nominal exchange rate (st). The corresponding five structural shocks to be iden-
tified are: supply shocks, shocks to the balance of payments (that is, shocks to trade balance
and financial flows), shocks to aggregate demand, shocks to money supply as well as shocks to
nominal exchange rate.

As can be seen from the previous section, supply shocks are found in changes in output
whereas shocks to balance of payments are found in changes in the real exchange rate that
are not caused by changes in output supply. Moreover, shocks to aggregate demand are given
by changes in the demand for real money balances that are not caused by changes in output
supply and real exchange rate. Similarly, shocks to money supply are given by changes in
domestic prices that is not caused by changes in output supply, demand for real balances or the
real exchange rate. Finally, shocks to nominal exchange rate are given by changes in nominal
exchange rate that are not caused by changes in any of the four endogenous variables in the
system.

Let µt be a vector that defines these structural shocks and ∆Yt be vector of the first difference
of the endogenous variables in the VAR model:

∆Yt = (∆yt,∆qt,∆(mt − pt),∆st,∆pt)′

where ∆yt is output supply which is measured by gross domestic product in constant prices,
∆qt is real exchange rate, ∆(mt − pt) is real money balances, ∆pt is domestic price level as
captured by consumer price index or alternatively food and non-food prices and ∆st is nominal
exchange rate.9 All variables are expressed in logs. Since all the variables in the model are
found to be non-stationary (as shown in Section 4), we have used these variables in their first
differences to define the VAR model.

To start with the reduced form Vector Autoregressive (VAR) model:

∆Yt = B1∆Yt−1 +B2∆Yt−2 + . . .+Bp∆Yt−p + ut Or B(L)∆Yt = ut (24)

9An increase in st is indicates a depreciation of the Ethiopian birr and vice versa.
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Where Bi are 5× 5 matrix of coefficients, B(L) = B0 +B1L+B2L
2 + . . .+BpL

p, L is the
lag order operator and i = 1, 2, . . . p represents the lag order. Equation 24 and the correspond-
ing variance-covariance matrix (Σu) of the reduced form residuals (ut) can be estimated using
available information on the endogenous variables in the system. Let the variance-covariance
matrix of the reduced form residuals be given by:

E(utu
′
t) = Σu (25)

Assuming that the matrix polynomial Bi has all its roots inside the unit circle and is in-
vertible, the above reduced form VAR(p) process will have the following infinite order moving
average (Wold) representation:

∆Yt = ut + Φ1ut−1 + Φ2ut−2 + . . . =
∞∑

j=0

Φjut−j = Φ(L)ut (26)

Where Φ0 = I5, Φs =
∑s

j=1 Φs−jAj for s = 1, 2, . . . and Φ(L) = B(L)−1

In its structural moving average form, the above VAR model can be expressed as:10

∆Yt = C0µt + C1µt−1 + C2µt−2 + . . . =
∞∑

i=0

Ciµt−i = C(L)µt (27)

Where C(L) = C0 + C1L
1 + C2L

2 + . . ..

Using Equation 26 and 27 and noting that Φ0 = I5, we have that:

ut = C(0)µt for L = 0 (28)
C(L) = Φ(L)C(0) for L = 0, 1, 2 . . . (29)

Using the relationship between ut and µt given above (that is, using Equation 25 in Equa-
tion 28) and the assumption that structural innovations summarized in µt are mutually orthogo-
nal and have a unit variance, we get:

Σu = C(0)E(µtµ
′
t)C(0)′ = C(0)C(0)′ (30)

10Inverting C(L), in Equation 27, we can also write the structural vector autoregressive (SVAR) representation
of the model as A(L)∆Yt = µt.
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Where C(0) is a matrix of contemporaneous effects of the structural shocks and it models
the short run relationship between the 5 variables in the system. Identification based on short
run restrictions requires putting zero restrictions on the C(0) matrix. On the other hand, iden-
tification of the structural shocks using long-run restrictions requires putting restrictions on the
cumulative impulse responses which is given as: C(1) = C0 + C1 + C2 + C3 + . . .. As we
have indicated in the introduction, in this paper we use a combination of short run and long-run
restrictions to achieve identification.

Likewise, denoting the cumulative effect of the reduced form residuals as Φ(1) = Φ0 +
Φ1 + Φ2 + Φ3 + . . ., we can define the matrix of cumulative impulse responses (C(1)) in
terms of Φ(1) and C(0). To do this, we use repeated substitution into Equation 29 to arrive
at Ci = ΦiC0; and summing both sides of this equation over i gives us at the key equation for
identification:11

C(1) = Φ(1)C(0) (31)

The aim is to identify the contemporaneous relationship (C(0)), the structural system dy-
namics as defined in (C(1)) and the time-series of structural shocks (µt). With these, we can
estimate the structural impulse responses functions (SIRFs) and compute the structural fore-
cast error variance decomposition (SFEVD). What we need here is therefore to estimate the
matrix C(0), which, as indicated in Equation 30, is given by C(0)C(0)′ = Σu. Using C(0)
together with Φ(1), which can be computed from the reduced form VAR model, we can get the
cumulative effects of the structural shocks using Equation 31.

Since the structural shocks are not observed or that one cannot directly recover the parame-
ters of the structural moving average model in Equation 27, the reduced form representation is
instead used to recover the structural shocks. Specifically, the structural shocks are obtained by
transforming the reduced form residuals using Equation 28 and 30. However, since the reduced
form model is itself under identified, we need to impose restrictions in the system. That is, the
variance covariance matrix of the reduced form residuals in Equation 30 represents 25 equations
in 25 unknowns, where, given that Σu is symmetric, 10 of the equations are redundant. We are
therefore left with 15 equations to identify the 25 parameters, which implies that we need 10
additional restrictions to arrive at a just identified system.

To achieve identification one can put short-run, long-run or combination of short-run and
long-run restrictions on the reactions of the endogenous variables to the structural shocks. Iden-
tification based on short-run (as in Sims (1986)) and long-run restrictions (as in Blanchard and
Quah (1989)), require putting the remaining ten restrictions on the C(0) and C(1) matrices,
respectively. As indicated above, this paper uses a combination of short run and long-run re-
strictions and the specific restrictions we are imposing on the system are outlined below.

Using the predictions derived from the theory model in the previous section (see Equation 19
to 23) we obtained eight long-run restrictions. Adding two short run restrictions, which are
specified below, we get the 10 restrictions needed for a just identified system. This amounts to

11For L = 0, C0 = C0, for L = 1, C1 = Φ1C0, for L = 2, C2 = Φ2C0, . . . Ci = ΦiC0.
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putting zero restrictions on the C(1) and C(0) matrices shown in Equation 31. The long-run
restrictions are:

1. Only supply shocks (µst ) have long-run effects on output supply;12

2. In the long-run real exchange rate is determined by shocks to balance of payments (µzt =
µxt + µft ) as well as shocks to output supply (µst );

3. Demand for real money balances, in the long-run, is affected by all shocks in the system
(µst , µ

z
t , µ

d
t and µet ) but shocks to money supply (µmt ).

4. In the long-run, the domestic price level is affected by all shocks in the system; specifi-
cally it is affected by shocks to output supply, aggregate demand, balance of payments as
well as shocks to money supply and nominal exchange rate;

5. Finally, in the long-run the nominal exchange rate is also affected by all shocks in the
system.

In addition to the above long-run restrictions, we have also introduced two additional restric-
tions on the short run (contemporaneous) relationship between the variables. Specifically, we
assume that shocks to nominal exchange rate will not have short run (contemporaneous) effects
on domestic prices. This is consistent with the idea that prices adjust sluggishly to changes in
the nominal exchange rate. Similarly, money supply shocks will not have short-run (contem-
poraneous) effects on the nominal exchange rate. Given Ethiopia’s managed floating exchange
rate regime, it is highly likely that the nominal exchange rate will remain the same within the
quarter-of the money supply shock. We impose these two additional short-run restrictions on
the C(0) matrix and we arrive at a just identified system.

Taking the above long-run restriction into account and using Equation 27, the long-run re-
sponse of the endogenous variables to the structural shocks, with the expected signs predicted
from the theory model, can be summarized in the following matrix:




∆yt

∆qt

∆(mt − pt)
∆st

∆pt




=

C(1)
︷ ︸︸ ︷


+ 0 0 0 0

+ − 0 0 0

+ − − − 0

+ − + + +

− + + + +







µs
t

µz
t

µd
t

µe
t

µm
t




Given the above restrictions on the C(1) and C(0) matrix, the relation indicated in Equa-
tion 31 can be summarized in the following matrix.

12One could reasonably argue about adding shocks to oil and/or commodity prices (capturing terms of trade
shocks) as this could potentially affect output in the long-run. To limit the size of the system of equations we are
dealing with, we instead add these variables as purely exogenous shocks to the system in the estimation of the
structural VAR model.
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C(1)
︷ ︸︸ ︷


1 0 0 0 0

UR UR 0 0 0

UR UR UR UR 0

UR UR UR UR 1

UR UR UR UR 1




= Φ(1)

C(0)
︷ ︸︸ ︷


UR UR UR UR UR

UR UR UR UR UR

UR UR UR UR UR

UR UR UR UR 0

UR UR UR 0 UR




where UR refers to unrestricted parameters.

In addition to the ten zero restrictions indicated above, we also have three identified param-
eters (indicated with ”1”s in the above matrices) giving us an overidentified system. However,
since the estimation procedure that we are using requires the system to be just identified, we
have not used these identified parameters for identification. Another point worth noting here is
that, in our identification scheme presented above, the respective ordering of price and exchange
rate doesn’t change the empirical results. This is unlike identification schemes based entirely
on short run or long-run restrictions and can deal with the simultaneous relationship between
price and exchange rate in a better way.

4 Data and Pre-estimation Tests

The data used in this paper is quarterly data covering the period 1993q1-2014q4.13 The main
data sources are IMF International Financial Statistics (IFS), World Bank’s World Development
Indicators data base and national data sources including the National Bank of Ethiopia and
Central Statistics office of Ethiopia. Since data on nominal effective exchange rate is not
available for the period after 2010q4, we had to use the bilateral nominal exchange rate which
is available until 2014q4. However, we have also checked the results using the multilateral
exchange rate and the results are not qualitatively different.

Before we do a formal test on the time series properties of the variables, we have started with
a preliminary assessment through graphical inspection of the level and difference of each of the
series presented in Appendix C.14 It is clear from these figures that, except the real exchange
rate, the levels of all the variables (CPI, Nominal exchange rate, GDP, real money balances)
appear to have a clear upward trend. The first difference of all the variables, on the other hand,
is close to a stationary series. The plots based on the first difference of the variables do also

13The years before 1993 are not included as Ethiopia had a socialist regime that practiced heavy price control
and followed a fixed exchange rate regime.

14As it is also indicated in Juselius (2006), it is “much easier to detect an outlier observation in the differences
of a non-stationary variable than in the levels.”
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reveal presence of some outliers in the aforementioned series that we take into account in the
main analysis.15

Given the subjectivity inherent in the visual inspection, we move on to a formal testing of
the behavior of each series so as to determine whether the variables in question are stationary
or not. This is done using standard unit root tests including Augumented Dickey Fuller (ADF),
Phillip Perron (PP) and Kwiatkowski, Phillips, Schmidt and Shin (KPSS) tests. The results
from these tests are reported in Table 4 in the appendix.

As can be seen from Table 4, both the ADF and PP tests indicate that all the variables are non-
stationary at levels. Confirming these results, the estimated test statistics from KPSS indicate
that the null of stationarity is rejected in all cases. As can be seen from Table 5 in the appendix,
the first difference of all the variables, according to all the three tests, appear to be stationary
suggesting that all of the variables are integrated of order one, I(1).

The main criticism with the above unit root tests is that these tests may fail to reject unit root
in the presence of structural break. In particular, if there is a structural break in the series, the
above tests can wrongly suggest unit root while the series might actually be stationary around a
structural break. To address this concern, we check the time series properties of the variables by
taking the presence of structural break into account. This is done using Clemente et al. (1998)
method which endogenously determine the break dates from the data.

The Clemente et al. (1998) test gives two models: Additive outlier (AO) and Innovative
outlier (IO) models which respectively capture sudden and gradual changes in the mean of the
series. As can be seen from the results reported in Table 6, the null hypothesis of a unit root
in each series cannot be rejected in all cases even after taking into account the presence of
structural breaks in the series (the critical value of this test associated with a 5 percent level
of significance is equal to -5.49). Therefore, based on the above test results we continue our
analysis treating all the variables as having a unit root process.16

5 Results and Discussion

In this section, we present the results from the estimation of the structural VAR model with five
variables: Real GDP, real exchange rate, demand for real money balances, nominal exchange
rate and consumer price index or alternatively its disaggregated components. To control for
seasonal variations, account for outlier observations and structural breaks, we have respectively
included quarterly dummies, impulse dummies as well as a shift dummy in the structural VAR
estimation.17 We have also included world prices of oil and coffee as purely exogenous variables
potentially affecting the endogenous variables in the system. Given that Ethiopia is an oil

15Food and Non-food price indices are also found to be integrated of order one even after accounting for struc-
tural breaks. Trends in the level and first difference of these variables is given in Figure 16.

16We have also checked if there is any co-integration between the variables in the system using Johansen max-
imum likelihood test for co-integration. The results show one co-integrating relationship among the variables in
question (see Table 7) for the results.

17As can be seen from trends in GDP (Figure 10) and CPI (Figure 12), there is a clear structural break (around
2003q1) and we have captured this using a shift dummy.
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importing country and heavily dependent on commodity (mainly coffee) exports, these two
variables, capturing terms of trade shocks, are important sources of macroeconomic shocks.

For the structural VAR estimation, a lag length is selected using the standard lag selection
methods including LR, FPE, AIC, HQIC and SBIC. Except the LR method which suggests a
lag length of four, all the other methods suggest a lag length of two. We thus choose a lag length
of two as this is suggested by most of the tests and as it is also found to be sufficient to clear the
autocorrelation in the disturbances. We have also run tests for autocorrelation, normality and
VAR stability (results are attached in the appendix, see Table 8, Table 9 and Figure 15).

5.1 Response of CPI to Macroeconomic Shocks

One of the main tools in structural VAR analysis is impulse response function which shows
the contemporaneous and an overtime response of endogenous variables in the system to one
standard deviation increase in the structural shocks. Since the long-run constraints (restrictions)
we have used for the SVAR estimation are motivated by economic theory, it is possible to attach
causal interpretation to the resulting Structural Impulse Response Functions (SIRFs). In each
case, the SIRFs are plotted with the 0.16 and 0.84 percentile (confidence) bands. Following
recommendations by Sims and Zha (1999) (see also Estima (2010)), the confidence bands used
to test the statistical significance of the impulse responses are computed using Monte Carlo
integrations method with 10000 draws.

As indicated above, we estimate the SVAR model in the log first difference of the variables
and hence the impulse response functions indicate the responses of the growth rates of the vari-
ables rather than their levels. We therefore base our analysis on the cumulated impulse response
functions which can be interpreted as responses of the logs of the variables in question. In this
case, the estimated impulse response functions will have percentage interpretation; where 100
× the cumulative impulse response estimates indicates the percentage change in the endogenous
(responding variable) following a one standard deviation in the shock variable.

As pointed out in the introduction, the main identification challenge in empirically estimat-
ing the rate of exchange rate pass-through to domestic prices is deciding the ordering of the
variables in the VAR; specifically the respective ordering of prices and nominal exchange rate.
In this paper, using identification strategy that is based on a combination of short and long-run
restrictions, we have managed to make the ordering of these two variables irrelevant for the
results. It is therefore important to emphasize that, although the results reported below are done
based on ordering of the variables that puts the nominal exchange rate last in the system, the
results do not change even if we instead order price last in the system.

Response of CPI to other Macroeconomic Shocks in the System

Before turning our focus to the central theme of this paper, that is, exchange rate induced infla-
tion, we start by investigating the impact of the structural shocks on the system’s endogenous
variables. In doing so our main focus is the response of domestic prices to other macroeconomic
shocks, apart from nominal exchange rate, so as to assess the roles these other shocks play in
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determining the domestic price level in Ethiopia. In the process, we also assess if the impulse
response results are in line with the predictions of the theory model presented in this paper and,
more generally, of other standard small open economy macro models.

To start with supply shock, as can be seen from Figure 1, on the left panel, aggregate supply
shock, as theoretically expected, has a price dampening effect. In particular, a one standard
deviation positive shock to aggregate supply appears to have a negative and statistically signifi-
cant effect on the domestic price level that converges to -1.9 percent in about nine quarters after
the shock. On the other hand, all the remaining variables in the system are found to respond
positively to supply shock. The increase in the demand for money following a supply shock is
in line with standard economic theory (See Equation 8). Moreover, the increase (depreciation)
of nominal exchange rate following a supply shock can be justified under certain conditions. In
particular, as can be seen from Equation 23, a positive supply shock can induce nominal depre-
ciation if the elasticity of imports to disposable income (θ) is high. Similarly, the real exchange
rate is also found to depreciate following a positive supply shock. In view of the observed nom-
inal depreciation coupled with the decline in domestic price following a supply shock, the real
depreciation is expected.

Moving to shocks to balance of payments (BOP), which captures shocks to trade balance
and external financial flows, as can be seen from the right panel of Figure 1, BOP shock has a
positive and statistically significant impact on CPI, both on impact and in subsequent quarters.
A one standard deviation BOP shock is found to have a persistent positive impact on CPI that
starts out below 2 percent, on impact and converges to around 3 percent on the eighth quarter
after the shock. Since BOP shocks are in a way capturing aggregate demand shocks that are
financed through external financial flows, their positive impact on domestic price is in line with a
priori expectation. Apart from affecting domestic prices, BOP shocks are also found to decrease
(appreciate) nominal and real exchange rate and to decrease the demand for money balances as
is also predicted by the theory.The lower money demand in response to a positive shock to BOP
can plausibly be explained by agents fear of expected inflation. On the other hand, a positive
shock to BOP is not found to have a statistically significant effect on supply.

Similarly, aggregate demand shocks are also found to have a positive impact on the domestic
price level as expected. In particular, following a one standard deviation shock to aggregate
demand, the increase in domestic price level converges to 1.7 percent in about seven quarters
after the shock. Regarding the impact on other endogenous variables, while a positive shock to
demand does not have a permanent effect on output and real exchange rate, nominal exchange
rate is found to respond positively both on impact and subsequent quarters and all the estimates
are statistically significant. Given that both domestic price level and nominal exchange rate
respond or adjust to a positive shock in demand, the lack of impact on real exchange rate is
expected. On the other hand, contrary to expectation, the impact of demand shock on real
money demand is not statistically significant in all horizons.

Finally, the estimated effect of shocks to money supply, which captures the variation in the
price level that is not explained by the above three shocks, is found to have a positive impact
on domestic price as can be seen from the cumulative impulse responses depicted in Figure 2.
In particular, the effect of money supply shock on domestic price level starts out high, at 0.45
percent, on impact, declines in subsequent quarters and converges to about 0.43 percent nine
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quarters after the shock. Looking at the impact of money supply shock on other variables in the
system, shocks to money supply do not have impact on output. In the case of real exchange rate,
however, monetary shocks induces appreciation of the real exchange rate until the first quarter
after the shock. This is mainly following the restrictions we put on the model. In particular,
since nominal exchange rate in our model is restricted not to respond to monetary shock in the
short run, it is inevitable for the real exchange rate to fall (appreciate) for a short while, until
nominal exchange rate adjusts and offsets the rise in domestic price induced by money supply
shocks.

Overall, as can be noted above, the estimated impulse response functions in almost all cases
make sensible predictions or concur with theoretical predictions giving credence to the esti-
mated model. In particular, the direction of the response of domestic price level to supply,
demand, BOP and money supply shocks is all in line with both the theory model presented in
Section 2 and/or is broadly consistent with other open economy macro models. Moreover, in
all cases, the impact of the shocks on the domestic price level is statistically significant as can
be seen from the confidence bands of the respective impulse responses in Figure 1 and Figure 2.
Below we turn our attention to answering the main question of this paper, that is, to investi-
gate the extent of exchange rate induced inflation, or the degree and speed of exchange rate
pass-through to domestic prices, in Ethiopia.

Figure 1: Cumulative Impulse Responses to Supply and BOP Shocks
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Figure 2: Cumulative Impulse Responses to Aggregate Demand and Money Supply Shocks
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Figure 3: Cumulative Impulse Responses to Nominal Exchange Rate Shocks
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Evidence on Exchange rate induced Inflation

Figure 4 summarizes the cumulative structural impulse responses of the domestic price level to
the different macroeconomic shocks in the system. Our focus in this section is on the impact of
shocks to nominal exchange rate in domestic price level. Response of CPI following a shock (a
depreciation) in the nominal exchange rate can be seen from the second plot on the right side of
Figure 4.

On impact, the structural impulse response of CPI following a nominal exchange rate shock
appears to be zero. This is expected as we have restricted the contemporaneous impact of a
shock in the nominal exchange rate on CPI to be zero. In the first quarter after the nominal
exchange rate shock, the impulse response of CPI becomes positive, albeit, statistically in-
significant. From the second quarter onwards, however, the estimated impulse response of CPI
to shocks in nominal exchange rate appears to be positive and statistically significant.

Figure 4: Cumulative Response of CPI to Nominal Exchange Rate and other Shocks
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The estimated response of domestic price to a nominal exchange rate shock cumulates over
periods leaving it at a permanently higher level. Specifically, as can be noted from Figure 4, a
one standard deviation shock to nominal exchange rate is associated with a 0.60 percent and 1.0
percent increase in the price level in the second and fifth quarters after the exchange rate shock,
respectively. Overtime the price response converges to 1.3 percent in about three years after the
exchange rate shock.

To give the above results a more meaningful interpretation, below, we have calculated the
rate of exchange rate pass-through (ERPT) to the domestic price level as the percentage change
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Figure 5: Estimated Rates Exchange Rate Pass-Through
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in the price level that is due to a one percent change in the nominal exchange rate. To this end,
we have followed the standard practice in the literature and divide the cumulative response of
CPI to a one standard deviation exchange rate shock by the respective cumulative response of
the nominal exchange rate to the same shock. The estimated rates of ERPT we have calculated
in this way for each quarter after the exchange rate shock along with its confidence bound is
depicted in Figure 5.

As can be noted from Figure 5, ERPT to domestic prices in Ethiopia starts low (about 17
percent in the first quarter after the exchange rate shock and grows quickly to 53 percent in
the second quarter after the shock. About 60 percent of the price change already takes place
in the second quarter and in about two years (eight quarters) after the exchange rate shock,
the rate of ERPT reaches 90 percent and it latter converges to 97 percent. Although ERPT
is known to be larger for developing countries in general, the estimate that we find here for
the Ethiopian economy can be considered even larger, the more so for ERPT to CPI. Different
factors, including the persistence of the exchange rate in Ethiopia, the country’s heavy reliance
on imports as well as the inflationary environment in the country can potentially explain the
high exchange rate pass-through to domestic price observed for Ethiopia. Together with the
potentially low importance of the Ethiopian economy to foreign exporters, the high rate of
pass-through estimated in this paper is in line with the the predictions of producer currency
pricing models (among others, see McCarthy (2007), Taylor (2000)).

In sum, the above evidence from the impulse response shows that exchange rate pass-through
to consumer prices in Ethiopia, although starts out at a lower level, is found to increase in
subsequent quarters and becomes near complete two years after the exchange rate shock; leaving
the domestic price at a permanently higher level.

Apart from shocks to nominal exchange rate, we have also seen that domestic price level

120



is found to respond positively to shocks to BOP, aggregate demand and money supply (See
Figure 4). In particular, while the domestic price level responds negatively to aggregate supply
shocks, the price level responds positively to BOP, demand and money supply shocks. This
shows that other macroeconomic shocks are also important in defining movements of CPI in
Ethiopia.

To get a better insight on how the different macroeconomic shocks contribute to variations
in domestic inflation (price level) in Ethiopia, below we have presented results on variance
decomposition of CPI.

5.2 Decomposing the Variation in Consumer Price

A large exchange rate pass-through estimate does not necessarily mean that depreciation (de-
valuation) of the nominal exchange rate is the only or the most important source of variation in
inflation in Ethiopia. Despite observing a very large exchange rate pass-through, the exchange
rate shock might have small contribution in explaining variation in inflation if the size of the
shock is small. Determining the percentage variation in domestic price level that can be at-
tributed to shocks to nominal exchange rate as well as shocks to other macroeconomic variables
in the system is therefore the next relevant exercise. Table 1 presents the structural forecast
error variance decomposition (SFEVD) which shows the relative importance of each structural
shock in explaining variations in growth rates of consumer prices in Ethiopia.18

To start with our variable of interest, as can be seen from Table 1, shocks to nominal ex-
change rate are found to play no role in explaining the variance in inflation in the first quarter.
This is expected given the identification restriction we imposed on the contemporaneous rela-
tionship between these two variables. However, even in the second and third quarters, shocks
to nominal exchange rate tend to explain only 0.3 and 1.8 percent of the variation in inflation,
respectively. The percentage share of the variance in inflation that is attributable to changes in
nominal exchange rate appears to increase in subsequent quarters. In particular, after 12 quar-
ters (three years) and 16 quarters (four years), 7.3 and 7.9 percent of the variation in growth
rate of consumer prices in Ethiopia is explained by shocks to nominal exchange rate, respec-
tively. From the fourth quarter onwards, shocks to nominal exchange rate appear to explain
larger percentage of the variation in inflation than do money supply shocks.

As can be seen above, despite the high degree of pass-through, nominal exchange rate shock
appear to determine only a smaller percentage of the variation in inflation. This can partly be
explained by the fact that most of the observed changes in nominal exchange rate (NER) of the
Ethiopian birr are very small depreciations of the birr; although large, devaluations are rare.
Another reason can be due to the fact that NER shocks are identified in the system through
changes in NER that is not explained by other shocks in the system.

Nominal exchange rate shocks do play important role in determining the variance in the
growth rate of demand for real money balances as well as the nominal exchange rate itself.

18Since we have estimated the model in log differences, it should be noted that we are decomposing the variance
in the growth rates of the endogenous variables, and not the variance in the levels of the variables. Moreover, since
we have reported the median SFEVDs, the decompositions attributable to the different shocks may not add up to
100%.
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Table 1: Decomposition of Variance for Consumer Price Index

Horizon Supply Shock BOP Shock Demand Shock Money SS Shock Nom. ExRate Shock

1 7.3 59.2 21.9 5.2 0.0

[ 0.8,22.7] [37.4,77.7] [ 8.7,38.6] [ 1.0,13.0] [ 0.0, 0.0]

2 10.1 59.2 19.2 4.6 0.3

[ 1.4,27.7] [37.8,77.2] [ 7.7,34.6] [ 1.1,11.1] [ 0.0, 1.1]

3 10.0 60.1 18.4 2.8 1.8

[ 1.4,28.4] [39.0,77.4] [ 7.3,33.9] [ 0.8, 7.2] [ 0.4, 4.5]

4 10.4 59.9 17.3 2.0 3.0

[ 1.4,29.8] [39.0,77.2] [ 6.6,32.7] [ 0.6, 5.4] [ 0.6, 7.2]

8 11.5 55.1 16.7 1.5 6.1

[ 1.6,33.8] [34.8,73.1] [ 4.9,33.4] [ 0.4, 4.2] [ 1.2,13.8]

12 12.2 52.6 16.3 1.4 7.3

[ 1.6,35.7] [32.3,71.0] [ 4.2,34.0] [ 0.4, 4.0] [ 1.4,16.4]

16 12.6 51.4 16.0 1.3 7.9

[ 1.7,36.9] [30.8,70.2] [ 3.8,34.4] [ 0.3, 3.9] [ 1.5,17.6]

Over the horizons, about 37 to 23 percent of the variance in the growth rate of demand for
real money balances is attributable to nominal exchange rate shocks. Given that the interest
rate in the Ethiopian economy is only partially liberalized and that it is not regularly adjusted,
expected inflation, exchange rates and foreign financial inflows play important role in explaining
the variation in the demand for money (see also Loening et al. (2009))

The variation in inflation that is due to own shock (money supply shock) is found to be
relatively small, especially at longer steps. In particular, money supply shocks contributes only
to 5.2 and 4.6 percent of the variation in inflation in the first and second quarters, respectively.
The contribution of money supply shocks tend to decrease over the horizons and in the fourth
year only 1.3 percent of the variation in inflation in Ethiopia is due to innovations of money
supply. The relatively smaller contribution of money supply shocks in determining the variance
in inflation can be expected given that money supply shocks are identified through changes in
the price level that is not caused by the other shocks in the system. In general, money supply
shocks do not appear to play any significant role in determining the variation in any of the
endogenous variables in the system.

From Table Table 1 it is also clear that, at shorter steps, most of the one-step forecast er-
ror variance in domestic inflation is explained by shocks to BOP, which is identified through
changes in the real exchange rate that is not explained by output supply shocks. In particular,
BOP shocks explain 59 and 60 percent of the variation in CPI in the first and fourth quarters, re-
spectively. Afterwards, the contribution of innovations in the BOP in explaining the variation in
inflation appear to decrease slightly and yet BOP shocks remain the prime driver of variation in
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inflation; after three years 53 percent of the variation in inflation is attributable to BOP shocks.
Although this seems an anticipated, since BOP shocks are part of aggregate demand shocks that
are associated with trade balance and foreign financial flows, both of which are important in the
Ethiopian economy, this result shouldn’t come as a surprise. BOP shocks also play important
role in explaining variations in the growth rates of the real exchange rate (47 to 72 percent),
demand for money (42 to 40) and the nominal exchange rate (2.4 to 8.2 percent) (see D).

Similarly, aggregate demand shocks, identified through changes in the demand for real
money balances that is not explained by supply or BOP shocks, are also found to play im-
portant role in determining the variation in inflation. Specifically, shock to aggregate demand
contribute to 21 and 17.3 percent of the variation in inflation in the first and fourth quarters,
respectively. This makes aggregate demand shock the second most important shock deriving
variations in CPI in the short-run. Over the horizons, the contribution of shocks to aggregate
demand declines only slightly where, even after three years (12 quarters), 16.3 percent of the
variation in inflation is attributable to aggregate demand shocks. The important role of aggre-
gate demand shocks in explaining variations in inflation is expected given that these shocks are
mainly meant to capture expansionary fiscal policies. Aggregate demand shocks are also found
to explain a sizable share of the variation in the growth rate of the nominal exchange rate, where
about 50 to 35 percent of the variance in the growth rate of the nominal exchange rate is found
to be attributable to aggregate demand shocks.

Moreover, shocks to output supply also appear to have a major role in determining the vari-
ation in consumer prices, especially at longer steps. As can be seen from Table 1, even if the
importance of shocks to output supply is relatively small in the short run, its contribution in-
creases over time. In particular, in the second year and afterwards, shocks to output supply
becomes important factor contributing to about 12 and 13 percent of the variation in inflation in
third and fourth years, respectively.

Overall, even if BOP shocks, shocks to demand and aggregate supply are found to be the
major deriving forces determining variations in the growth rate of domestic prices in Ethiopia,
the importance of shocks to nominal exchange rate cannot be ignored. In the third year and
after wards, more than 7 percent of the variation in inflation is explained by shocks to nominal
exchange rate. This, together with the strong cumulative impulse response of CPI following
shocks to nominal exchange rate, has its own implication for effectiveness of monetary policy.
That is, impacts of changes in nominal exchange rate (devaluation measures) on real variables
will be lower than anticipated. As can be seen from Table 12, in the first and second quarters
11.3 to 4.3 percent of the variance in the growth rate of the real exchange rate is attributable to
nominal exchange rate shocks. In view of this, the devaluation measures aimed at improving
(maintaining) the country’s export competitiveness may not be able to achieve the desired
targets since such measures will be partly matched by a rise in the domestic price level.

We have presented the variance decompositions of the other endogenous variables in Ap-
pendix D. As it is theoretically expected, the variance in growth rate of output supply is mainly
determined by its own shock and this is the more so at longer horizon where the other shocks
do not have meaningful contribution. Specifically, over the long horizon, 98 percent of the vari-
ation in output supply is attributable to a shock to output supply itself. Over shorter horizons,
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on the other hand, shocks to BOP as well as shocks nominal exchange rate and money supply
play some role in determining variations in the growth rate of output (see Table 11). While most
(71.5 to 47 percent) of the variation in the growth rate of the real exchange rate is due to own
(BOP) shocks, 23 to 26 percent of the variation is attributable to output supply shocks. Money
supply and nominal exchange rate shocks, on the other hand, appear to have some role in the
short run (see Table 12). As indicated above, shocks to BOP (41 to 43 percent) and nominal
exchange rate (23 to 37 percent) have important contributions towards explaining the variance
in the growth rate of demand for real money balances. At longer steps, supply shocks are also
important in explaining the variance in the growth rate of demand for real money balances; after
the second year, more than 23 percent of the variation is attributable to output supply shocks
(see Table 13). The variance in the growth rate of the nominal exchange rate can be attributed to
the different shocks in the system, no one shock is responsible for the majority of the variance
in the growth rate of the nominal exchange rate. However, over the horizons, aggregate demand
shocks (35 percent to 50 percent) and nominal exchange rate shocks (24 percent 25 percent)
appear to have important role (see Table 14).

5.3 Impulse Response of Disaggregated CPI: Food Price and Non-Food
Price Indices

In this section, we look at the response of disaggregated price indices to changes in nominal
exchange rate. Specifically, we estimate the structural impulse responses of food and non-food
price indices to nominal exchange rate as well as other shocks in the system. To this end, we
employ the same model as above except that now we had to limit the sample period between
1997q4 to 2014q4 because of lack of data on the food and non-food price indices for the period
prior to 1997.

As can be see from Table 10 food items constitute the larger share of the consumer basket.
As can also be seen from Figure 16, which shows trends in aggregate, food and non-food price
indices over the sample period, trends in the food price index closely mimics trends in aggregate
price index. For these reasons we expect food prices to respond to nominal exchange rate shocks
in a similar way as aggregate consumer prices and this appears to be the case as can be seen
from the impulse response estimates presented in Figure 6.

As can be seen from the cumulative structural impulse response estimates depicted in Fig-
ure 6, the response of food prices to changes in nominal exchange rate is positive and statisti-
cally significant in the second and subsequent quarters. As in the case of aggregate price index,
a one standard deviation shock to nominal exchange rate leaves food prices at a permanently
higher level. For each quarter after the exchange rate shock, Figure 7 plots the corresponding
exchange rate pass-through rates to food prices which indicates that pass-through to food price
in Ethiopia becomes near complete in about five to six quarters after the exchange rate shock.
The observed high rate of ERPT to food prices can be explained by not only the relatively high
import content of the food price index, but also by the fact that the production and distribution
of food items involve imported items.

Similarly, the cumulative structural impulse response of non-food prices to a one standard
deviation nominal exchange rate shock is also positive and statistically significant, again starting
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Figure 6: Response of Food Price to a Nominal Exchange Rate Shocks:
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Figure 7: Estimated Rates Exchange Rate Pass-Through to Food Price Index
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from the second quarter on wards. Compared to the above two cases, the impulse response of
non-food prices appears to be a bit lower (see Figure 8). As can also be seen from Figure 9, the
estimated exchange rate pass-through rate to non-food prices is found to be relatively lower and
it converges to about 47 percent in about 12 quarters after the exchange rate shock. Given that
non-food items can be largely imported, the smaller ERPT observed in the case of non-food
price index may seem strange. However, a closer look at the composition of the non-food price
index indicate that it is composed of non-tradable items (like services) which are less likely to
be affected by changes in exchange rate. Besides, the fact that the non-food price index also
include items whose prices are highly regulated by the government (e.g. water, electricity and
communication) can be another reason for the observed smaller rate of ERPT to non-food price
index.

Figure 8: Response of Non-Food Price to Shocks from Nominal Exchange Rate:

Response of Non-Food PI to:

S
u

p
p

ly
 S

h
o

ck

0 5 10 15 20
-0.025

-0.020

-0.015

-0.010

-0.005

0.000

0.005

0.010

B
O

P
 S

h
o

ck

0 5 10 15 20
-0.015

-0.010

-0.005

0.000

0.005

0.010

0.015

D
em

an
d

 S
h

o
ck

0 5 10 15 20
-0.005

0.000

0.005

0.010

0.015

0.020

0.025

M
o

n
ey

 S
S

 S
h

o
ck

0 5 10 15 20
0.006

0.008

0.010

0.012

0.014

0.016

0.018

0.020

N
o

m
. E

xR
at

e 
S

h
o

ck

0 5 10 15 20
-0.005

0.000

0.005

0.010

0.015

0.020

0.025

Moving to the decomposition of variances for growth rates of food and non-food price in-
dices, we can see from Table 2, in the first quarter, the lion’s share of the variation in food
inflation is explained by shocks to balance of payments (BOP) which determines about 60 to
62 percent of the variance. However, while the contribution of BOP shocks decline in subse-
quent quarters, shocks to aggregate supply gained importance at longer horizons. In three to
four years, about 18 percent of the variation in food inflation is attributable to shocks to output
supply. While shocks to aggregate demand contribute to about 15 (on impact) and 7 percent
(in about three years), shocks to nominal exchange rate and money supply account for smaller
percentage of the variation in growth rate of food prices. Although money supply shocks ex-
plain 9.5 and 5.1 percent of the variance in food inflation in the first and second quarters, its
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Figure 9: Estimated Rates Exchange Rate Pass-Through to Non-Food Price Index
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contribution declines in subsequent quarters reaching only 2 percent in the third year. After the
first quarter, nominal exchange rate shocks have a small but stable contribution to the variation
in food prices; in the third year, shocks to nominal exchange rate accounts for about 3.5 percent
of the variation in food inflation.

In the case of non-food prices, however, shocks to money supply appear to explain a larger
share of the variation in non-food inflation, 53 percent on impact to 26 percent in the third year.
Aggregate demand (17 to 19 percent) and aggregate supply shocks (13 to 12 percent) also play
important role in determining the variation in the growth rate of non-food prices (see Table 3).
Even if nominal exchange rate play little role at shorter horizons, its contribution has gradually
increased determining more than 12 percent of the variation in non-food price inflation after 3
years.
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Table 2: Decomposition of Variance for Food Price Index

Horizon Supply Shock BOP Shock Demand Shock Money SS Shock Nom. ExRate Shock

1 8.4 59.5 15.0 9.5 0.0

[ 0.8,28.5] [35.1,77.3] [ 4.9,31.7] [ 3.3,19.2] [ 0.0, 0.0]

2 14.6 59.4 13.4 5.1 0.3

[ 2.3,39.2] [33.7,78.9] [ 4.3,28.3] [ 1.6,11.3] [ 0.0, 1.1]

3 16.2 59.6 12.2 3.7 1.2

[ 2.5,42.7] [33.9,78.8] [ 4.0,26.0] [ 1.2, 8.1] [ 0.3, 3.2]

4 16.3 60.5 10.7 3.2 1.9

[ 2.7,44.0] [35.1,79.4] [ 3.5,23.3] [ 1.1, 6.7] [ 0.4, 4.7]

8 17.0 61.7 7.7 2.3 3.2

[ 2.9,47.5] [35.4,79.9] [ 2.2,18.8] [ 0.8, 5.1] [ 0.7, 7.8]

12 17.6 61.7 6.5 2.0 3.5

[ 2.8,49.5] [34.9,80.4] [ 1.6,17.3] [ 0.7, 4.6] [ 0.7, 8.8]

16 17.9 61.7 6.0 1.8 3.6

[ 2.8,50.9] [34.5,80.8] [ 1.3,16.6] [ 0.6, 4.3] [ 0.7, 9.2]

Table 3: Decomposition of Variance for Non-Food Price Index

Horizon Supply Shock BOP Shock Demand Shock Money SS Shock Nom. ExRate Shock

1 13.4 5.0 16.9 52.6 0.0

[ 2.0,34.1] [ 0.5,19.1] [ 4.3,42.1] [23.6,76.4] [ 0.0, 0.0]

2 12.2 4.5 18.4 51.1 0.5

[ 1.9,33.6] [ 0.8,17.0] [ 4.3,43.9] [23.6,75.5] [ 0.0, 2.2]

3 11.8 4.7 20.6 45.3 2.4

[ 2.4,34.0] [ 1.1,16.3] [ 5.2,46.1] [20.4,69.8] [ 0.3, 8.1]

4 11.7 5.1 21.7 40.2 4.6

[ 2.7,34.2] [ 1.2,16.4] [ 5.5,47.5] [17.3,64.4] [ 0.6,14.5]

8 11.6 5.5 20.8 30.4 10.2

[ 2.9,35.4] [ 1.3,17.9] [ 4.8,46.3] [10.7,55.1] [ 1.4,28.5]

12 11.6 5.6 19.7 26.3 12.4

[ 2.7,37.7] [ 1.2,19.6] [ 4.0,45.8] [ 8.2,51.3] [ 1.7,33.9]

16 11.5 5.7 18.8 24.2 13.4

[ 2.4,39.8] [ 1.2,20.5] [ 3.5,45.7] [ 6.6,49.5] [ 1.8,36.4]
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6 Conclusion

In this paper, we examine exchange rate pass-through to domestic inflation with a particular
focus on the Ethiopian economy. Despite the vast literature on exchange rate pass-through,
the existing literature for the most part focuses on developed countries and the evidence for
developing countries, particularly for those in SSA, is quite limited. This paper thus aims to
contribute to the limited evidence regarding the impact of exchange rate shocks to prices in sub
Saharan Africa (SSA) by considering the case of Ethiopia. To this end, we employ a Structural
Vector Autoregressive (SVAR) model where identification of the structural shocks is achieved
using a combination of short run and long-run restrictions, where the latter is derived from a
simple small open economy macro model.

In the theory model, which we use as a guideline in specifying the long-run restrictions
needed for identification, effort is made to reflect the existing realities of SSA countries in
general and Ethiopia in particular. Specifically, we modified this standard open macroeconomic
model to take into account the fact that the Ethiopian economy has a closed capital account (has
limited/no private capital inflows) and is heavily dependent on external financial flows (foreign
aid and remittances) to finance its norm trade deficit.

The results from estimated cumulative structural impulse response functions are starkly con-
sistent with theoretical predictions giving us confidence in the model and identification strategy
we have employed in this paper. The impulse response of domestic prices to a one standard
deviation nominal exchange rate shock (depreciation/devaluation) is found to be positive and
statistically significant, that leaves domestic prices at a permanently higher level in about two
years. The corresponding rate of exchange rate pass-through to aggregate CPI, starts out low but
quickly increases to more than 80 percent in about four quarters and approaches to 96 percent
in about two years period. While impulse responses of food prices follow the same pattern as
aggregate CPI, exchange rate pass-through to non-food prices is found to be relatively lower,
approaching to 47 percent. The higher exchange rate pass-through to domestic price that we
found for Ethiopia is consistent with the the predictions of producer currency pricing models.
Given the potentially low importance of the Ethiopian economy to foreign exporters, this is not
a very difficult hypothesis to accept. Moreover, the fact that the Ethiopian economy is charac-
terized by persistent exchange rate, high import dependence and inflationary environment can
also explain the large exchange rate pass-through estimate we find in this paper.

Despite of the large exchange rate pass-through estimate, shocks to nominal exchange rate
are found to account for only about 7 to 8 percent of the variation in inflation in three to four
years. In longer horizons, a larger proportion of the variation in domestic inflation is instead
found to be explained by shocks to BOP, aggregate supply and aggregate demand, in their
respective order. On the other hand, shocks to money supply is found to play a very limited role
in explaining the variation in the general inflation, which is contrary to our expectation. While
this remains to be true in the case of variance decompositions of food inflation, the variance
decomposition of non-food inflation reveals a totally different picture. In the case of non-food
prices, shocks to money supply explain a larger percentage of the variation in non-food inflation
in Ethiopia.

Overall the results have their own implication for effectiveness of monetary policy. In par-
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ticular, the high rate of ERPT found in Ethiopia shows that impacts of changes in nominal
exchange rate (devaluation measures) on real variables will be lower than anticipated. In view
of this, the devaluation measures aimed at improving (maintaining) the country’s export com-
petitiveness may not be able to achieve the desired targets since such measures will be largely
matched by a rise in the domestic price level. This is also reflected in the actual overtime trends
of CPI, nominal and real exchange rate depicted in Figure 17.

Therefore, even if devaluation measures are sometimes unavoidable, particularly in order
to maintain competitiveness in the face of inflationary pressures or excess demand in foreign
currency, taking such measures per se cannot be successful in achieving the desired target unless
accompanied by other macroeconomic measures that can put inflation in check.
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Appendices

Appendix A: Components of Aggregate Demand

Below we define components of the aggregate demand equation in order to show how the two
shocks (shocks associated with trade balance and external financial flows) are introduced in the
standard IS equation:

Ct = C0,t + σYt + FC
t (32)

It = I0,t − ρRt + F I
t (33)

Gt = G0,t + FG
t (34)

EXt = EX0,t + ηxQt (35)

IMt = IM0,t − ηmQt + θYt (36)

Defining autonomous net exports as X0,t = EX0,t − IM0,t and ηx + ηm = η, we can define
the current account as:

CAt = ηQt − θY d
t +X0,t︸ ︷︷ ︸

Net exports=NX

+Ft = ∆Rest (37)

Where: Ft = FC
t + F I

t + FG
t and the respective components FC

t , F
I
t , F

G
t show the amount

(in Ethiopian Birr) of external financial flows used to finance consumption, investment and gov-
ernment expenditure. Moreover, σ and ρ in Equation 32 and 33 respectively refer to propensity
to consume out of disposable income and response of investment to changes in the real interest
rate R. On the other hand, η and θ in Equation 37 capture the response of trade balance to
movements in the real exchange rate (Qt) and propensity to import from disposable income,
respectively.19 Lastly, X0,t and Ft in equation 37, respectively, refer to the autonomous level of

19The real exchange rate is given by Q =
StP

∗
t

Pt
where St is nominal exchange rate defined here as the price of

the foreign currency (USD) in terms of the local currency (Birr) and a rise in St implies depreciation/devaluation
of the Ethiopian Birr; Pt is the domestic price level and P ∗t is the foreign price level and is normalized to one.
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net exports (NX) and exogenous financial flows needed to finance trade deficit. Since Ethiopia
has a closed capital account, the trade deficit is by and large financed through foreign currency
earnings from foreign aid and remittances. In the short to medium run, this will be equal to a
change in the country’s foreign reserves ∆Rest. That is, when foreign financial flows Ft ex-
ceed the country’s trade deficit there will be a positive change in foreign reserves and vice versa.

Given its components listed above, the aggregate demand equation, assuming a good’s mar-
ket equilibrium (Y d

t = Y s
t = Yt) can be given as:

Y d
t = C0,t + σY d

t + I0,t − ρRt +G0,t + Ft + ηQt − θY d
t +X0,t︸ ︷︷ ︸

NX = ∆Rest − Ft

(38)

Y d
t =

1

1− σ + θ
[C0,t + I0,t +G0,t︸ ︷︷ ︸

Dt

+X0,t + Ft − ρRt + ηQ] (39)

Appendix B: Long run equilibrium

Long run Price Level

pt =
λ

ρ+ ρλ+ ηλ

[
dt + xt + ft −

λ+ γρ

γλ
yt +

ρ+ ηλ

λ
mt + ηet − ρE[pt+1]

]
(40)

pt =
λ(dt + xt + ft)

ρ+ ρλ+ ηλ
− (λ+ γρ)yt
ργ + ρλγ + ηλγ

+
(ρ+ ηλ)mt

ρ+ ρλ+ ηλ
+

λη(et)

ρ+ ρλ+ ηλ
− λρE[pt+1]

ρ+ ρλ+ ηλ
(41)

Forwarding the first order difference equation in price given in Equation 41 one period, we get:

pt+1 =
λ(dt+1 + x0,t+1 + ft+1)

ρ+ ρλ+ ηλ
− (λ+ γρ)yt+1

ργ + ρλγ + ηλγ
+

(ρ+ ηλ)mt+1

ρ+ ρλ+ ηλ

+
λη(et+1)

ρ+ ρλ+ ηλ
− λρE[pt+2]

ρ+ ρλ+ ηλ
(42)

Substituting pt+1 back into pt, we get:
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pt =
λ [dt + (1− η)(xt + ft) + η∆rest]

ρ(1 + λ)
+

mt

1 + λ
− yt

(
λ+ γρ− λγηθ
γρ(1 + λ

)

+ E
[
λ2 [dt+1 + (1− η)(x0,t+1 + ft+1) + η∆rest+1]

ρ(1 + λ)2

]
+
λEmt+1

(1 + λ)2

− λ

(
λ+ γρ− λγηθ
γρ(1 + λ)2

)
Eyt+1 +

(
λ

1 + λ

)2

E[pt+2] (43)

pt =
λ(dt + xt + ft)

ρ+ ρλ+ ηλ
− (λ+ γρ)yt
ργ + ρλγ + ηλγ

+
(ρ+ ηλ)mt

ρ+ ρλ+ ηλ
+

λη(et)

ρ+ ρλ+ ηλ

− λρ

ρ+ ρλ+ ηλ

[
λ(dt+1 + x0,t+1 + ft+1)

ρ+ ρλ+ ηλ
− (λ+ γρ)yt+1

ργ + ρλγ + ηλγ
+

(ρ+ ηλ)mt+1

ρ+ ρλ+ ηλ

+
λη(et+1)

ρ+ ρλ+ ηλ
− λρE[pt+2]

ρ+ ρλ+ ηλ

]
(44)

pt =
λ

ρ+ ρλ+ ηλ

[
dt + xt + ft +

λρ

ρ+ ρλ+ ηλ
(dt+1 + x0,t+1 + ft+1)

]
(45)

− λ+ γρ

ργ + ρλγ + ηλγ

[
yt +

λρ

ρ+ ρλ+ ηλ
yt+1

]
+

ρ+ ηλ

ρ+ ρλ+ ηλ

[
mt +

λρ

ρ+ ρλ+ ηλ
mt+1

]

+
λη

ρ+ ρλ+ ηλ

[
et +

λρ

ρ+ ρλ+ ηλ
et+1

]
+

(
λρ

ρ+ ρλ+ ηλ

)2

E[pt+2] (46)

A repeated iteration of this can be summarized as:

pt =
λ

ρ+ ρλ+ ηλ
lim
T→∞

T−1∑

k=t

[(
λρ

ρ+ ρλ+ ηλ

)k−t
E[dk + x0,k + fk]

]

− λ+ γρ

ργ + ρλγ + ηλγ
lim
T→∞

T−1∑

k=t

[(
λρ

ρ+ ρλ+ ηλ

)k−t
Eyk

]

+
ρ+ ηλ

ρ+ ρλ+ ηλ
lim
T→∞

T−1∑

k=t

[(
λρ

ρ+ ρλ+ ηλ

)k−t
Emk

]
+

λη

ρ+ ρλ+ ηλ

lim
T→∞

T−1∑

k=t

[(
λρ

ρ+ ρλ+ ηλ

)k−t
Eek

]
+ lim

T→∞

T∑

k=t+1

[(
λρ

ρ+ ρλ+ ηλ

)k−t
Epk

]
(47)

A bounded solution requires that:
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lim
T→∞

T∑

k=t+1

[(
λρ

ρ+ ρλ+ ηλ

)k−t
Epk

]
= 0 and (48)

∣∣∣∣∣
λ

ρ+ ρλ+ ηλ
lim
T→∞

T−1∑

k=t

(
λρ

ρ+ ρλ+ ηλ

)k−t
E[dk + x0,k + fk]

− λ+ γρ

ργ + ρλγ + ηλγ
lim
T→∞

T−1∑

k=t

(
λρ

ρ+ ρλ+ ηλ

)k−t
Eyk +

ρ+ ηλ

ρ+ ρλ+ ηλ

lim
T→∞

T−1∑

k=t

(
λρ

ρ+ ρλ+ ηλ

)k−t
Emk +

λη

ρ+ ρλ+ ηλ

lim
T→∞

T−1∑

k=t

(
λρ

ρ+ ρλ+ ηλ

)k−t
Eek

∣∣∣∣∣ <∞ (49)

Both of the above conditions will be satisfied given that
(

λρ
ρ+ρλ+ηλ

)
< 1. Or, more

specifically, unless the absolute value of the log of price level grows at an exponential rate
of
(
ρ+ρλ+ηλ

λρ

)
or above. And convergence of the second term requires that the sequences in

{dt, xt, ft, mt, yt, et} do not grow at an exponential rate of
(
ρ+ρλ+ηλ

λρ

)
or above.

Letting vt = {dt, xt, ft, mt, yt, et}
vt = vt−1 + µvt

vt+1 = vt + µvt+1

vt+2 = vt+1 + µvt+2

vt+2 = vt + µvt+1 + µvt+2

etc... and

E(µvt+i) = 0 for i ≥ 1

lim
T→∞

T−1∑

k=t

(
λρ

ρ+ ρλ+ ηλ

)k−t
=

ρ+ ρλ+ ηλ

ρ+ ηλ

The long-run equilibrium price level can therefore be given by:

pt =
λ

ρ+ ηλ
[dt + xt + ft]−

λ+ γρ

ρ+ ηλ
yt +mt +

λη

ρ+ ηλ
et (50)
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Appendix C: Variables in Log Levels and Differences

Figure 10: Trends in Log GDP: In Log Levels and Differences
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Figure 11: Trends in Log Real Exchange Rate: In Log Levels and Differences
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Figure 12: Consumer Price: In Log Levels and Differences
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Figure 13: Trends in Log Nominal Exchange Rate: In Log Levels and Differences
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Figure 14: Trends in Log Real Money Demand: In Log Levels and Differences
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Table 7: Johansen test for co-integration

Rank Trace Stat. 5% Crit. 1% Crit.

0 124.89 87.31 96.58

1 54.26 62.99 70.05

2 18.31 42.44 48.45

3 10.42 25.32 30.45

4 3.60 12.25 16.26
Deterministic terms: Restricted Trend

Table 8: Test for Autocorrelation (Lagrangian Multiplier Test)

lag chi2 df Prob > chi2

1 33.1260 25 0.12795

2 32.7648 25 0.13705

3 26.3637 25 0.38840

4 29.5620 25 0.24111

5 35.5554 25 0.07862

6 29.6241 25 0.23867

H0: no autocorrelation at lag orders

Figure 15: VAR Stability Test
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Figure 16: Trends in Aggregate CPI, Food and Non-Food Price Indices
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Table 10: Major Groups in the 2006 and 2011 based CPI and their Weights at Country Level

Weights

Items December 2006=100 December 2011=100

1. Food and Non-Alcoholic Beverage 0.57 0.53

2. Non-Food 0.43 0.47

Alcoholic Beverages and Tobacco, Narcotics 2.5 4.85

Clothing and Footwear 8.32 6.62

Housing, Water, Electricity, Gas and Other Fuels 20.56 16.34

Furnishing, Housing Equipment and maintenance
of the house

3.75 5.41

Health 1.11 1.08

Transport 2.5 2.8

Communication - 1.08

Recreation and Culture 1.1 0.6

Education - 0.45

Restaurant and Hotels - 5.46

Miscellaneous Goods and Services 3.2 2.56

Total 100 100
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Figure 17: Trends in CPI as well as Nominal and Real Exchange Rates in Ethiopia: 1993Q1-2014Q4
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Appendix D: Variance Decompositions

Table 11: Decomposition of Variance for Aggregate Output Supply

Horizon Supply Shock BOP Shock Demand Shock Money SS Shock Nom. ExRate Shock

1 79.0 3.2 5.0 2.9 2.1

[62.4,88.9] [ 0.3,13.7] [ 0.5,16.8] [ 0.3, 8.7] [ 0.2, 9.0]

2 83.9 2.4 4.9 1.5 1.7

[69.1,92.3] [ 0.4,10.7] [ 0.8,14.9] [ 0.5, 4.3] [ 0.4, 6.7]

3 87.5 1.9 3.9 1.5 1.3

[74.8,94.3] [ 0.3, 8.6] [ 0.7,11.7] [ 0.7, 3.1] [ 0.3, 5.0]

4 90.2 1.6 3.0 1.2 1.1

[79.6,95.7] [ 0.3, 6.9] [ 0.6, 9.1] [ 0.5, 2.4] [ 0.3, 4.0]

8 95.6 0.8 1.4 0.5 0.6

[90.4,98.1] [ 0.2, 3.3] [ 0.3, 4.0] [ 0.2, 1.1] [ 0.2, 1.9]

12 97.3 0.5 0.8 0.3 0.4

[94.2,98.8] [ 0.1, 2.0] [ 0.2, 2.4] [ 0.1, 0.7] [ 0.1, 1.2]

16 98.1 0.3 0.6 0.2 0.3

[96.0,99.1] [ 0.1, 1.4] [ 0.1, 1.7] [ 0.1, 0.5] [ 0.1, 0.9]
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Table 12: Decomposition of Variance for Real Exchange Rate

Horizon Supply Shock BOP Shock Demand Shock Money SS Shock Nom. ExRate Shock

1 22.8 46.6 2.2 9.8 11.3

[ 9.4,38.8] [26.4,65.3] [ 0.2, 9.4] [ 4.0,18.3] [ 1.5,27.4]

2 22.5 57.1 2.3 5.2 7.0

[ 8.1,40.7] [36.1,74.7] [ 0.6, 8.5] [ 1.9,11.0] [ 1.2,17.2]

3 22.8 64.1 1.7 2.9 4.3

[ 7.4,42.4] [42.5,80.6] [ 0.5, 6.2] [ 1.2, 5.9] [ 0.9,11.9]

4 22.6 67.8 1.3 2.0 3.0

[ 7.0,43.2] [45.7,84.0] [ 0.4, 4.8] [ 0.9, 4.0] [ 0.7, 8.7]

8 25.0 70.9 0.6 0.8 1.3

[ 7.4,47.9] [47.5,88.4] [ 0.2, 2.2] [ 0.3, 1.5] [ 0.3, 3.6]

12 26.2 71.4 0.4 0.4 0.7

[ 7.6,50.4] [47.1,89.8] [ 0.1, 1.3] [ 0.2, 0.9] [ 0.2, 2.1]

16 26.8 71.5 0.3 0.3 0.5

[ 7.8,51.8] [46.6,90.4] [ 0.1, 0.9] [ 0.1, 0.7] [ 0.1, 1.5]

Table 13: Decomposition of Variance for Demand for Real Money Balances

Horizon Supply Shock BOP Shock Demand Shock Money SS Shock Nom. ExRate Shock

1 6.6 41.4 4.3 3.3 36.9

[ 0.7,23.1] [21.9,61.5] [ 0.4,17.6] [ 0.5, 9.0] [12.9,50.8]

2 12.8 42.2 4.0 2.0 31.5

[ 2.5,32.3] [22.8,61.9] [ 0.6,15.8] [ 0.5, 5.5] [10.8,45.6]

3 14.0 43.3 3.7 1.2 30.0

[ 2.6,35.1] [24.0,62.5] [ 0.6,15.2] [ 0.4, 3.0] [11.3,43.7]

4 16.3 43.0 3.6 0.8 28.2

[ 3.2,38.7] [23.9,62.5] [ 0.6,14.4] [ 0.3, 2.0] [10.7,42.5]

8 20.8 41.5 3.3 0.3 25.0

[ 4.6,45.4] [22.5,62.2] [ 0.5,13.4] [ 0.1, 0.8] [10.3,40.4]

12 22.6 40.6 3.1 0.2 23.9

[ 5.1,48.2] [21.7,61.7] [ 0.5,13.2] [ 0.1, 0.5] [ 9.8,39.9]

16 23.4 40.2 3.0 0.1 23.3

[ 5.4,49.4] [21.2,61.6] [ 0.5,13.3] [ 0.0, 0.3] [ 9.5,39.7]
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Table 14: Decomposition of Variance for Nominal Exchange Rate

Horizon Supply Shock BOP Shock Demand Shock Money SS Shock Nom. ExRate Shock

1 11.5 2.4 50.3 0.0 25.1

[ 1.8,29.4] [ 0.2,10.2] [18.3,75.5] [ 0.0, 0.0] [ 3.2,63.5]

2 9.9 4.8 43.6 2.2 26.9

[ 1.8,27.0] [ 1.2,15.3] [14.6,68.4] [ 0.7, 4.7] [ 4.0,65.2]

3 8.9 5.1 43.3 3.7 24.9

[ 1.5,26.0] [ 1.0,16.9] [15.0,67.8] [ 1.4, 7.1] [ 3.7,63.8]

4 8.5 5.7 41.0 4.6 25.4

[ 1.4,25.7] [ 1.1,18.7] [13.6,65.7] [ 1.9, 8.7] [ 4.0,63.5]

8 8.4 7.2 37.5 5.1 25.1

[ 1.3,27.0] [ 1.2,21.9] [11.7,63.3] [ 2.1, 9.7] [ 4.2,62.4]

12 8.7 7.8 36.0 5.2 24.8

[ 1.3,28.3] [ 1.2,23.6] [11.1,62.3] [ 2.1,10.0] [ 4.2,61.5]

16 8.8 8.2 35.3 5.3 24.3

[ 1.2,29.0] [ 1.2,24.7] [10.6,62.0] [ 2.1,10.0] [ 4.1,60.9]
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What Meta-Analysis Reveals* 

 

 

 

Tseday Jemaneh Mekasha and Finn Tarp 

 

 

 

 

ABSTRACT   Recent literature in the meta-analysis category where results from a range of 

studies are brought together throws doubt on the ability of foreign aid to foster economic 

growth and development. This paper assesses what meta-analysis has to contribute to the 

literature on the effectiveness of foreign aid in terms of growth impact. We re-examine key 

hypotheses, and find that the effect of aid on growth is positive and statistically significant. 

This significant effect is genuine, and not an artefact of publication selection. We also show 

why our results differ from those published elsewhere. 

 

 

Keywords: aid and growth, meta-analysis, heterogeneity and publication bias  

 

JEL classification: F35, O1, O4 

I. Introduction 

The literature on the potential impact of aid on growth is large and multifaceted.1 Hansen and 

Tarp (2000) identify three generations of literature, and more recently, a fourth generation 

has emerged (see Arndt et al., 2010). A distinctive aspect of this generation is the view that 

aid’s aggregate impact on economic growth is non-existent. Doucouliagos and Paldam (2008) 

(henceforth DP08) reach a similar pessimistic conclusion in their various papers based on a 

meta-analytic approach and a database including 68 studies on the aid-growth link. 

                                                 
*  This paper is published in The Journal of Development Studies.   

1 See, for example, Mosley (1986), White (1992), Tsikata (1998), Burnside and Dollar (2000), Morrissey 

(2001), Dalgaard et al. (2004), Tarp (2006), McGillivray et al. (2006), and Rajan and Subramanian (2008), 

Arndt et al. (2010), among many others. 
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More specifically DP08 ask (i) whether the aid effectiveness literature has established that 

aid has an impact on economic growth and if so how large is the impact; and (ii) what 

explains the heterogeneity in reported aid-growth effects? DP08 apply different meta-analysis 

techniques,2 and conclude that the aid effectiveness literature has failed to show that the 

effect of development aid on growth is positive and statistically significant. They also 

attribute the variation in the reported effect of aid on growth to different study characteristics 

(DP08, pp 13-18). 

In relation to the aid-growth literature, DP08 is an example where studies which have 

emerged over a long time period and which rely on differing methodologies and data sets are 

analysed. The DP08 analysis has attracted attention in policy debates about aid so we decided 

to re-examine their core aid-growth analytical result.3 This was motivated by three 

underlying concerns: (i) the need to specify and justify the underlying econometric model 

used; (ii) statistical choices related to measurement of the effect estimates and calculation of 

the weighted average (both in terms of methodology and choice of precision of coefficient 

estimates); and (iii) time consuming and tedious data entry and coding work that is not 

always straightforward to replicate for those interested in the results. 

This study reports what we uncovered in the process, and expands the DP08 meta-analysis 

in various ways that better reflect the econometric, statistical and data challenges faced in this 

type of research. In doing so, we address two main research questions that are common to any 

standard meta-analysis: (i) whether the empirical effect (in our case the impact of aid on 

growth) is different from zero when one combines the existing empirical evidence; and (ii) if 

so, whether the effect is genuine or an artefact of so-called publication bias (also referred to 

as the ‘file drawer’ problem). 

Meta-analysis, or regression of regression analysis, is normally used with the aim of 

synthesizing the results from a group of studies while controlling for heterogeneity among 

studies. This methodology is usually applied in medical science research to assess the 

effectiveness of a well-defined healthcare intervention by combining data from primary 

studies that use randomized controlled trials. In recent years, however, meta-analysis has also 

been applied in economics and other fields of social science. One advantage of meta-analysis 

is that it can potentially address the subjectivity associated with traditional narrative literature 

surveys, and it may indeed provide a more systematic and objective (quantitative) assessment 

of an existing body of findings. Yet, the meta-methodology is by no means flawless (Stanley, 

2001). Even if one accepts that meta-analysis is relatively more objective than narrative 

literature reviews, considerable room for subjectivity remains. For instance, in identifying the 

appropriate population of studies, authors often exercise personal judgment. Hence, bias from 

systematic selection of studies may follow. Moreover, decisions regarding data entry and 

coding, choice of a common metric for the effect size, statistical weighting of the effect 

estimates, model selection to conceptualize the meta-analysis and choice of moderator 

                                                 
2 These include Funnel Asymmetry Test (FAT), Meta Significance Test (MST), and a meta-regression analysis 

(MRA). As regards the MRA both fixed and random model effects results are reported by DP08, who opt for 

relying on the fixed effects (see DP08: 13) 

3 Doucouliagos and Paldam (2011) expand the dataset and provide a brief update of DP08 but their focus as 

well as basic methodological choices and conclusions are the same. 
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variables all involve different levels of personal judgment. Such judgment calls potentially 

lead to misleading conclusions and hence may jeopardize the relevance of meta-analysis as a 

quantitative tool for literature review (e.g., Bullock and Svyantek, 1985; Wanous et al. 1989). 

In this paper, we bypass the general bias issue in literature search and rely on the exact 

same 68 studies as DP08. Though these studies are by no means an exhaustive list of papers 

in the aid-growth literature, we decided to stick to these 68 papers for the sake of 

comparison.4 Besides, we use the same common metric to measure the effect size (i.e. partial 

correlation) and the same set of moderator variables as DP08.5 Despite these similarities we 

have relied on a number of different analytical choices.6 First, we differ from DP08 in 

relation to model selection for the meta-analysis. In meta-analysis, one can rely on either a 

‘fixed effects’ or a ‘random effects’ model depending on the assumption the meta-analyst 

makes regarding the nature of the true effect. DP08 argue that there is a single ‘true’ effect of 

aid on growth, which is common to all the 68 studies. This implies that they assume that 

random sampling error is the only factor behind the variation in reported effect estimates 

among studies. As a result of this assumption of ‘effect homogeneity’, DP08 mainly focus on 

a fixed effects meta-analysis. Our expectation is, in contrast, that the impact of aid on growth 

across the 68 studies is heterogeneous, and using both statistical tests and graphical tools we 

reject the effect homogeneity assumption. 

One can also rule out the effect homogeneity assumption on theoretical grounds as the 

effect of aid on growth is a function of other factors. For instance, Burnside and Dollar 

(2000), Dalgaard et al. (2004), Hansen and Tarp (2001), and Chauvet and Guillaumont 

(2004), among many others, use interaction terms by which the partial effect of aid on growth 

is a function, not a constant. Moreover, the fact that the type of aid, the way it is delivered 

and the donor-recipient relationships differ across countries and have changed over time 

implies that the primary studies will target different population effect estimates. In sum, the 

effect homogeneity assumption of the fixed effects model cannot be expected to hold for the 

aid growth literature. Consequently, we conclude that random effects meta-analysis is more 

appropriate and show that the underlying model choice does matter for the conclusions 

drawn. 

Second, a major concern with the DP08 approach is the way the partial effect estimate is 

measured for papers that include non-linear terms like aid squared, aid-policy and aid-

institutions. For papers that include one or more of these interaction terms the partial effect of 

aid will not be measured correctly if one ignores the coefficient of the non-linear term(s). To 

see this, consider the following growth regression: 

 

                                                 
4 This should not be taken as an approval of the list of papers identified by DP08. The literature is large and 

complex. 

5 Even if we consider the entire moderator variable set used in DP08 to begin with, we eventually focus on the 

relevant ones using a General-to-Specific modeling approach to reduce the set. 

6 In addition to showing how these differences matter for the results and conclusions, we began by fully 

replicating the results of DP08. 
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𝐺 = 𝛽𝑜 + 𝛽1 ∗ 𝑎𝑖𝑑 + 𝛽2 ∗ (𝑎𝑖𝑑 ∗ 𝑋) + 𝛽3 ∗ 𝑍 + 𝜀      (1) 

 

where X may be aid, policy or institutions and Z is a vector of other explanatory variables. In 

this case, the partial effect of aid on growth is given by (𝛽
1
+𝛽2 ∗ 𝑋).7 However, the data in 

DP08 relies on 𝛽1 as the partial effect of aid. 

In the meta-analysis, this problem matters in particular for regressions that use the partial 

effect as a dependent variable. One case in point is in calculating the weighted average effect 

of aid on growth. We have recognized this issue by separately estimating the weighted 

average effect for papers that include one of the aforementioned interaction terms and for 

those that do not include any of these terms. As shown in Section 3 this choice matters for the 

results. DP08, on the other hand, ignored the issue.8 

Third, we differ from DP08 in the method used to calculate the weighted average effect of 

aid on growth and in our choice of the measure of statistical precision of coefficient 

estimates. In DP08 the weighted average aid-growth effect is calculated using sample size as 

weights under the assumption that studies with large sample size are more accurate. 

Accordingly, DP08 tune in on sample size as the preferred measure of statistical precision of 

parameter estimates. This choice is not, however, in line with established best-practice in 

standard fixed and random effects meta-analysis, which recommends that the inverse of the 

variance of estimates should be used as weights (i.e., as the measure of statistical precision) 

when calculating the weighted average effects (pooled estimates) from an existing body of 

empirical literature. Sterne and Harbord (2009) also note that the precision of an effect 

estimate cannot be fully captured by sample size. Other data characteristics are important in 

determining standard errors. Studies with very different sample sizes may have the same 

standard error and precision and vice versa. Consequently, in our estimations of the weighted 

average (combined) effect of aid on growth, we use the inverse of the variance of estimates as 

weights (i.e., as measure of statistical precision). As shown in Section 3, the way the 

weighted average is estimated matters for the results. Moreover, in plotting the funnel plots 

used for visual inspection, we use the inverse of the standard error of the estimates as a 

measure of precision. DP08 use sample size; Sterne and Egger (2001) have demonstrated that 

this approach to measuring the precision in funnel plots is inappropriate. 

                                                 
7 Note that in the case of the aid squared term, the partial effect is 𝛽1 + 2𝛽2 ∗ 𝑎𝑖𝑑. 
8 We are aware of the conditional aid effectiveness meta-analysis in Doucouliagos and Paldam (2010) (DP10), 

applying a similar meta-analysis as in DP08. In the 2010 paper, the authors conclude that the aid effectiveness 

literature has failed to establish non-linear terms like aid squared. This conclusion is, however, only as valid 

as the meta-methodology employed in the paper. Besides, from a total of 147 regressions that include an aid 

squared term, 100 show a negative and significant coefficient for the aid-squared term (See DP10: 400, Table 

2). In view of this, even if one accepts the conclusion in DP10, it only implies that the coefficients of the 

interaction terms, on average, ‘should be zero’ rather than indicating that the coefficient of the interaction 

term from each paper ‘is actually zero’. Therefore, the findings of DP10 do not address/justify the concern 

that we have pointed out regarding the treatment of interaction terms in DP08.  
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Fourth, turning to data issues we began by re-entering all DP08 data and found reason for 

some recoding.9 As a result, the number of observations used for the multivariate meta-

regression-analysis (MRA) is increased from 471 to 519.10 Nevertheless, we have followed 

DP08 throughout as closely as possible to make sure results are comparable. Thus, even if 

our revised data set does not exactly match that of DP08, the correlations between the two 

sets of data are high (Mekasha and Tarp, 2011, Table A9.1).  

Before moving on to our analysis we highlight a general concern, which is a potential threat 

to the credibility of meta-analysis as a tool for quantitatively assessing an existing body of 

findings. This relates to differences in the quality of the primary studies (i.e., the 

observations). Meta-analysis combines results from different studies regardless of their 

quality, and this problem gets more pronounced in social science research where most studies 

are based on observational/non-experimental data. In contrast to controlled experiments, 

observational studies differ substantially in their model specification, econometric 

techniques, functional forms and research design leading to potential quality differences. 

Such differences are likely to lead to heterogeneity in effect estimates and unless properly 

captured, this heterogeneity may wrongly be interpreted as publication bias. It is therefore 

crucial to allow for quality differences in meta-analysis. 

However, measuring (assessing) differences in qualities entails subjective judgment. It is 

nearly impossible to come up with a single yardstick against which quality of the primary 

studies is defined. Even if researchers agree on a single quality yardstick, how to take this 

into account in the meta-analysis is another challenge. One suggestion in this regard is to 

categorize studies as ‘good’ and ‘bad’ quality and do the meta-analysis either focusing only 

on the ‘good quality’ studies or undertake a separate meta-analysis for each category. But 

here subjectivity is an obvious issue. There is no way to objectively categorize studies as of 

‘good’ versus ‘bad’ quality. Another suggestion is to use quality scoring as weights but this 

method faces strong criticisms on different grounds.11 Yet another suggestion is to use 

‘quality’ or ‘some components of quality’ as moderator variable in the meta-regression 

analysis (MRA) and see whether there is a systematic difference in effect size between ‘well-

designed’ and ‘badly-designed’ studies.12 While defining ‘quality’ may still introduce 

subjectivity, controlling for ‘some components of quality’ can partly address this issue.13 

However, this can only be used in the case of multivariate MRA and in general leaves the 

problem unsolved in the calculation of the weighted average effect where moderators cannot 

be controlled for.  

                                                 
9 See Table A9.1 in Mekasha and Tarp (2011). Note also that in our data we do not include the variable 

‘Danida affiliation’. None of the three authors classified by DP08 as Danida affiliated (studies 12, 13, 33, 34 

and 40) fell into this category when the studies were examined.  

10 Note that we were able to increase the number to 519 by re-coding the values of the moderator 

variables which, for some studies, were wrongly coded as missing in DP08 (Table A8 in Mekasha and Tarp, 

2011). 

11 See Greenland (1994), Higgins and Green (2011) and Jüni et al. (1999). 

12 Card (2011) suggests that if differences are found, conclusions must be restricted to those studies that 

the researcher thinks produce most valid results. But here one can argue that this suggestion cannot be 

appealing if the sample size for the meta-analysis is small. 

13 Controlling for ‘some aspects of quality’ enables the researcher to tell which aspects of quality affect 

the reported effect size and hence can guide future design of primary studies, Card (2011). 
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In sum, even if there is broad consensus regarding the importance of considering the 

quality of the primary studies, there is hardly agreement on how to measure quality and on 

the ways to incorporate it in the analysis. This makes the issue of quality differences across 

the primary studies a major caveat. In general, we need to bear the limitations in mind when 

trying to draw lessons from a meta-analysis and the more so for non-experimental research 

where the necessary tools to overcome the above challenges are very limited and are only 

starting to emerge. Moreover, unlike the case of random control trials where the treatment 

and its effect are well-defined, this is not always the case in observational macro-level studies 

like aid and growth. This accentuates the caution one needs to exercise when making 

inference from aid-growth meta-analysis.14 So unless due care is taken, meta-analysis cannot 

per se guarantee an objective assessment of an existing body of findings. Moreover, it has 

long been understood in the medical profession that it does not follow (in any simple way) 

from a zero meta-impact result that the medical practitioner should immediately stop 

‘treatment’ and leave the ailing patient alone. Absence of evidence should only with great 

care be interpreted as evidence of absence (as noted by Temple, 2010). 

This paper is structured as follows. Section 2 deals with data and methodology, while 

detailed results are presented in Section 3. Section 4 concludes that meta-analysis, if applied 

meticulously, suggests a positive and statistically significant impact of aid on growth and 

importantly suggests there is no publication bias in the aid-growth literature. Various 

appendix tables in Mekasha and Tarp (2011) provide further background data and detail. 

II. Data and Methodology 

The data used here originate from 68 published and unpublished aid-growth studies identified 

by DP08 covering the period of 1970-2004. Since each of the 68 studies reports one or more 

regressions, we have a total of 542 observations (regressions) to work with.15  

The first step in any standard meta-analysis is to establish whether the size of the combined 

empirical effect in the literature under investigation is significantly different from zero or not. 

This is done by examining the pooled estimates (i.e., the mean overall effect) of all the 

studies included. There are two approaches to calculating the pooled estimate, i.e. the fixed 

effects model and the random effects model.16  

In the fixed effects model it is assumed that all studies come from a population with a fixed 

average effect size, meaning that all studies are assumed to share a common true effect. 

                                                 
14 Here it should be noted that meta-analysis of micro-level observational studies can be more informative 

as they have a well-defined treatment and better comparability compared to macro-level primary studies. For 

an example of micro-level meta-analysis see Havranek and Irsova (2011, 2012). 

15 We removed one regression from the study (ID 30) as this regression is already included (coded) in 

study ID 29. In study ID 30, the author used the regression from study ID 29 purely for comparative purposes. 

Thus, correcting for this double coding leads to 542 observations rather than 543. 

16 The terms fixed and random effects used in meta-analysis are quite different from the ones applied in 

standard panel data models in econometrics. In meta-analysis the difference between fixed and random effects 

models originate from the underlying assumption as regards the nature of the ‘true’ effects.  
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Accordingly, the observed effect size17 is assumed to vary from one study to another only 

because of random sampling error (within study variation). In contrast, in the random effects 

model, the assumption is that studies were drawn from populations that differ from each other 

in ways that could affect the treatment effect (Borenstein et al., 2007). In this case, the effect 

size will vary both due to sampling error (the fixed effects model) and due to true variation in 

effect size (between study variations).  

Furthermore, in calculating the pooled estimate and hence the combined empirical effect, 

each effect size is weighted, the weight being the inverse of the variance from each study. In 

the case of the fixed effects model the weight is given by 1
𝑣𝑖

⁄  where 𝑣𝑖 is the within study 

variance. On the other hand, the weight in the random effects model is given by 1
(𝑣𝑖 + 𝜏2)⁄  

where 𝑣𝑖 and 𝜏2 refer to the within and between study variances respectively. 

Having estimated the mean overall effect, the next step is to examine whether this observed 

effect is genuine or an artefact of publication bias (the so-called file drawer problem). The 

most commonly used tool to make a preliminary examination of the presence of publication 

bias is funnel plots, which are visual graphical images that illustrate the relationship between 

treatment effects estimated in individual studies (plotted on the horizontal axis) and a 

measure of study precision (shown on the vertical axis). The idea is that the precision 

(accuracy) in estimation of the underlying treatment effect (in our case the impact of aid on 

growth) increases as the study size grows. Consequently, small studies are expected to scatter 

widely at the bottom of the graph, while the spread is expected to narrow among larger 

studies at the top of the funnel. If there is no bias the plot will take the shape of an inverted 

funnel, and be symmetrical around the expected true effect. As indicated above, since sample 

size cannot fully capture the precision of reported effect size, our choice of measure of 

precision for the vertical axis in funnel plots follows Sterne and Egger (2001). They argue 

that standard errors (or their inverses) are the most appropriate measure of the precision of 

reported effect size.18  

Even if funnel plots help in tracing publication bias or in general small study effects in the 

data, visual assessment of funnel plots is essentially subjective. Moreover, Sterne and 

Harbord (2009) note that funnel plot asymmetry does not necessarily arise from publication 

bias. Other potential reasons include, for instance, heterogeneity in underlying effects and/or 

low methodological quality of smaller studies. So, funnel plots should be seen as a generic 

means for investigating small study effects (if small studies show a larger treatment effect), 

not as a tool to diagnose a specific type of bias. It is therefore prudent to complement 

graphical observations from a funnel plot inspection with statistical tests for funnel plot 

asymmetry. Egger et al. (1997) provide the most commonly used test in the meta-literature; 

their test is regression-based to assess skewness in a funnel plot. This test starts by examining 

                                                 
17 The term effect size refers to the magnitude of the effect observed in each study. In the meta-literature 

there are different metrics to measure this; the partial correlation coefficient being the most commonly used. 

As in DP08 we calculate the partial correlation coefficients of each study using √𝑡2/(𝑡2 + 𝑑𝑓) where t and df 

refer to t-statistics and degrees of freedom respectively.  

18 We also present the funnel plots with sample size for comparison with DP08, but our preferred measure 

of precision follows Sterne and Egger (2001).  
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the relationship between study i’s reported effect size (𝐸𝑓𝑓𝑒𝑐𝑡𝑖 ) and its associated standard 

error (𝑆𝐸𝑖) as follows: 

 

𝐸𝑓𝑓𝑒𝑐𝑡𝑖 = 𝛼0 + 𝛼1𝑆𝐸𝑖 + 𝜀𝑖         (2) 

 

According to Stanley (2005), one can divide this equation by 𝑆𝐸𝑖 to avoid potential 

problems of heteroscedasticity, rewriting equation (2) as: 

 

𝑡𝑖 =
𝐸𝑓𝑓𝑒𝑐𝑡𝑖

𝑆𝐸𝑖
= 𝛼1 + 𝛼0

1

𝑆𝐸𝑖
 + 𝜇𝑖 where  𝜇𝑖 is  𝜀𝑖 𝑆𝐸𝑖⁄      (3) 

 

The main idea behind this test is that, assuming a non-zero underlying effect and absence of 

publication bias, small studies will have a precision (1 𝑆𝐸𝑖⁄ ) and a standardized effect 

(𝐸𝑓𝑓𝑒𝑐𝑡𝑖 𝑆𝐸𝑖⁄ ) close to zero. Large studies will have high precision and the standardized 

effects are expected to scatter around a regression line that passes approximately through the 

origin. The slope of this regression line estimates both the size and direction of the underlying 

effect. Failure of the regression line to pass through the origin implies publication bias. The 

size of the intercept gives a measure of asymmetry; the larger the deviation from zero the 

higher the asymmetry and hence bias in the effect size reported by the literature.  

In sum, equation (3) provides a basis for testing both funnel graph asymmetry and the 

presence of a genuine empirical effect beyond any publication bias. Stanley (2005) insists 

that the presence of an underlying genuine empirical effect, irrespective of publication bias, 

must be confirmed by another test. This is the so-called meta-significance test (MST), which 

verifies the authenticity of empirical effects by analysing the relationship between the natural 

logarithm of the absolute value of a study’s standardized effect (t-statistics) and its degrees of 

freedom (df). The MST equation can be written as: 

 

ln (|𝑡|) = 𝛽0 + 𝛽1ln (𝑑𝑓) + 𝜖𝑖        (4) 

 

Equation (4) provides evidence of a genuine empirical effect if 𝐻0: 𝛽1 ≤ 0 is rejected. This 

test helps to identify a genuine empirical effect over and above any publication bias, and the 

line of thinking is clear in the following quote: 

 

Observing a positive association between df and the standardized test statistic 

throughout a given empirical literature is an additional means to confirm the 

authenticity of the effect in question. Without such a confirmation, seemingly 

positive findings reported in the literature may be the consequence of fortuitous 

misspecification or systematic publication biases. Without this or similar validation, 
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a theoretical economic proposition should not be regarded as empirically 

corroborated or ‘verified’. Seemingly strong empirical results across an entire 

literature might easily be the remnants of selected bias. (Stanley, 2005: 329) 

III. Results and Discussion 

In this section we first present the pooled estimate of the combined effect of aid on growth, 

and then turn to investigating whether the observed effect is genuine (authentic) or an artefact 

of publication bias.  

The Weighted Average Effect of Aid on Growth 

The first (and typically main) aim of any meta-analysis is to combine the available empirical 

evidence so as to establish whether the impact of an intervention is different from zero or not. 

Accordingly, in Table 1 we present the combined estimates of the impact of aid on growth 

(and the associated confidence intervals) from fixed and random effects meta-analysis. Both 

suggest a positive and significant effect of aid on growth (0.082 and 0.098 respectively) when 

the empirical evidence from the 68 studies is combined.  

 

 

Table 1. Meta-Analysis of the Effect of Aid on Growth 

Method No. of 

Regressions 

Pooled 

Estimate 

95% CI 

Lower 

95% CI 

Upper 

P-value 

Ho: No Effect 

Overall      

Fixed  537 0.082 0.076 0.089 0.000 

Random 537 0.098 0.085 0.112 0.000 

Note: Test for heterogeneity: Q = 1791.745 on 536 degrees of freedom (p = 0.000) and the estimate of between 

studies variance = 0.015. The number of regressions is 537 instead of 542 as four estimates do not have data on 

standard errors due to missing data, and we have also removed one regression from the study with ID38 as an 

outlier. We have also checked the sensitivity of the overall effect to the inclusion of the outlier and the results still 

hold. That is, 0.081 and 0.097 for the fixed and the random effects respectively.  

Source: Authors’ estimates. 

 

One difference with DP08 is the way we calculate the weighted average from the aid-

growth literature as we follow standard practice and calculate the pooled estimate (in both the 

fixed and random effects models) using the inverse of the variance as weight. DP08 used the 

sample size as weight and found a weighted average of 0.08.19 Such a simple weighted 

average calculation implicitly assumes away between study heterogeneity and is similar to 

                                                 
19 DP08 (pp 8-10) indicate (but do not report) that the weighted average is statistically insignificant.  

Applying the standard fixed and random effects model on the original DP08 data shows that the aid-growth 

weighted average effect is positive and statistically significant both in the fixed and random effects model 

with a magnitude of 0.078 and 0.093 respectively.  
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fixed effects. The results in Table 1 confirm this as the magnitude of the weighted average 

fixed effects estimate appears to be similar to DP08. 

The fixed effect estimate is based on the assumption that there is a single true effect size 

(population treatment effect) inherent in all studies. This assumption is empirically testable 

and the fixed effects result can easily be challenged if there is heterogeneity of true effects 

across studies. Heterogeneity may not always be an issue, as in tightly controlled medical 

experiments (Schell and Rathe, 1992). As we rely on a wide-ranging set of 68 different 

studies with varying foci, quality of research design and analytical approach, heterogeneity is 

to be expected. This is indeed what the Q-test for heterogeneity reported in Table 1 

suggests.20 The presence of heterogeneity is also clearly confirmed graphically in Mekasha 

and Tarp (2011). The fixed effects model based on the homogeneity of effects assumption is 

clearly inappropriate in a meta-analysis of the aid and growth literature. Indeed, the effect 

homogeneity claim does not appear to be supported by the evidence inherent in the data.21 It 

is therefore appropriate to focus on the random effects model.  

The weighted average effect of aid on growth is positive and statistically significant with a 

magnitude of 0.098 in the random effects meta-analysis. As can also be seen from Table 1, 

the DP08 weighted average effect estimate does not fall in our 95 per cent confidence interval 

which indicates that we can reject their 0.08 estimate at the 5 per cent level of significance. 

As shown in equation (1) the partial effect of aid on growth will not be measured correctly 

for papers that aim to capture non-linear effects of aid on growth. Table 2 shows how this 

matters for the result, including separately re-estimated weighted average effects by 

classifying the papers based on their treatment of non-linearity. 

To illustrate, for papers that include the aid squared term overlooking 2𝛽2 ∗ 𝑎𝑖𝑑 will 

overstate the weighted average effect of aid reported from these papers, because the expected 

sign of the coefficient of aid squared in (1) above is negative. This is consistent with the 

result reported in Table 2: the weighted average effect from papers that include the aid 

squared term is much higher than papers which do not include the aid squared term. In a 

similar fashion, for papers that include aid-policy and aid-institution interaction terms, the 

expected sign of the coefficient of the interaction term is positive. Hence, ignoring the 𝛽2 ∗ 𝑋 

term in equation (1) will understate the estimated weighted average effect of aid. Again, this 

is confirmed by the results in Table 2. Papers that include either aid-policy or aid-institution 

interaction terms appear to have a lower weighted average effect compared to papers that do 

not include these terms. 

The lower part of Table 2 reports the weighted average effect of aid separately for papers 

that include at least one of the above interaction terms and for those that do not include any of 

these interaction terms. The random effect estimate of the weighted average effect of aid for 

                                                 
20 The test involves 𝑄 = ∑ 𝑤𝑖

𝑘
𝑖=1 (𝑇𝑖 − 𝑇)2 where 𝑇𝑖  is the estimate of the effect magnitude, 𝑇 is the 

weighted average and 𝑤𝑖  is the weight (the inverse of the variance of 𝑇𝑖). Under the null hypothesis of 

homogeneity, Q is distributed as chi-square with degrees of freedom equal to the number of studies minus 

one.  

21 Even when one applies the heterogeneity tests on the original DP08 data, there is no ground to accept 

the effect homogeneity assumption of the fixed effects model. 
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the latter group appears to be positive and statistically significant with a magnitude of 0.138. 

This magnitude is higher than the estimate found for papers that include at least one of the 

interaction terms. Moreover, this estimate is also higher than the one reported in Table 1 

where issues with non-linearity are ignored.  

Thus, overlooking the coefficients of aid squared, aid-policy and aid-institution interaction 

terms, in the calculation of the partial effect of aid on growth, leads to a biased weighted 

average effect from the aid-growth literature. While leaving out the coefficient of the aid 

squared term leads to an upward bias in the weighted average, the bias in the case of aid-

policy and aid-institutions is downward. In light of this, the weighted average effect reported 

in DP08 is biased.  To sum up, when one combines the existing empirical evidence from the 

68 studies, the results suggest that the effect of aid on growth is about 0.14 and is statistically 

significantly different from zero. 
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Table 2. Meta-Analysis of the Effect of Aid on Growth by Classifying the Studies based on the type of  

Non-Linear Terms Included in the Papers 

Type of Non-linearity used in the 

papers: 

No. of 

Regressions 

Combined 

Effect 

Estimate 

95% CI 

Lower 

95% CI 

Upper 

P-value 

Ho: No Effect 

Studies with aid square  

Fixed  97 0.124 0.112 0.137 0.000 

Random  97 0.131 0.110 0.153 0.000 

Studies without aid square  

Fixed 441 0.064 0.056 0.072 0.000 

Random 441 0.087 0.071 0.104 0.000 

Studies with aid-policy  

Fixed 157 0.044 0.034 0.054 0.000 

Random 157 0.044 0.027 0.060 0.000 

Studies without aid-policy   

Fixed 381 0.113 0.104 0.122 0.000 

Random 381 0.131 0.111 0.150 0.000 

Studies with aid-institution      

Fixed  27 -0.112 -0.142 -0.081 0.000 

Random 27 -0.112 -0.149 -0.075 0.000 

Studies without aid-institution   

Fixed 511 0.091 0.084 0.098 0.000 

Random 511 0.108 0.094 0.122 0.000 

Studies with at least one of the 

three interaction terms  

 

Fixed 232 0.067 0.058 0.075 0.000 

Random 232 0.066 0.051 0.082 0.000 

Studies without the interaction 

terms  

     

Fixed  306 0.109 0.097 0.120 0.000 

Random 306 0.138 0.113 0.162 0.000 

Note: The Q tests for heterogeneity for studies with and without conditionality are Q = 756.157 on 231 degrees of 

freedom (p-value = 0.00) and Q = 1106.690 on 305 degrees of freedom (p = 0.000) respectively.  

Source: Authors’ estimates. 
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Publication Bias versus Authentic Effect 

Publication bias is typically said to exist when researchers, editors and reviewers tend to 

favour statistically significant findings causing studies that yield relatively small and/or 

insignificant results to remain unpublished (i.e., remain ‘in the file drawer’; see Stanley, 

2005).22 Whether this is indeed a problem in the aid-growth literature is not easy to say. In 

this literature, small and insignificant results have on several occasions drawn considerable 

academic and policy attention after which they have been shown not to be robust to even 

minor changes in data and methodology. Prominent examples include the ‘micro-macro’ 

paradox by Mosley (1986); the ‘aid only works with good policy’ hypothesis by Burnside and 

Dollar (2000); and the Rajan and Subramanian (2008) ‘aid is insignificant’ finding.23 In any 

case, if a publication/small study bias exists it would tend to bias empirical effects, and as 

such must be carefully investigated with a view to disentangling any genuine empirical 

impact from publication effects. In line with established practice in the meta-literature we 

first use funnel plots to visually examine if the aid-growth literature seems to suffer from 

such bias.  

 

Figure 1: Funnel plot with pseudo 95% confidence limits 

 

 

Figure 1 presents a funnel plot using standard error as the measure of precision.24 The 

vertical line at the centre of the funnel plot shows a summary estimate of the effect size from 

the 68 aid-growth studies. When there is no bias, estimates are expected to vary randomly 

and evenly around this estimate. The diagonal lines in the figure represent the 95 per cent 

                                                 
22 Also, small studies tend to have large standard errors leading to insignificant results. If this leads 

authors to strive to come up with large-sized effects in order to compensate for the high standard errors such a 

bias should be detected.  

23 See Hansen and Tarp (2000), Hansen and Tarp (2001), Dalgaard et al. (2004), and Arndt et al. (2010). 

24 When standard errors are along the vertical axis, the vertical axis is reversed (zero at the top), so as to 

put large studies at the top of the graph reflecting that larger studies have smaller standard errors. 

0
.1

.2
.3

.4

s
.e

. 
o
f 
P

a
rt

ia
l

-1 -.5 0 .5 1
Partial

Funnel plot with pseudo 95% confidence limits

167



 

 

confidence limits around the summary treatment effect for each standard error on the vertical 

axis.25 These lines show the expected distribution space of studies in the absence of 

heterogeneity. That is, assuming there is no heterogeneity in the reported effect sizes among 

studies, 95 per cent of the studies should lie within the funnel defined by the diagonal lines.  

As can be seen from the funnel plot in Figure 1, the estimates from the aid-growth literature 

are fairly randomly distributed around the fixed effect estimate. Although the distribution of 

the studies to the right of the funnel seems relatively more concentrated, there is no clear 

asymmetry in the funnel graph. This lack of asymmetry becomes clearly visible in Figure 1.1. 

Figure 1.1.A relies on the inverse of standard error as the measure of precision and is thus our 

preferred funnel plot. This figure depicts the clearly symmetrical distribution of the effect of 

aid on growth as estimated from the 68 studies. A similar impression is also observable in 

Figure 1.1.B with sample size as the measure of statistical precision (for comparison with 

DP08). In general, these funnel plots provide no basis to argue for a directional bias once one 

places the reference line at the correctly estimated overall empirical effect (see also Figure 

A3 in Mekasha and Tarp, 2011). 

 

Figure 1.1: Funnel plots of the aid–growth literature  

A. 1/Se used as precision     B. Sample size used as precision  

 

 

While the above funnel plot analysis provides no grounds to claim that a publication bias is 

present, it is premature to draw any firm conclusion about potential publication bias from this 

evidence. Even though funnel plots may be revealing, their interpretation is subjective and 

                                                 
25 The summary estimate of the effect size in Figure 1 is obtained from the fixed effect model (under the 

effect homogeneity assumption). This presents one limitation in funnel plot analysis. Vevea and Hedges 

(1995) explain why one should not necessarily associate asymmetry in the funnel plot with publication bias. 

Presence of heterogeneity can also potentially lead to such an asymmetry in the funnel plot. 
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potentially ambiguous so statistical testing is required. The most commonly used statistical 

test of publication bias is the Egger et al. (1997) test, also known as the funnel asymmetry 

test (FAT) (Stanley, 2005). FAT basically estimates equation (3), which is then expanded in a 

next stage to control for more explanatory variables.  

The main variables of interest are the constant term and the coefficient of ‘precision’. 

While the coefficient of ‘precision’ shows the magnitude and direction of any genuine 

underlying effect over and above any possible bias, the constant term depicts the existence 

and degree of the bias in the literature surveyed. The results of bivariate and multivariate 

meta-regression analysis are presented in Tables 3 and 4 respectively. In the bivariate FAT 

meta-regression-analysis (FAT-MRA) the dependent variable is the standardized effect of aid 

(t-statistics) regressed on the inverse of the standard error (i.e. precision). Since more than 

one regression is taken from most of the studies, observations within a study are unlikely to 

be independent. To address this, standard errors are clustered on publications in all 

regressions.26 For the sake of comparison, we also report heteroskedasticity consistent and 

heteroskedasticity and autocorrelation consistent (HAC) standard errors. 

 

Table 3. Bivariate FAT meta regression analysis dependent variable = standardized effect 

(t-stat) 

 (1) (2) (3) 

Variables Robust HAC Clustered 

Bias Coefficient    

Constant  0.794*** 0.794*** 0.794*** 

 (0.164) (0.223) (0.297) 

Genuine Effect of Aid     

Precision 0.0245* 0.0245 0.0245 

 (0.0142) (0.01998) (0.0260) 

Observations 537 537 537 

R-squared 0.005 0.005 0.005 

 

Note: Robust, heteroskedastcity and autocorrelation consistent and clustered standard errors in parentheses 

***p<0.01, ** p<0.05, * p<0.1. 

Source: Authors’ estimates. 

 

Despite the reasonable symmetry in the funnel plot discussed above, the result from the 

bivariate regression depicted in Table 3 seems to suggest presence of a positive and 

statistically significant publication bias. The positive sign of the bias suggests that small 

studies with high standard error tend to report a high partial effect of aid on growth, and 

                                                 
26 In DP08 the results appear to be very sensitive to clustering, see Table A5 and discussion in Mekasha 

and Tarp (2011).. 
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hence a statistically significant effect. The FAT-MRA can also be relied on to identify 

genuine empirical effects of aid on growth regardless of publication bias (Stanley, 2008). In 

Table 3 this genuine empirical effect is captured by the coefficient of ‘precision’ and the 

FAT-MRA shows a positive and significant effect in column 1, but this does not appear to be 

the case when we apply HAC and clustered standard errors. The result reported in column 1 

of Table 3 – concerning both publication bias and genuine empirical effect – is fundamentally 

the same as what DP08 find (they do not use HAC or clustered standard errors). This result is 

the main basis for their claim that aid is ineffective and publication bias is a problem in the 

aid-growth literature. Unlike DP08, however, we do not believe that we should conclude and 

stop the analysis here. Digging deeper is revealing. 

The above bivariate Egger et al. (1997) test is commonly criticized for leading to an 

inflated false-positive rate (high type I error), and such false positive results become a major 

issue especially when there is between study heterogeneity (see Ioannidis and Trikalinos, 

2007). In a similar manner, Stanley (2005) argues that heterogeneity of effects may induce 

asymmetry into the funnel plots even in the absence of publication bias. This implies that 

failure to account for factors that can explain heterogeneity in research findings will 

potentially exaggerate the bias. As heterogeneity is evident in the aid-growth literature one 

should refrain from making inference about publication bias based on the bivariate regression 

(Harbord et al, 2009). Instead, one needs to turn to a multivariate analysis. 

In the aid-growth literature, drawing conclusions based on bivariate regression will 

obviously lead to misleading inference for various reasons. The fact that some studies aim to 

estimate the direct impact of aid on growth while others focus on identifying the transmission 

channels (such as investment, health, education) makes effect estimates heterogeneous. That 

is, compared to the former, the direct effect of aid on growth is likely to be smaller in the 

latter case where the channels are already controlled for. Due to this, the reported effect 

estimates from the different regression models will obviously vary as a function of the 

controls included in the regressions, but this is not because of publication bias. Disregarding 

this fact in the FAT-MRA makes it look as if there is publication bias. Thus, one needs to 

incorporate information about the controls included in the underlying regressions of the 

primary studies in the biavariate FAT-MRA regressions. As Stanley (2005) also indicates, if 

such important information is not controlled for, the FAT-MRA will like any other 

econometric analysis suffer from omitted variable bias.  

Accordingly, we expand the bivariate FAT-MRA model reported above into a more general 

FAT-MRA by including important explanatory variables that can potentially affect the 

reported variation (heterogeneity) in research findings.27 We do not pretend to have insight 

on this point that goes beyond that of DP08. Accordingly, we first expand the FAT-MRA 

model by including all the 50 moderator variables they identified. The result from this 

regression can be found in Mekasha and Tarp (2011), which shows that the magnitude of the 

precision coefficient improves and becomes significant in two of the three cases. Moreover 

and importantly, after controlling for factors that can potentially explain heterogeneity in 

reported effects, the bias coefficient (i.e. the constant term) becomes insignificant in all cases. 

                                                 
27 See for example Rose and Stanley (2005), Abreu et al. (2005) and Stanley (2005, 2008). 
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This suggests that once the moderator variables (study characteristics) are controlled for then 

there is no publication bias.  

We also note that most of the variables included in the multivariate regression are also 

statistically insignificant. There is, in other words, a trade-off here between including all the 

50 moderator variables in order to control for/explain heterogeneity versus potential multi-

collinearity and loss of degrees of freedom. Moreover, all controls are not equally important 

in contributing to the omitted variable bias and/or explaining heterogeneity. We therefore 

follow the General-to-Specific (GETS) modelling procedure by Krolzig and Hendry (2001) 

to systematically reduce the insignificant variables from the multivariate model. By doing so 

we eliminate 21 of the 50 moderator variables that appear to be non-important; the adjusted 

R
2
 increase from 41 to 43 per cent, supporting the removal of the 21 moderators. The results 

from the reduced multivariate model are reported in Table 4.  

As can be seen from the multivariate FAT-MRA results in Table 4, the genuine impact of 

aid on growth, as reflected in the coefficient of ‘precision’, is found to be positive and 

statistically significant in all three cases with a magnitude of 0.17. To put our results in 

perspective, we did a back-of-the-envelope calculation based on the estimates in Arndt et al. 

(2010).28 This exercise shows that our finding is quite close to their estimate. Compared to 

the bivariate model, controlling for other variables which can potentially affect the reported 

variation of the effect of aid on growth greatly improves the magnitude of the genuine effect 

of aid. Moreover, in all the regressions the constant term, i.e. the parameter used to test for 

existence of publication bias, becomes statistically insignificant. This is consistent with the 

result from the funnel plot and indicates lack of evidence to suggest presence of publication 

bias in the aid-growth literature.  

 

Table 4. Multivariate FAT meta-regression analysis: reduced model dependent variable = 

standardized effect (t-stat) 

 (1) (2) (3) 

Variables Robust HAC Clustered 

Bias Coefficient    

Constant  -0.232 -0.232 -0.232 

 (0.321) (0.308) (0.350) 

Genuine Effect of Aid    

Precision 0.166** 0.166** 0.166* 

 (0.0733) (0.0843) (0.0924) 

                                                 
28 Note that these estimates are not directly comparable as the estimate in the present paper is given as a 

partial correlation while the one in Arndt et al. (2010) takes an elasticity interpretation. We make the 

comparison by first changing the coefficient estimates from Arndt et al. (2010) to a partial correlation using 

the same formula used to convert the coefficient estimates of the primary studies included in this meta-

analysis. Accordingly, we convert a total of 10 regressions from Arndt et al. (2010) to partial correlation and 

we get a weighted average of 0.173 which is the same as what we get in this meta-analysis. Note, however, 

that if we focus only on the most preferred regressions from Table 4 in Arndt et al. (2010), this weighted 

average effect will be 0.26. 
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Publication Outlet    

Working paper -0.0697*** -0.0697*** -0.0697*** 

 (0.0167) (0.0193) (0.0184) 

Cato -0.202*** -0.202*** -0.202*** 

 (0.0324) (0.0295) (0.0282) 

JDS -0.0833*** -0.0833*** -0.0833*** 

 (0.0280) (0.0271) (0.0272) 

JID -0.0587*** -0.0587** -0.0587* 

 (0.0196) (0.0239) (0.0304) 

EDCC -0.146*** -0.146*** -0.146*** 

 (0.0389) (0.0434) (0.0501) 

Applied economics -0.116** -0.116** -0.116** 

 (0.0545) (0.0574) (0.0519) 

Author Detail    

World Bank -0.0853*** -0.0853*** -0.0853*** 

 (0.0204) (0.0198) (0.0178) 

Gender -0.0737*** -0.0737*** -0.0737** 

 (0.0202) (0.0258) (0.0293) 

Influence 0.0668*** 0.0668*** 0.0668*** 

 (0.0164) (0.0167) (0.0162) 

Data     

Panel 0.105*** 0.105*** 0.105** 

 (0.0379) (0.0404) (0.0426) 

No. of years -0.0106*** -0.0106*** -0.0106*** 

 (0.00162) (0.00159) (0.00152) 

Asia 0.0303 0.0303 0.0303 

 (0.0222) (0.0222) (0.0239) 

Single country 0.491*** 0.491*** 0.491** 

 (0.160) (0.170) (0.191) 

y1960s 0.0547** 0.0547** 0.0547 

 (0.0270) (0.0289) (0.0368) 

y1990s 0.103*** 0.103*** 0.103*** 

 (0.0318) (0.0329) (0.0328) 

Sub sample 0.0446** 0.0446*** 0.0446** 

 (0.0212) (0.0169) (0.0187) 

Low income -0.0879*** -0.0879*** -0.0879*** 

 (0.0284) (0.0254) (0.0328) 

EDA -0.0376** -0.0376** -0.0376** 
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 (0.0164) (0.0176) (0.0181) 

Conditionality     

Aid square 0.0716*** 0.0716*** 0.0716*** 

 (0.0125) (0.01015) (0.0108) 

Interaction institutions -0.100*** -0.100*** -0.100** 

 (0.0248) (0.0291) (0.0380) 

Specification and Control    

FDI 0.0909*** 0.0909*** 0.0909** 

 (0.0258) (0.0343) (0.0417) 

Theory 0.0415*** 0.0415** 0.0415** 

 (0.0155) (0.0165) (0.0191) 

Average 0.0115*** 0.0115*** 0.0115*** 

 (0.00232) (0.00211) (0.00206) 

Inflation -0.0510** -0.0510** -0.0510*** 

 (0.0204) (0.0198) (0.0173) 

Size of government 0.101*** 0.101*** 0.101*** 

 (0.0150) (0.0142) (0.0151) 

Financial development 0.0345*** 0.0345** 0.0345** 

 (0.0129) (0.0139) (0.0142) 

Region dummy -0.0313** -0.0313** -0.0313** 

 (0.0123) (0.0130) (0.0127) 

Openness -0.0706*** -0.0706*** -0.0706** 

 (0.0185) (0.0226) (0.0274) 

Per capita income -0.0709** -0.0709** -0.0709* 

 (0.0283) (0.0318) (0.0383) 

Observations 518 518 518 

Adj. R-squared 0.425 0.425 0.425 

 

Note: Q-test for heterogeneity: (chi2(518) = 1000; p>chi2 = 0.000). See Higgins and Thompson (2002) for the 

test of heterogeneity. Robust, Heteroskedastcity and Autocorrelation Consistent and clustered standard errors in 

parentheses. *** p<0.01, ** p<0.05, * p<0.1. 

Source: Authors’ estimates. 

 

On this basis we suggest that it is highly likely that the DP08 results suffer from omitted 

variable bias, noting that their conclusions are exclusively dependent on a bivariate FAT-

MRA analysis. Mekasha and Tarp (2011, Table A3) also included a variety of robustness 

check for the FAT-MRA results presented in Table 4. They include considering studies after 

the 1990s only; excluding studies that did not include African countries; and finally 

considering published studies only. In all cases the key finding presented in Table 4 holds. 
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The above evidence should, as Stanley (2005) puts it, be confirmed by a meta-significance 

test (MST) for authentic effect before firm conclusions are drawn. The MST test uses the 

relationship between the logarithms of a study’s absolute value of t-statistics and the degrees 

of freedom to examine a genuine empirical effect. A genuine empirical effect is reflected in a 

positive and statistically significant coefficient of the log of degrees of freedom in equation 

(4). The bivariate and multivariate results of our MST regressions are reported in Table 5 and 

Table 6 respectively.  

As can be seen from the bivariate regression reported in Table 5, the coefficient of log of 

degrees of freedom (ln (df)) exhibits a positive sign, but is insignificant in all cases. This 

should come as no surprise. The results reported in Table 5 are from a bivariate regression, 

and it is likely that this bivariate MST-MRA suffers from omitted variable bias for reasons 

similar to those discussed above.  

 

Table 5. Bivariate MST meta regression analysis dependent variable = ln (t-stat) 

 (1) (2) (3) 

Variables Robust HAC Clustered 

    

ln(df) 0.00338 0.00338 0.00338 

 (0.0474) (0.0568) (0.0635) 

Constant 0.0637 0.0637 0.0637 

 (0.219) (0.258) (0.277) 

    

Observations 538 538 538 

R-squared 0.000 0.000 0.000 

Note: Robust, heteroskedastcity and autocorrelation consistent and clustered standard errors in parentheses *** 

p<0.01, ** p<0.05, * p<0.1. 

Source: Authors’ estimates. 

We therefore turn again to the DP08 explanatory variables used for the FAT-MRA in Table 

4 and run a multivariate MST-MRA. The results from the full model are presented in 

Mekasha and Tarp (2011); the first three columns of Table 6 report the reduced form MST-

MRA model after systematically removing insignificant variables using the GETS modelling 

procedure. Column 4 of Table 6 checks if the result remains the same when one uses the log 

of the number of observations (ln(n)) instead of the log of degrees of freedom (ln(df)) as a 

measure of estimation accuracy.  

As Table 6 demonstrates, in all the multivariate MST-MRA regressions, the coefficient of 

estimation accuracy is positive and significant. This underpins the authenticity of the positive 

and significant effect of aid on growth observed in the FAT-MRA regressions. Moreover, 

similar to the FAT robustness checks, the key finding holds under robustness checks for the 

MST-MRA results (Mekasha and Tarp, 2011).  
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Table 6. Multivariate MST meta regression analysis: reduced model dependent variable = ln (t-stat) 

 

 (1) (2) (3) (4) 

Variables Robust HAC Clustered Clustered 

Genuine Empirical Effect     

ln(df) 0.328*** 0.328*** 0.328***  

 (0.0847) (0.0964) (0.0820)  

ln(n)    0.365*** 

    (0.0942) 

Publication Outlet     

Working Paper -0.626*** -0.626*** -0.626*** -0.639*** 

 (0.145) (0.138) (0.140) (0.139) 

CATO -1.390*** -1.390*** -1.390*** -1.402*** 

 (0.285) (0.258) (0.220) (0.218) 

JDS -0.606** -0.606** -0.606** -0.611** 

 (0.235) (0.254) (0.265) (0.263) 

EDCC -0.877 -0.877** -0.877*** -0.867*** 

 (0.541) (0.354) (0.316) (0.316) 

AER -1.029*** -1.029*** -1.029*** -1.035*** 

 (0.320) (0.265) (0.272) (0.270) 

Author Details     

World Bank -0.496** -0.496** -0.496** -0.504** 

 (0.203) (0.194) (0.213) (0.212) 

Gender -0.400** -0.400** -0.400** -0.402** 

 (0.178) (0.159) (0.155) (0.155) 

Influence 0.334** 0.334** 0.334** 0.330** 

 (0.135) (0.129) (0.129) (0.130) 

Data      

No. of Years -0.0357** -0.0357** -0.0357** -0.0356** 

 (0.0149) (0.0168) (0.0169) (0.0169) 

Africa -0.286* -0.286* -0.286* -0.297* 

 (0.164) (0.166) (0.147) (0.149) 

Single Country 1.426*** 1.426*** 1.426*** 1.389*** 

 (0.300) (0.298) (0.252) (0.249) 

y1960s 0.399** 0.399* 0.399* 0.388* 
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 (0.201) (0.217) (0.233) (0.231) 

y1990s 1.016*** 1.016*** 1.016*** 1.004*** 

 (0.203) (0.211) (0.209) (0.207) 

Conditionality      

Aid Square 0.574*** 0.574*** 0.574*** 0.573*** 

 (0.141) (0.146) (0.124) (0.127) 

Interaction Institutions 0.822*** 0.822*** 0.822*** 0.814*** 

 (0.216) (0.217) (0.217) (0.216) 

Specification and Control     

FDI 0.576*** 0.576*** 0.576*** 0.549*** 

 (0.173) (0.145) (0.137) (0.137) 

Gap Model 0.294 0.294 0.294* 0.316** 

 (0.211) (0.185) (0.149) (0.151) 

Theory 0.612*** 0.612*** 0.612*** 0.618*** 

 (0.141) (0.141) (0.156) (0.158) 

Average 0.0530*** 0.0530*** 0.0530*** 0.0540*** 

 (0.0128) (0.0143) (0.0119) (0.0124) 

Lag used 0.259 0.259 0.259 0.259 

 (0.184) (0.161) (0.186) (0.185) 

Size of government 0.601*** 0.601*** 0.601*** 0.596*** 

 (0.137) (0.137) (0.135) (0.134) 

Region Dummy -0.329** -0.329** -0.329*** -0.332*** 

 (0.148) (0.124) (0.0952) (0.0952) 

Openness -0.275** -0.275** -0.275** -0.276** 

 (0.124) (0.123) (0.120) (0.122) 

Constant -1.681*** -1.681*** -1.681*** -1.873*** 

 (0.434) (0.470) (0.354) (0.403) 

     

Observations 519 519 519 519 

Adj. R-squared 0.203 0.203 0.203 0.202 

Note: Test for heterogeneity: (chi2(518)= 550.16; P>chi2=0.317)Robust, Heteroskedastcity and Autocorrelation 

Consistent and Clustered standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. 

Source: Authors’ estimates. 
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Our results from MST-MRA also stand in contrast to the conclusions of DP08. They found 

a negative and insignificant coefficient on ln(df) and suggested that there is a lack of 

evidence to support the idea that development aid has an effect on economic growth. Once 

again, this is based on a simple bivariate MST, which fails to take into account other 

explanatory variables. This negative conclusion on aid effectiveness does not survive when 

the bivariate model is expanded to the multivariate context. 

 

IV. Conclusions 

Our main aim was to contribute to the aid-growth literature and associated policy debates 

using the meta-analysis of 68 studies employed by DP08. We also use the same measure of 

effect size (partial correlation) and the same moderator variables for the multivariate analysis. 

There are four major differences: (i) model selection, i.e. the choice between the random and 

fixed effects model; (ii) the way the effect size is treated for papers that include non-linear 

terms; (iii) choice of statistical weighting for the effect estimates both in calculating the 

weighted average effect and in the funnel plots; (iv) in the process of data entry and coding. 

Having fully replicated the analysis by DP08 and identified our differences, we expand their 

meta-analysis in various ways that better reflect the econometric, statistical and data 

challenges faced in this type of research. What did we find? 

On the data issues, some recoding and filling in missing values resulted in an increase in 

the number of observations for our meta-analysis. 

In relation to model selection, our results show that the fixed effects model assumption of a 

single true effect common to all studies is unrealistic in the aid-growth literature. 

Specifically, statistical tests reveal that there is heterogeneity in the estimate of the true effect 

of aid on growth across the 68 studies. Furthermore, the effect homogeneity assumption can 

be rejected, from the outset, on theoretical grounds. We thus emphasize that the random 

effects model is to be preferred as it allows for between study heterogeneity.  

Accordingly, we calculated the weighted average effect of aid on growth (using the inverse 

of the variance as weight) relying on the random effects model. Our results show that the 

weighted average effect of aid on growth from the 68 studies is positive and statistically 

significant with a magnitude of 0.098. This finding stands in contrast to DP08, but allowing 

for heterogeneity across the studies the random effects results can reject DP08’s estimate of 

0.08 at the 5 per cent level of significance.  

The partial effect of aid on growth for regressions that include interaction terms is not 

measured correctly as the coefficient of the interaction term(s) is not taken into account. This 

can potentially bias the weighted average effect of aid. By calculating the weighted average 

effect of aid separately for regressions with and without non-linear terms, the weighted 

average effect estimate of aid in the random effects model emerges as positive and significant 

with a magnitude of 0.14. This shows how disregarding the coefficient of the interaction 

terms in the calculation of the partial effect matters for the results. We thus suggest that 
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future meta-analysis of aid and growth needs to find a way to properly incorporate the partial 

effect of aid from studies that include a non-linear term. 

Having calculated the weighted average effect of aid on growth from the 68 studies, we 

moved on to check whether the observed effect is genuine or an artefact of publication bias 

using FAT-MRA and the General-to-Specific (GETS) modelling approach in choosing the 

important study characteristics (moderator variables) that help to explain the heterogeneity in 

research design across studies. The multivariate FAT-MRA results clearly suggest that 

publication bias is not a problem in the aid-growth literature once the heterogeneity is 

controlled for. The measure of publication bias obtained from the multivariate FAT-MRA 

model appears to be statistically indistinguishable from zero, which is in line with the 

reasonably symmetrical funnel plot depicted in Figure 1.1.A. In the same vein, the FAT-

MRA results reported in Table 4 also confirm the positive and significant effect of aid on 

growth as depicted by the positive and statistically significant coefficient of precision.  

The genuineness of the observed effect and hence the absence of publication bias in the 

aid-growth literature is further underpinned by the results of our MST-MRA regressions. As 

shown in Table 6, there is evidence of a clear empirical effect that goes beyond publication 

bias. Though the coefficient that verifies the authenticity of the impact of aid on growth is not 

significant in the bivariate MST, the authenticity of the observed positive and significant aid-

growth impact becomes evident once we move to a multivariate setting. As shown in 

Mekasha and Tarp (2011), these findings are robust in different samples.  

We also highlight the importance of heterogeneity in the true effect of aid on growth across 

the studies under review. As is evident from the Q-test for heterogeneity reported under Table 

4, there still exists excess (unexplained) variation despite the inclusion of the relevant 

moderator variables. This confirms the presence of real heterogeneity in the true effect of aid 

on growth that goes beyond heterogeneity in research design. This is again consistent with 

the assumptions inherent in the random effects model and shows that the effect homogeneity 

assumption of the fixed effects model is not tenable. 

To sum up, we have shown that the conclusions in DP08 do not hold when one applies 

meta-analysis rigorously to the aid-growth literature. We found a positive and significant 

effect of aid on growth and importantly found no evidence to suggest presence of publication 

bias. That said, and as pointed out from the outset, even if meta-analysis can potentially 

address the subjectivity associated with narrative literature reviews, it is far from flawless. 

For instance, subjectivity remains a threat in meta-analysis unless researchers carefully 

handle the judgment calls they encounter in various stages of the meta-research process. 

Moreover, differences in the quality of the primary studies and the lack of a reasonably 

objective tool to measure quality appear to be a major caveat, and especially for observational 

data-based studies. Differences in quality can lead to heterogeneity in effect estimates and 

unless properly captured, the heterogeneity can wrongly be perceived as publication bias. On 

top of this, and as our results show, there is real heterogeneity in the true effect of aid on 

growth that goes beyond methodological heterogeneity; that is, heterogeneity persists even 

after controlling for study characteristics. Given also the fact that meta-analysis is a method, 
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which is more appropriate for data generated through Random Control Trials, the application 

to the aggregate aid-growth literature should only be undertaken with great caution.  

One should not overstate the implications of the results from macro-level aid-growth meta-

analysis. Nonetheless, such analysis, if applied rigorously according to best practice, can help 

in giving useful insight into the qualitative aspects of the research process; for example, to 

identify the presence or absence of publication bias in the literature under consideration. 

Besides, identification of the most relevant study characteristics that explain heterogeneity in 

the effect estimate can be relied on to improve research design of future primary studies. 

Regarding the quantitative results, although we do find evidence that is in line with Arndt et 

al. (2010), we remain vigilant in drawing strong implications. This is not only because of the 

limitations of applying meta-analysis to the macro-level aid-growth literature but also due to 

the fact that the estimate here is obtained by combining inherently heterogonous effect 

estimates. Moreover, the conclusions that emerge from the present review are obviously not 

the whole story about aid effectiveness. Economic growth, though important, is only one of 

the multifaceted development objectives of foreign aid. It should be noted that poverty 

reduction is now the main aim and target of most foreign aid programmes.29 Finally, we fully 

agree with calls to improve the design and implementation of aid to the benefit of the poorest 

people in the poorest countries. Aid processes are complex and few would (and certainly not 

the present authors) dispute that they can be improved. 

 

 

 

 

 

 

 

 

 

                                                 
29 See Feeny and Ouattara (2009), Feeny (2003) and Gomanee et al. (2005).  
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Abstract 

In a recent article, Nowak-Lehmann, Dreher, Herzer, Klasen, and 

Martínez-Zarzoso (2012) (henceforth NDHKM) conclude that foreign 

aid has not had a significant effect on income, based on evidence from 

panel data potentially covering 131 countries over the period 1960-

2006. The present study provides a replication of the empirical results 

reported by NDHKM and uncovers a number of critical issues 

regarding data handling and model specification. We also show that 

NDHKM’s use of a single-equation regression is not a suitable 

empirical strategy for estimating the causal effect of aid on income. 

Given the nature of the variables and the question under investigation, 

a Vector Autoregressive (VAR) model can better address the inherent 

endogeneity problem in the aid-growth relationship. Evidence from a 

Panel VAR model estimated on the dataset of NDHKM, suggests a 

positive and statistically significant long run effect of aid on income.   
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1 Introduction 

Researchers interested in foreign aid have, for several decades, done their best to 

empirically estimate the impact of aid on economic growth. This has not been easy, and 

both methodologies and results have varied over time. The aid effectiveness literature has 

passed through at least four different generations with each generation having its own 

distinguishing analytical features (see Hansen and Tarp (2000), Arndt et al. (2010)). A 

positive aid-growth association has been reported as characteristic across the first three 

generations of aid-growth empirical work surveyed by Hansen and Tarp (2000); but the 

fourth generation work discussed in Arndt et al. (2010) has suggested that aid may be 

impotent in spurring growth.
 1

 The balance of evidence in the last 3-4 years does appear, 

however, to be shifting again towards noting a positive and significant impact of aid on 

growth at the macro level.
2
  

The use of time series techniques like co-integration analysis and vector autoregressive 

(VAR) models has so far been quite limited in aid-growth empirical research. Yet, studies 

are starting to emerge following better availability of data. One recent contribution is 

Juselius et al. (2012) who carry out a comprehensive study of the long-run effect of aid on a 

set of key macroeconomic variables including economic growth for a group of 36 SSA 

countries. Their findings provide clear support for a positive long-run impact of aid on the 

macro economy of recipient countries. Another recent time series contribution in relation to 

aid and growth is the paper by Nowak-Lehmann et al. (2012), henceforth NDHKM, who 

conclude that aid has an “insignificant or minute significant negative impact on per capita 

income” of recipient countries.  

Overall, as noted in Juselius et al. (2012), the divergent evidence on aid effectiveness is 

perplexing in light of the fact that the data on aid and other macro variables used in most 

papers comes from the same publicly available databases. In explaining this, Juselius et al. 

(2012) argue that the choices researchers make regarding data transformations, econometric 

models, estimation methods and assumptions related to endogeniety or exogeniety are the 

main underlying reasons behind the observed discrepancies.  

The primary objective of this study is therefore to illustrate the aforementioned points 

with reference to the aid-growth literature. Particularly, we show how inappropriate use of 

time series techniques including data transformation and econometric model choices can 

easily misrepresent key elements about how aid is allocated and lead to incorrect 

conclusions about aid effectiveness. We illustrate these points focusing on the recent 

contribution by NDHKM. Although we welcome their effort as a step towards increasing 

                                                 
1 

See Rajan and Subramanian (2008) and Moyo (2009). 
2
 See, for example, Clemens et al. (2012) and Arndt et al. (2010). 
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the application of time series techniques in empirical aid effectiveness research, the 

NDHKM paper suffers from serious limitations as demonstrated in detail below. The 

second objective of our study is to present alternative empirical evidence on the effects of 

aid on income, by applying VAR models instead of the single-equation model considered 

by NDHKM, while using the same datatset. We argue that this methodology accurately 

addresses the endogeneity problem at hand in the aid-growth relationship, and is better 

suited to estimate the dynamic long-term effects of aid on income.  

To achieve the objectives of this study, we begin by replicating the regression results 

reported by NDHKM. For this exercise, we make use of the replication files provided by 

NDHKM in the data archive of the Canadian Journal of Economics. The regressions are for 

the most part based on a panel of 50 countries, which is claimed to be “virtually balanced” 

with only 3% of the observations missing (NDHKM p. 298). Our replication reveals, 

however, that this is not the case. In most of the regressions only 30-40% of the available 

observations are actually used for estimation. The main reason for this omission is that 

NDHKM estimate a regression model that includes logarithmic transformations of variables 

that are not strictly positive.  

Although the unbalancedness of the panel affects the asymptotic and finite-sample 

properties of the employed estimators (see Wooldridge (2001)), this is not our main point. 

We acknowledge that imperfect datasets are part of the reality in which empirical 

economists live. Macroeconomic panels are often unbalanced due to the fact that the 

starting period from which economic variables are available typically varies across 

countries. Researchers thus face a choice between optimizing the amount of observations, 

which then constitute an unbalanced panel, or to balance the panel, by cutting early 

observations from countries with long time series data.  

The problem we address here goes much deeper and has serious implications for the 

results and conclusions reached. To begin, the observations in NDHKM are not simply 

missing, they are actually omitted by the authors. NDHKM compile an impressive dataset 

including relatively long time series on aid, income and other macroeconomic variables for 

a large group of countries. However, by trying to take logarithms of variables with negative 

values, a substantial fraction of this dataset is simply disregarded. While typically an 

unbalanced panel consists of time series of different length, in this case the logarithmic 

transformation creates huge gaps within the time series, which makes analyzing the 

dynamic properties of the data very difficult, if not impossible. The regression model, 

which is a log-linearization of a multiplicative Solow-type growth model, is mis-specified 

since not all the variables in the model are strictly positive. 

Apart from these issues with data and model specification, the estimation results in 

NDHKM cannot be interpreted as a causal effect of aid on income. Although the applied 
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methodology enables the analyst to consistently estimate the co-integrating coefficient, 

even when the regressor (aid) is endogenous, interpreting this estimate as a causal 

relationship between aid and income requires strict exogeneity of aid. In spite of this, 

NDHKM interpret their statistically insignificant estimate of the co-integrating coefficient 

as evidence of lack of a causal relationship between aid and income. A serious attempt to 

isolate potential causal (negative or positive) effects of aid on income is missing. Although 

tempting, interpreting a statistically insignificant co-integrating coefficient as lack of a 

causal relationship between aid and growth is in the present context misleading. This is not 

only because of the difficulty of interpreting insignificant coefficient estimates, but also due 

to the widely recognised fact that causality in the aid-growth relationship runs in both 

directions with potentially opposing effects.
3
 Thus, without a clear identification strategy to 

isolate these two effects, finding a negative or insignificant parameter for aid, does not 

necessarily reveal anything about the impact of aid on growth. 

Arguably, a system approach such as the VAR model applied in this study provides 

illuminating insights when estimating the intertemporal effects of aid on income. Since the 

seminal work by Sims (1980), VAR models have become the benchmark in empirical 

macroeconomics. In contrast, in the aid literature VAR models have not yet gained the same 

popularity, although there have been some recent applications of VAR models, such as Osei 

et al. (2005), Hansen and Headey (2010), Gillanders (2011), Juselius et al. (2012) and Kang 

et al. (2012). In the present study we apply a Panel VAR model to the dataset of NDHKM 

to investigate the effect of aid on income. By allowing explicitly for an effect of aid on 

income as well as an effect of income on aid, we find that the former effect is both positive 

and significant. 

The study is structured as follows. In Section 2, after presenting the replication results, 

we discuss the data handling concerns uncovered by the replication exercise. In Section 3, 

we review the problems with the empirical strategy of NDHKM, and introduce our own 

strategy. Section 4 presents results from estimating VAR models on the NDHKM dataset. 

Section 5 concludes that when a Panel VAR model is applied to the same dataset as in 

NDHKM, a positive and statistically significant long run effect of aid on growth emerges. 

2  Replication results  

We begin this replication study by noting that we are able to exactly replicate virtually all 

the empirical results reported by NDHKM. Tables 1-7 show the replications of the 

corresponding Tables 1-7 in NDHKM. Except for the sixth column of Table 6, these tables 

match the results reported by NDHKM. After outlining the empirical model, our concerns 

                                                 
3
 Since donors give more aid to poor countries and lower their assistance as recipient countries get richer, this 

bi-directional relation creates a problem of endogeniety, which is a widely accepted challenge in the aid-

growth empirical research. 
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raised by this replication exercise are discussed below. NDHKM estimate the following 

model, relating income per capita (LY) to population growth (LPOPGPLUS), domestic 

savings (LSDOMY), net external savings (LSEXTNY) and net aid transfers (LSNATY), with 

all variables measured in logs.: 

 

𝐿𝑌𝑖,𝑡 = 𝑏0,𝑖 + 𝑏1𝐿𝑆𝐷𝑂𝑀𝑌𝑖,𝑡 + 𝑏2𝐿𝑆𝐸𝑋𝑇𝑌𝑖,𝑡 + 𝑏3𝐿𝑆𝑁𝐴𝑇𝑌𝑖,𝑡 + 𝑏4𝐿𝑃𝑂𝑃𝐺𝑃𝐿𝑈𝑆𝑖,𝑡 + 𝑢𝑖,𝑡 (1)  

 

Domestic savings, external savings and net aid transfers are expressed as (log) ratios to 

GDP. Tables 1-5 provide estimates of this model, using different subsamples of the smaller 

“balanced” panel of 50 countries, while Table 6 presents estimates based on a larger panel 

of 131 countries. Table 7 presents the estimated effects of aid on investment, domestic 

savings and the real exchange rate. For the estimates reported in Tables 1-5 and 7, NDHKM 

apply the Dynamic GLS (DGLS) estimator, by Stock and Watson (1993).
4
 This method 

involves adding l lagging and leading differences of all regressors to equation (1). 

Throughout their paper, NDKMH set l=2, without further elaboration on this choice.  

Since all variables are subjected to a logarithmic transformation, it is required that the 

original series (in levels) are strictly positive. As it turns out, this is not the case and results 

in the omission of a large fraction of the available data. To illustrate this problem, we focus 

on the fourth column of Table 1 where the estimates of equation (1) are reported, using all 

the covariates, for a panel of 50 countries over the period 1960-2006. After adjusting the 

endpoints to the dynamic specification of the model, there are 41 observations available per 

country. A balanced panel should therefore include 41×50=2,050 observations. Our 

replication shows that the full model in the fourth column of Table 1 in NDKMH is based 

on only 755 observations, implying a loss of 63% of the available observations.  

Consider, for example, the top-left plot in Figure 1, which depicts domestic savings, net 

external savings and net aid transfers, in levels, for Algeria. For all the three variables, full 

time series data over the period 1960-2006 is available. However, since net external savings 

are negative during several periods, these observations are lost after the logarithmic 

transformation (bottom-left plot).  

Because equation (1) is supplemented with two leading and lagging differences of all 

regressors, at least six subsequent observations are required within a country, to include one 

observation for estimating the model. Making matters even more challenging, the DGLS 

estimator requires one additional observation for estimating ρ, the autocorrelation parameter 

of the residual term u. Therefore, in order to include observation t for country c in the 

                                                 
4
 The authors indicate that in estimating the impact of aid on growth their preferred approach is DGLS (the 

results reported from Table 1-5).  
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estimation, all variables need to be observed for seven periods, from period t−4 to t+2. As 

Figure 1 shows, this happens only once for Algeria, during 1984-90. As a result, t=1988 is 

the only observation from Algeria used for estimating equation (1). The right-hand side 

plots in Figure 1 tell a similar story for Swaziland. In levels, there are two short gaps in the 

observed data. After the logarithmic transformation, there is only one interval left during 

which all variables are observed for at least seven subsequent periods: 1986-92. The only 

observation from Swaziland used for estimating equation (1) is t=1990.  

In addition to resulting in omission of observations, the logarithmic transformation of 

domestic savings and net external savings is questionable. In levels, Figure 1 shows a very 

clear co-movement between these variables. After taking logs, this information is 

completely lost. Given that the observations are not randomly omitted, but are 

systematically dropped for country-year pairs with non-positive savings values, the 

coefficient estimate of aid may potentially be underestimated. For a given level of aid, 

country-year pairs with non-positive saving values are cases where the returns to aid may be 

higher.   

Although Algeria and Swaziland are the worst cases, the problem is widespread. Figure 

2 shows the distribution of observations per country included in the estimation of equation 

(1). The full potential of 41 observations is realized in only one country (Egypt). In 37 out 

of the 50 countries, less than half the observations are actually used. All our tables show the 

number of observations used for estimation relative to the potential number of observations.  

A similar critique also applies to the estimates based on the larger panel of 131 

countries, which are reported in Table 6. We have been able to replicate all the results in 

this table except the sixth column. The issue of missing observations as the result of a failed 

logarithmic transformation applies here as well, as is evident from Figure 3, which shows 

the distribution of observations per country included in the estimation reported in the third 

column of Table 6. This estimation is based, on average, on only 1.5 observations per 

country, which is clearly insufficient to offer a time series perspective.  

The regression model (1) is derived in NDHKM (p. 293) by log-linearizing a Cobb-

Douglas production function in which income is the product of the inputs of domestic 

savings, net external savings and net aid transfers. Given that income is strictly positive, the 

inputs are required to be strictly positive as well, for this multiplicative relation to hold. Our 

finding of negative inputs therefore clearly reveals, in addition to the empirical problem of 

missing data, mis-specification of the theoretical model. 

Overall, in our assessment, the reported results in NDHKM do not provide any evidence 

in favour or against the effectiveness of aid. Apart from the panels being highly unbalanced, 

the remaining observations are often not clustered, but scattered over the full potential 

sample, which makes time series analysis nearly impossible.  
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3  Empirical Strategy 

Regardless of the issues related to data, estimating equation (1) by DGLS is not a 

suitable empirical strategy when the aim is to estimate the effect of aid on income. 

NDHKM acknowledge that aid is unlikely to be exogenous with respect to GDP. A proper 

application of instrumental variables can achieve the identification of the causal effect of 

aid on income in a single-equation framework. However, finding valid instruments, which 

are uncorrelated with the residuals but sufficiently correlated with the endogenous 

regressors to ensure strong identification, is often a daunting task (see Clemens and Bazzi 

(2009)). Clemens et al. (2012) also discuss the challenge of finding a reliable instrument for 

aid as a major problem in aid-growth empirical research. While lags of the endogenous 

regressors are often legitimate instruments, their use in this application would be invalid 

because the residuals from the co-integrating relationship are strongly autocorrelated. 

NDHKM list the difficulties associated with finding valid instruments as one of the reasons 

for using the DGLS estimator instead. 

NDHKM cite the result of Stock and Watson (1993), who note that the DGLS estimator 

is unbiased even when the regressors are endogenous. If the variables are co-integrated, the 

DGLS estimator does indeed give unbiased estimates of the co-integrating vector. However, 

it is a serious misunderstanding that the parameters of a co-integrating vector can be 

interpreted as a causal effect. As indicated in Stock and Watson (2011, p.697), strict 

exogeneity of the regressors is required for such a causal interpretation. A co-integrating 

vector by itself does not reveal any direction of cause and effect and hence no conclusions 

on the “impact of aid on income” can be drawn based on the DGLS estimates reported by 

NDHKM.  

Alternatively, a Vector Autoregression (VAR) can be applied, in which the dynamics of 

income, aid and possibly more variables are modelled jointly. Rather than identifying an 

instantaneous (static) causal effect, VAR models are able to show the dynamic 

intertemporal impact of a shock to one variable on the future path of another variable. Since 

aid is not necessarily supposed to improve income per capita immediately, but rather to 

improve conditions for growth in the longer run, a dynamic model such as a VAR provides 

a starting point for assessing the long-term impact of aid on income. 

In the next section, we therefore present a Panel-VAR (PVAR) model for aid and 

income, estimated on the same dataset as NDHKM. By computing impulse response 

functions based on the estimated VAR, we analyze the dynamics of income over a period of 

10 years following a shock to aid. With both aid and income treated as endogenous a priori, 

the VAR allows us in addition to explicitly consider a shock to income and its effects on 

aid.  
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VAR models have become the benchmark tool in macroeconometrics, for example for 

estimating the effects of monetary and fiscal policies.
5
 For such applications a multi-

equation model is attractive since fiscal and monetary policies do not only affect the 

performance of the economy, but the state of the economy itself is likely to have an impact 

on the policies.
6
 The same argument applies to the relationship between aid and income. 

Surely, when donor countries make decisions regarding development aid, they take into 

consideration the economic conditions in the recipient countries (this is built into the aid 

allocation formula of the International Development Association (IDA), for example). 

When estimating the effect of aid on income, it is therefore essential to disentangle it from 

the effect of income on aid.  

In a recent study, Juselius et al. (2012) estimate separate co-integrated VAR models for 

36 African countries, which are supplemented with country-specific dummies to indicate 

periods of economic and political turmoil. In our approach the observations of all countries 

are instead pooled to estimate a PVAR with fixed parameters. Our PVAR is therefore a 

dynamic multiple-equation extension of the fixed-effects model considered by NDHKM. 

The advantage of pooling the data is that it dramatically increases the size of the dataset. 

Rather than estimating the country-specific VAR using T observations, we estimate a 

PVAR with T×N observations. In our case, T=37 and N=55. By assuming fixed parameters, 

there are many more observations available to estimate the parameters but this, of course, 

comes at a cost. Assuming constant parameters across countries can be highly restrictive, 

while country-specific dummies to account for extreme events are not included. We 

acknowledge these restrictions and emphasize that we estimate the average effects of aid for 

the reasons outlined in the introduction. In specific countries these effects may differ from 

the ones presented in Section 4.  

Against this background, we aim to keep our model parsimonious. In order to provide 

an answer to the question raised by NDHKM (“Does foreign aid raise per capita income?”), 

we fit a bivariate VAR model to aid and GDP, which provides an alternative to the 

NDHKM single-equation regression model with aid as the only regressor (Table 1, 1
st
 

column), for which NDHKM report a negative correlation between aid and income. 

Following the convention in the aid literature, we transform both variables into logs. 

Juselius et al. (2012) report evidence in favour of a multiplicative rather than additive 

relationship between aid and income, which makes the logarithmic transformation required. 

Nevertheless, we avoid the problems with taking logs of negative numbers (discussed in 

Section 2), by excluding domestic and external savings from the model and by considering 

countries that are net aid-receivers only. As a robustness check, however, we also estimate 

                                                 
5
 See Caldara and Kamps (2008), Chung and Leeper (2007), Mountford and Uhlig (2009), Stock and Watson 

(2001) and the papers cited therein. 
6
 For applications to fiscal policy, see Blanchard and Perotti (2002). 
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the VAR supplemented with domestic and external savings, while keeping both these 

variables in levels rather than logs. 

NDHKM and Juselius et al. (2012) find aid and income to be co-integrated. It would 

therefore be appropriate to estimate a co-integrated VAR (CVAR), as Juselius et al. (2012) 

do on a country-by-country basis. We consider instead a VAR in levels, because the 

estimation of a CVAR on panel data with homogeneity of the co-integrating restrictions 

imposed across countries would be fairly complicated and, more importantly, unnecessary 

for the analysis we conduct in this paper. When the variables are co-integrated, the VAR in 

levels and CVAR are asymptotically equivalent. Clements and Hendry (1995) find that 

imposing co-integrating restrictions in an otherwise unrestricted VAR brings little gains 

when the objective is to forecast, which is essentially what we do by computing impulse-

responses. Also the non-standard asymptotic distribution of the parameter-estimators in an 

unrestricted VAR (due to non-stationarity), is not an issue for our analysis, since our 

inference does not rely on the asymptotic distribution of the estimators. Instead, we 

compute confidence bounds for the impulse-response functions using a bootstrap 

simulation.   

Unlike NDHKM, we do not use the aid-to-GDP ratio. Although considering aid as a 

ratio of GDP is not uncommon in the literature on aid effectiveness, it implies a certain 

restriction on the long-term relation between GDP, aid and population, which Juselius et al. 

(2012) test and reject for all the 36 African countries in their dataset. Moreover, 

transforming aid into a ratio of GDP makes it harder to identify the effect of aid on GDP. 

For example, consider a negative shock to GDP, which by construction reduces GDP per 

capita and raises the aid-to-GDP ratio. In the model by NDHKM, this negative co-

movement between the regressor and explanatory variable would be interpreted as a 

negative effect of aid on GDP, even if the original shock to GDP could be entirely unrelated 

to aid. Our VAR model therefore includes aid and GDP in levels per capita, while we also 

examine the robustness of our results by considering the aggregate levels of both aid and 

GDP. 

After estimating the model, we compute impulse response functions. In order to identify 

the shocks, we impose a recursive structure, which makes the order of the variables 

relevant. Since Sims (1980) it is in this literature generally considered sufficient (and even 

preferable) to provide a loose/intuitive justification for the ordering of variables, rather than 

to formulate an exact structural economic theory. For example, Caldara and Kamps (2008) 

argue that there is in general a considerable delay between political decisions on 

government spending and the actual spending. Macroeconomic conditions therefore have an 

impact on government spending only after a lag, while the reverse effect may occur 
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immediately. The same argument can be applied to spending on aid.
7
 In our VAR, aid is 

therefore placed before GDP. We acknowledge that relying on this recursive identification 

approach has limitations. Nevertheless, our methodology is arguably superior to the 

approach applied by NDHKM in terms of addressing the endogeneity issue which is 

inherent in aid-growth empirical work. As we are mainly interested in the long-term impact 

of aid, the relevance of the recursive order is actually rather limited. Moreover, given that 

we consider a VAR of only two variables, it is relatively straightforward to check the 

sensitivity of the results with respect to our assumptions by simply reversing the order of 

the variables, which we do in the next section as one of our robustness checks.  

A potential shortcoming of VAR models is that, unlike a correctly specified structural 

model, it does not always reveal the mechanism through which the effects occur even if it 

provides an empirical description of the dynamic interaction between the variables. 

However, by supplementing the VAR with the appropriate variables, one can gain insight 

into how these mechanisms may work. For example, Osei et al. (2005) investigate the 

effects of aid on fiscal variables, Hansen and Headey (2010) consider trade-balances, while 

Kang et al. (2012) add exchange rates to their VAR. Since our main purpose is to illustrate 

how VAR–based results differ from the single-equation framework applied by NDHKM, 

we consider a bivariate VAR including only aid and GDP, although we do include domestic 

and external savings as a robustness check.  

 

4  VAR results 

We apply the exact same dataset as NDHKM, from which we obtain net aid receipts per 

capita (aid) and income per capita (gdp). The dataset features observations on 131 

countries, for a maximum of 47 periods (1960-2006). We balance the panel, by including 

only countries for which the entire time-series of observations are available. With a starting 

date of 1960, we can include 44 countries in a balanced panel. When we postpone the 

starting date to 1970, the number of available countries increases to 55. With 1980 as the 

starting date, there is sufficient data for 67 countries. We choose the middle ground here, 

with T=37 (1970-2006) and N=55. Table 8 provides a list of countries. In addition to 

increasing the number of available countries, excluding the early years of aid data can be 

justified for data quality reasons (e.g. Juselius et al., 2012). At the end of this section, we 

verify the robustness of our results by varying the starting date to 1960 and 1980.  

We estimate the following Panel VAR: 

                                                 
7 

That is, since donors have to observe the GDP shock in the recipient country before making a political 

decision and allocate aid, it is reasonable to assume that aid allocation occurs with some lags after the GDP 

shock takes place. On the other hand, the potential effect of aid on GDP can be expected to start improving 

the conditions for growth right away.
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𝑦𝑖𝑡 = 𝜇𝑖 + ∑ 𝐴𝑘𝑦𝑖𝑡−𝑘

𝑝

𝑘=1

+ 𝜀𝑖𝑡, 𝑖 = 1 … 𝑁, 𝑡 = 1 … 𝑇, (2) 

in which 𝑦𝑖𝑡 = (𝑎𝑖𝑑𝑖𝑡, 𝑔𝑑𝑝𝑖𝑡) gives the state of the variables in country i during period t, 𝜇𝑖 

is a 2×1 country-specific intercept term, A
k
 are 2×2 matrices of coefficients, 𝜀𝑖𝑡  is a 2×1 

residual term and p denotes the number of lags.  

In estimating the PVAR we follow common practice by combining first-differencing 

and GMM estimation, applying lagged values as instruments (Arellano and Bond, 1991). 

First-differencing the model (2) eliminates the country-specific intercept, thereby avoiding 

the problem of inconsistency of the fixed-effects estimator for dynamic panel data 

regressions (Nickell, 1981). The application of lagged values as instruments is valid when 

the residuals 𝜀𝑖𝑡 are not autocorrelated. Table 9 shows Akaike’s information criteria (AIC), 

Bayesian information criteria (BIC) and Durbin-Watson statistics (DW) for the bivariate 

VAR with one up to six lags. The BIC is minimized for a one-lag VAR, but in this case the 

DW statistics suggest the residuals are autocorrelated. Relying on the AIC, the selected 

number of lags is two, in which case there is no indication of autocorrelation, such that the 

use of lagged values as instruments is appropriate. We therefore choose p=2. 

Moving to the results, Figure 4 shows the orthogonalized impulse response functions, 

with the dynamic effects over 10 years on aid (left) and income (right) following a positive 

shock to either aid (top row) or GDP (bottom row), with 90% bootstrap confidence bounds 

based on 100,000 replications.  

Figure 4.b illustrates the effect of a one unit positive shock to log-aid (i.e. the effect of a 

1% increase in aid receipts) on log-income. In the short run (0-2 years), the impact of aid is 

insignificant. In the long run, however, the impulse response in Figure 4.b demonstrates a 

clearly positive and significant response. The observed difference between short- and long-

term impacts demonstrates why a dynamic model structure, like in a VAR, is crucial for 

evaluating these effects. A static model, like Eq. (1) only considers the instantaneous 

impact, but is unable to capture the long-term effect, i.e. the impact on income, multiple 

years after receiving aid. 

Moreover, Figures 4.a-b show that a shock to aid is in itself transitory, while its effect 

on income seems rather persistent. These results suggest that a temporary increase in aid 

spending can push income to a permanently higher level, which is certainly a more positive 

assessment of aid than reported by NDHKM. Our results are in line with other recent VAR-

based analyses of aid-effectiveness. Gillanders (2011) fits a fixed-effects PVAR to aid-per-

capita and GDP growth and finds that aid has a significant positive, although small, effect 

on GDP. Juselius et al. (2012) estimate country-specific co-integrated VARs for aid, 
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income and other macroeconomic variables and find a positive effect of aid for most of the 

countries. 

Figure 4.c illustrates how the use of a single-equation framework may lead to confusion 

about the impact of aid. A shock to income has an estimated negative and persistent effect 

on aid, which is (although not statistically significant) of larger magnitude than the positive 

effect of aid on income. Both the intertemporal effects in Figure 4.b-c play a role in the 

long-run. Given the opposite signs of these effects, and the larger size of the negative effect, 

it should come as no surprise that a negative and/or insignificant long-run relation between 

aid and income is found using a single equation framework, even if the impact of aid on 

income is positive and significant. 

Figure 4.b, showing the intertemporal effects of aid on income, is reproduced in Figure 

5 based on several alternative VAR specifications, which are listed in Table 10. In Figure 

5.a-b, the starting date is set to 1960 and 1980, respectively. This leads not only to a 

different length of the time-series, but also to the inclusion or exclusion of certain countries. 

In Figure 5.c, we consider aggregate aid levels instead of aid per capita, while in Figure 5.d 

both aid and income are measured in aggregate levels. In Figure 5.e, we reverse the order of 

the variables, placing GDP before aid. The main result, a positive effect of aid on income in 

the long run, is robust to all these alternatives. Although the long-term impact of aid is not 

in all cases significant at the 10% level, the confidence intervals do lie almost entirely in the 

positive domain.  Comparing Figure 4b and Figure 5.a-b further shows that confidence 

intervals have clearly narrowed over time, suggesting that the evidence has become more 

decisive towards a positive impact of aid.  

In Figure 5.f, we take first-differences of aid and GDP (both in levels per-capita). A 

shock to aid seems to have a positive short-run effect on differenced income, which 

converges to zero after some periods. The gradual decline of the impact is consistent with 

the decreasing slope of the impulse response function for the VARs in levels. In the final 

two columns of Figure 5, domestic and external savings per capita (𝑠𝑎𝑣𝑖𝑡  and 𝑒𝑥𝑡𝑖𝑡) are 

added to the VAR. Since we cannot take logs of domestic and external savings (which 

would lead to the problems raised in Section 2), we consider the model first with aid and 

GDP measured in logs and domestic and external saving in levels (Figure 5.g), and second 

with all four variables measured in levels (Figure 5.h). In both these cases, the estimated 

VARs become unstable, presumably due to the inclusion of variables in levels instead of 

logs, while the underlying relation is multiplicative. As a result of this instability, 

confidence bounds cannot be computed. We therefore report these impulse response 

functions without confidence bounds, and interpret this as a strengthening of our argument 

in Section 2 that the Solow-type model including domestic and external savings (Eq. 1) is 

not correctly specified. Finally, Figure 5.i is based on the VAR with all four variables 
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measured in differences. The resulting impulse response function looks similar to Figure 

5.f.  

Although providing a definitive answer to the aid effectiveness question is not the 

primary objective this study, we believe that the results from this exercise can, with some 

caution, be considered as indicative time series evidence on aid effectiveness. Overall, the 

results presented in Figures 4 and 5 indicate consistently a positive long-term impact of aid 

on income, which is in stark contrast to the results reported by NDHKM, even though the 

results are based on the same dataset. 

 

5  Conclusion 

The main purpose of this study was to illustrate how inappropriate applications of time 

series techniques including data mishandling, model mis-specification and choice of 

inapproriate models and/or misreading of results can lead to misguided conclusions and 

inferences regarding the effectiveness of foreign aid. More specifically, we have 

demonstrated how a system of equations approach based on VAR models addresses the 

well-recognized issue of endogeniety in aid-growth analysis. In the process, we have also 

shown how the single equation approach applied in NDHKM is not well suited to handle 

the aid-growth relationship.  

In light of the serious problems related to data handling and usage of time series 

techniques we uncovered in the replication exercise, we argue that the evidence in NDHKM 

does not provide a sound time series perspective on aid and growth. Even when appropriate 

methodology and data is applied, insignificant results, in the terminology of Temple (2010), 

only amounts to ‘absence of evidence’ and should not be confused for ‘evidence of 

absence’ of the effect of aid on income.  

When a Panel VAR model is applied to the same dataset as in NDHKM, which 

better addresses the fact that causality in the aid-growth relationship runs in both directions 

with potentially opposing effects, a positive and statistically significant long run effect of 

aid on growth emerges. This result is consistent with other emerging time-series evidence.   
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Tables and Figures  

TABLE 1: Impact of aid on income 
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Dependent variable: LY LY LY LY 

LPOPGPLUS . . . 0.00 

LSDOMY . 0.08 0.07 0.07 

LSEXTNY . . 0.04 0.05 

LSNATY -0.02 -0.01 -0.01 -0.02 

ρ 0.97 0.97 0.98 0.99 

N 57 56 50 50 

T 41 41 41 41 

K 2120 1693 794 755 

K/(N*T) 0.91 0.74 0.39 0.37 

Notes: Estimates of equation (1). t-values are identical to NDHKM and therefore not 

reported. N refers to the cross sectional dimension (amount of countries), T to periods and K 

to amount of observations used for estimation. 

 

TABLE 2: Differing impact depending on aid-to-GDP ratio 

Aid-to-GDP ratio  Above average Below average 

Dependent variable: LY LY 

LPOPGPLUS 0.04 0.37 

LSDOMY 0.05 0.16 

LSEXTNY 0.04 0.06 

LSNATY -0.03 -0.01 

ρ 0.98 0.99 

N 23 27 

T 41 41 

K 343 412 

K/(N*T) 0.36 0.37 

Notes: See Table 1   
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TABLE 3: Differing impact depending on HDI  

HDI  <0.5 0.5-0.799 >0.8 

Dependent variable: LY LY LY 

LPOPGPLUS -0.53 0.43 0.68 

LSDOMY 0.06 0.09 1.91 

LSEXTNY 0.02 0.05 -1.01 

LSNATY -0.03 -0.01 -0.17 

ρ 0.97 1.00 0.35 

N 20 25 4 

T 41 41 41 

K 303 413 30 

K/(N*T) 0.37 0.40 0.18 

Notes: See Table 1    

 

 

TABLE 4: Differing impact depending on income level  

Income level LDC GNI<735 736<GNI<9075 

Dependent variable: LY LY LY 

LPOPGPLUS -0.23 -0.30 0.23 

LSDOMY 0.05 0.06 0.18 

LSEXTNY 0.08 0.05 0.06 

LSNATY -0.01 -0.02 -0.01 

ρ 0.97 0.98 0.99 

N 18 24 24 

T 41 41 41 

K 295 397 321 

K/(N*T) 0.40 0.40 0.33 

Notes: See Table 1    
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TABLE 5: Differing impact depending on region 

Region Caribbean Latin 

America 

Africa Asia 

Dependent variable: LY LY LY LY 

LPOPGPLUS 2.87 0.58 -0.10 -0.51 

LSDOMY 0.16 0.12 0.06 0.02 

LSEXTNY 0.06 0.06 0.04 0.02 

LSNATY -0.04 -0.02 -0.01 -0.03 

ρ 0.98 0.95 0.96 1.01 

N 5 11 25 6 

T 41 41 41 41 

K 69 117 356 136 

K/(N*T) 0.34 0.26 0.35 0.55 

Notes: See Table 1 

 

TABLE 6: Impact of aid on income (sample of 131 countries) 

Method FE FE FE+GLS GMM GMM SUR 

Data Annual 5y-averages 5y-averages 5y-averages 5y-averages 5y-averages 

Dependent variable: LY LY LY LY LY LY 

LPOPGPLUS -0.12 -0.08 0.17 0.37 0.28 . 

LSDOMY 0.09 0.10 0.02 0.04 0.01 . 

LSEXTNY . 0.01 0.01 0.01 0.01 . 

LSNATY -0.06 -0.05 -0.02 -0.02 -0.02 . 

N 131 131 131 131 131 . 

T 41 8 8 8 8 . 

K 1728 346 198 198 115 . 

K/(N*T) 0.32 0.33 0.19 0.19 0.11 . 
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Notes: See Table 1 

 

TABLE 7: Indirect impact of aid  

Dependent variable: Investment Domestic Savings Real exchange rate 

LPOPGPLUS 0.42 . . 

LSDOMY 0.29 . -0.15 

LSEXTNY 0.04 -0.12 -0.51 

LSNATY 0.54 0.58 0.72 

ρ 50 56 20 

N 41 41 41 

T 795 1915 327 

K 0.39 0.83 0.40 

K/(N*T) 0.42   

Notes: See Table 1    

 

TABLE 8: Countries  

Algeria
60

 Cote d'Ivoire
60

 Kenya
60

 Philippines
60

 

Argentina
70 

Dominica
80

 Lesotho
60

 Rwanda
60

 

Bangladesh
80

 Ecuador
60

 Liberia
60

 Saudi Arabia
70

 

Belize
60

 Egypt
60

 Madagascar
60

 Senegal
60

 

Benin
60

 El Salvador
60

 Malawi
60

 Seychelles
60

 

Bhutan
80

 Gambia
70

 Mali
70

 Sierra Leone
60

 

Bolivia
60

 Ghana
60

 Mauritania
60

 Sri Lanka
60

 

Botswana
60

 Grenada
80

 Morocco
60

 Sudan
60

 

Burundi
60

 Guatemala
60

 Mozambique
80

 Suriname
80

 

Cameroon
60

 Guinea
80

 Nepal
60

 Swaziland
70

 

Central African Rep.
60

 Guinea-Bissau
80

 Nicaragua
60

 Syria
70

 

Chad
60

 Guyana
60

 Niger
60

 Togo
60
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China
80

 Haiti
60

 Nigeria
60

 Tunisia
70

 

Colombia
70

 Honduras
60

 Pakistan
60

 Turkey
70

 

Comoros
80

 India
60

 Panama
60

 Uruguay
70

 

Congo, D.R.
 60

 Indonesia
60

 Paraguay
60

 Venezuela
80

 

Congo, R.
 60

 Jordan
80

 Peru
70

  

Notes: Countries included in VAR analysis.  

(60): Countries included in datasets 1960-2006, 1970-2006 and 1980-2006 

(70): Countries included in datasets 1970-2006 and 1980-2006 

(80): Countries included in dataset 1980-2006 

 

 

TABLE 9: VAR model specification 

p 1 2 3 4 5 6 

AIC 0.80 0.72 0.83 0.98 1.08 1.18 

BIC 1.12 1.36 1.79 2.26 2.68 3.11 

dAID 2.36 1.98 1.99 1.91 1.95 1.98 

dGDP 1.49 1.81 1.81 1.98 1.97 1.96 

Notes: Akaike’s information criteria, Bayesian information criteria and Durbin-Watson 

statistics for both residual series. Panel-VAR(p) process for Aid and GDP per capita (both in 

logs), with T=37 (1970-2006) and N=55. See Bhargava et al. (1982) for details on Durbin-

Watson statistics for panel data. 

 

TABLE 10: Robustness checks 

 y T N Per capita Logs  

(*) (aid, gdp) 37 (1970-2006) 55 yes yes  

(a) (aid, gdp) 47 (1960-2006) 44 yes yes  

(b) (aid, gdp) 27 (1980-2006) 67 yes yes  

(c) (aid, gdp) 37 (1970-2006) 55 GDP only yes  

(d) (aid, gdp) 37 (1970-2006) 55 No yes  
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(e) (gdp, aid) 37 (1970-2006) 55 yes yes  

(f) (∆aid, ∆gdp) 37 (1970-2006) 55 yes yes  

(g) (aid, gdp, ext, sav) 37 (1970-2006) 41 yes Aid and GDP 

only 

 

(h) (aid, gdp, ext, sav) 37 (1970-2006) 41 yes no  

(i) (∆aid, ∆gdp, ∆ext, 

∆sav) 

37 (1970-2006) 41 yes Aid and GDP 

only 

 

Notes: VAR specifications. (*): Benchmark model with impulse response functions presented 

in Figure 4. (a)-(i):  

Alternative VAR specifications presented in Figure 5 (a)-(i). T: Time-series dimension. N: 

Cross-sectional dimension.  

Final two columns indicate whether variables are measured in aggregates or per capita terms, 

and in logs or levels. 

 

 

 

 

Figure 1: Domestic Savings, Net External Savings and Net Aid Transfer for Algeria (left) 

and Swaziland (right), in levels (top) and logs (bottom), for the period 1960-2006 
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Figure 2: Distribution of included observations for the estimation of equation (1): Table 1, 

4th column. Histogram depicts amount of countries (y-axis) with amount of included 

observations (x-axis). 

 

 

 

Figure 3: Distribution of included observations for the estimation of equation (1): Table 6, 

3rd column. Histogram depicts amount of countries (y-axis) with amount of included 

observations (x-axis). 

 

206



 

 

 

Figure 4: Impulse response functions based on PVAR (2) with p=2 for log-Aid per-capita 

and log-GDP per-capita. T=37 (1970-2006) and N=55. 90% bootstrap confidence bounds 

based on 100,000 replications. 
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Figure 5: Robustness checks for Figure 4.b See Table 10 for details on the alternative VAR 

specifications. 90% bootstrap confidence bounds based on 100,000 replications. 
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