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Abstract: Recent conflicts, particularly in Asia and Africa, have highlighted the potential for social 
media to provoke or exacerbate violent conflict and mass atrocities. The role of media and 
propaganda in disseminating hate and violence has been a longstanding aspect of war. In some 
cases of violent conflict, international actors—including the United Nations (UN)—have undertaken 
‘information interventions’, a term that came into its own in the mid-1990s in response to the 
ongoing conflict in the Balkans, and the use of radio in the Rwandan genocide in 1992. While 
information intervention has historically been applied to mass media, this article explores the 
relevance and applicability of this approach to online communications, and social media in 
particular. We unpack whether and how information intervention might apply when social media 
has a role in inflaming extreme violence, or genocide, by disseminating disinformation and hate 
speech and international actors have a responsibility to protect and halt mass atrocities. 
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Introduction 

When speaking to a group of reporters in 2018, the chairman of the UN Indepen-
dent International Fact-Finding Mission on Myanmar, Marzuki Darusman, was clear 
that social media had a “determining role” in suspected acts of genocide in the 
country, arguing “[i]t has… substantively contributed to the level of acrimony, dis-
sention and conflict…Hate speech is certainly part of that. As far as the Myanmar 
situation is concerned, social media is Facebook, and Facebook is social media” 
(Miles, 2018, n.p.). This view was further outlined with supporting evidence in the 
UN Mission’s report later that year, which also referred to reports from human 
rights observers going back until at least 2012 identifying the role of social media 
in provoking violence by promoting anti-Rohingya discourse along with inaccurate 
and inflammatory images of violence. 

The role of social media and conflict in Myanmar is not an isolated case. The use 
of social media has been deeply intertwined with the decade-long war in Syria 
(O’Neil, 2013), while in the Central African Republic, online hate speech has been 
directly attributed to provoking mass atrocities between Christians and Muslims 
(Schlein, 2018). In Sri Lanka, rumours on social media are widely regarded as pro-
voking a number of religious attacks, including the 2019 Easter Sunday church and 
hotel bombings (Fisher, 2019). This follows a longer legacy of the role of mass me-
dia in violent conflict, from the use of newspapers in Nazi propaganda campaigns 
(Herzstein, 1978) to the more recent conflicts involving radio in Rwanda and satel-
lite television in Somalia (Allen and Stremlau, 2005; Stremlau, 2018). 

In some cases of conflict involving mass media, international actors— including 
the United Nations and African Union—have undertaken ‘information interven-
tions’, a term that came into its own in the mid-1990s in response to the ongoing 
conflict in the Balkans, and the use of radio in the Rwandan genocide (Metzl, 1997; 
Price and Thompson, 2002). Measures that fall under the broad umbrella of infor-
mation intervention include the use of force to close newspapers or bomb radio 
transmitters, or softer interventions such as peace broadcasting (which entails sup-
plementing existing media content with programming aimed at bridging divisions 
and encouraging reconciliation between conflicting parties), and conflict-sensitive 
journalism training. 

While the harder forms of information interventions (such as the shutdowns of 
outlets) have been applied to mass media, in this article we focus specifically on 
the relevance of information interventions for online communications, and social 
media in particular. In doing so, we are primarily concerned with information inter-
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ventions as a tool to forcibly silence certain voices or outlets, for example, the 
shutdown of social media sites, or even a partial or complete internet shutdown, 
on the part of international actors (including the United Nations (UN), the African 
Union (AU), or other multilateral organisations) to halt mass atrocities. If the state 
is the perpetrator of the violence, there might be a greater argument for external 
intervention, but if non-state actors are involved, the state itself might wish to re-
spond by temporarily blocking social media or blocking the internet (although we 
recognise that rarely are conflicts so clear). Our focus here, however, is primarily on 
the potential role of international actors, rather than the state response. In other 
words, in cases where social media are misused to instigate violence and spread 
online hate that encourages genocide or mass atrocities, do international actors 
have a responsibility to launch an information intervention? And what exactly 
does an information intervention look like in the context of information spreading 
online? 

The growing prominence of social media in disseminating disinformation, hate and 
inciting violence prompts urgent questions about whether—and to what ex-
tent—the doctrine of information intervention can be applied during mass atroci-
ties when violence and hate is promoted through social media channels. As also 
underlined by Tufekci, social media can be drivers of hate and radicalisation 
(2018). Their role in contributing to the spread of hate and violence leads to ques-
tioning how to mitigate this situation. We recognise that the doctrine of informa-
tion intervention needs to account for the peculiarities of the digital information 
landscape and the affordances of social media platforms. Unlike traditional media 
outlets which often are physically located in the countries where mass atrocities 
occur, in the absence of cooperation from a particular company, the only way to re-
strict such content may be to limit access to particular sites or to shut down the in-
ternet. The blunter the tool, such as an internet shutdown, the more problematic it 
is as it will have wider implications on society, not least in terms of expression, 
governance, and commerce (Marchant and Stremlau, 2020a, b). 

Thus, against a worrying backdrop of inflammatory voices and online incitement to 
violence, we unpack what information interventions might mean where social me-
dia are involved, and to what extent it can be justified according to international 
law. While engaging with the notion of ‘intervention’, we focus on whether interna-
tional actors could be given the legitimacy to intervene in a target country to shut 
down social media activities as part of an effort to cease violent conflict. While 
states have agreed that international law, including the principles of sovereignty 
and non-intervention, applies to states’ activities in cyberspace (UNGA, 2013), at 
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the same time, as observed by Efrony and Shany, states rely on a ‘policy of silence 
and ambiguity’ to ensure broad margins of flexibility within the digital realm 
(2018, pp. 583-657). 

We are aware that other forms of interventions may occur, such social media com-
panies limiting or blocking content associated with an escalation of violence, as in 
the case of Facebook in Myanmar (Perrigo, 2021). But at present, social media 
companies have not demonstrated a consistent ability to effectively moderate con-
tent, particularly in the global south, and even in cases of genocide. Despite ef-
forts to develop artificial intelligence capabilities to proactively identify and take 
down content, companies are still dependent on human monitors of which they 
simply do not have enough to address the scale of content being posted daily and 
the diverse contexts in which hate speech occurs (Barrett, 2020). As the UN Human 
Rights Council noted in their report on Myanmar, international law is clear about 
expressions of hate that must be prohibited (in contrast with those that may be 
prohibited and those that should be protected). Our concern is with those expres-
sions that must be prohibited including incitement to commit genocide or incite-

ment to violence. 1 

We explore this issue primarily through the lens of the United Nations. Although 
we recognise that other international and non-governmental organisations, includ-
ing regional organisations such as the African Union, could also play a critical role, 
we begin with the applicability of Chapter VII of the UN Charter, which outlines 
the UN Security Council’s powers to maintain peace, along with Chapters VI and VI-
II of the Charter which set out the responsibilities to protect populations from 
genocide, war crimes, ethnic cleansing and crimes against humanity. While we 
consider the potential consequences on the (digital) media environment of the tar-
get state, we underline that intervening in social media is not just a matter of le-
gitimacy but also a measure that could significantly impact the digital information 
ecosystem of the target state. 

In the first section of this article, we outline the doctrine of information interven-
tion, grounding our arguments in a historical review of the debate. We consider in-
formation intervention by, firstly, analysing the principle of non-intervention under 

1. Further hate speech that must be prohibited includes “any advocacy of national, racial or religious 
hatred that constitutes incitement to discrimination, hostility or violence; and all dissemination of 
ideas based on racial superiority or hatred, and on incitement to racial discrimination”. Still con-
cerning but where restrictions must be targeted and proportionate include speech that “presents a 
serious danger for others and for their enjoyment of human rights…[or] be necessary in a democrat-
ic society for the respect of the rights or reputation of others or for the protection of national secu-
rity or public order”. 
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international law; and, secondly, examining how the human rights law framework 
provides legal justification to prevent mass atrocities, thus, triggering the responsi-
bility to protect authorising intervention under Chapter VII. 

In the second section, we focus on information intervention within the framework 
of social media, precisely focusing on the unique aspects of social media relative 
to traditional media outlets, such as radio and television, with regard to spreading 
hate and escalating violent conflicts. In particular, this comparative analysis high-
lights the peculiarities of the social media environment as well as the politics of 
online content moderation on a global scale. 

On this basis, we offer a new framework for information intervention in the con-
text of online media. Specifically, we consider how legal justifications are affected 
by the social media environment, and what suitable measures might be adopted in 
this new and emerging context. Drawing on the work of Metzl, who nearly 25 
years ago argued the need for the UN to establish a unit to intervene when mass 
media (and particularly radio) is involved in genocide, we conclude by revisiting 
the need for an international mechanism, including, what we refer to, as a possible 
Information Intervention Council, that proceduralises situations of interventions. 
This new institution, or mechanism, would ideally be grounded in an international 
system, like the AU or UN, affording it legitimacy and accountability in internation-
al law. The implications of our argument are significant. We do not want to be mis-
construed as advocating for the widespread use of censorship or internet shut-
downs that we have seen increasing over the years as blunt tools for addressing 
everything from concerns around electoral fraud, to hate speech, to the leaking of 
exam papers (Henley, 2018). Rather, it is our belief that empowering an interna-
tional council to intervene would reduce arbitrary shutdowns because claims of 
hate speech and the association with offline violence would be independently 
scrutinised, thereby offering more legitimate options for addressing the more se-
vere cases while exposing the instances when shutdowns have been used for other 
reasons (they are often seen as a tool by autocratic governments to silence voices 
they dislike) for what they are. 

The doctrine of information intervention 

Weapons, troops, tanks and aircraft are not the only instruments of harm in violent 
conflict, with propaganda and communication channels—such as radio and televi-
sion—having long demonstrated an ability to weaponise hate against minorities or 
targeted groups (Larson and Whitton, 1963). Media outlets have contributed to 
guiding and organising entire military forces, and promoting propaganda with a 
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view to attracting new proselytists. In the 1960s, when the debate was focused on 
nuclear disarmament, Whitton and Larson noted that ‘while in past years we have 
often heard the phrase ‘the propaganda of disarmament’, we should now hold forth 
as an urgent need ‘the disarmament of propaganda’’ (1963, p. 1). 

Information interventions are strategic efforts to interfere in (whether disrupting, 
manipulating or altering) a communications environment within a community, re-
gion or state afflicted by mass atrocities, in order to prevent the dissemination of 
violence-inciting speech. The characteristics of such an intervention can be as-
sessed by observing its duration, goals and degree. The intervention can take place 
at various stages of a conflict. For example, it may attempt to tackle (in advance) 
the conveyance of messages that could lead to conflict escalation. However, the 
use of force (e.g. the takedown of a media outlet) has rarely been employed as a 
preventive measure, as it would be difficult to garner support for such interference 
in national sovereignty based solely on unsubstantiated assumptions. Interven-
tions at this stage are therefore likely to be softer, focusing on offering alternative 
voices or perspectives, or training journalists (what often falls under the broader 
umbrella of media development). 

During cases of escalating violence, an information intervention might consist of 
media and conflict monitoring of the target state; peace broadcasting, which seeks 
to provide an outlet for non-violent voices to counter; or media shutdowns, which 
involves censoring the media whose messages are provoking conflict, such as the 
bombing of radio towers (Larson and Whitton, 1963, p. 17). In situations where 
conflict is winding down—or at least where this is the hope—intervention usually 
focuses on measures promoting what the international community or funders be-
lieve to be a democratic and sustainable media environment. Thus, in conflict situ-
ations, information intervention consists of both short- and long-term strategies 
aimed at stabilising the media environment within a specific country (Larson and 
Whitton, 1963, pp. 185-186). 

In terms of the level of interference a target state is subject to, international law 
has a role when assessing the legality of more interventionist measures, such as 
media restrictions or shutdowns. Our primary focus in this article is on what Metzl 
referred to as the ‘third step’, which requires the taking down or closure of a partic-
ular outlet or platform, or an internet shutdown, in situations of severe violence 
(e.g. genocide). In this article, we focus on the challenges arising from the legal 
basis justifying this level of information intervention, especially when censoring 
social media in the target state by relying on internet shutdowns. 
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Historical evidence concerning the role of media in escalating violent conflicts 
might constitute legitimate grounds justifying information intervention. Interven-
ing in situations of genocide and violence promoted by the media could also be 
justifiable from a moral perspective. As suggested by Metzl: 

We need to explore what can be done between the impossible everything and the 
unacceptable nothing. The political cost of doing everything is usually prohibitive. 
The moral cost of doing nothing is astronomical. If we accept that we are not go-
ing to do everything possible to stem a given conflict, what can we do to have as 
much impact as we are willing to have? (Metzl, 2002, pp. 41-42). 

However, historic or moral legitimacy is not necessarily the same as legal legitima-
cy. The principle of non-intervention in international law aims to protect the sover-
eignty of each country and is recognised as a peremptory norm (i.e., jus cogens). 
The legal rank of this principle is one of the primary challenges to media interven-
tion and specifically the use of force to block the spread of certain information. 
Members of the international community cannot lawfully intervene without the 
authorisation of the UN Security Council, except in exceptional cases like self-de-
fence. There is, therefore, a clash between the principle of non-intervention aimed 
at safeguarding national sovereignty, and the need to address speech that fuels se-
vere conflict, including genocide. 

Before addressing the challenges raised by social media in spreading violence and 
hate online, it is necessary to outline the legal justifications that form the basis of 
information intervention. 

The principle of non-intervention 

Interventions raise serious challenges for state sovereignty. Recent conflicts, from 
Syria to Iraq, have contributed to promoting the debate on the boundaries of the 
principle of non-intervention (Chinkin and Kaldor, 2017; Davis et al., 2015), even if 
outside the framework of information intervention. The same principle could be 
extended to international telecommunications law governing territorial sovereign-
ty as it relates to the protection of airwaves and the flow of information (Rajad-
hyaksha, 2006, p. 1). 

The principle of non-intervention is enshrined in the UN Charter and, similar to the 
ban on the use of force, is derived from and supports the idea of state sovereignty. 
As a legal principle, it first appeared when the League of Nations was created, stip-
ulating mutual respect for territorial integrity and sovereignty, and non-interfer-
ence in the internal affairs of other states. These dispositions have been included 

7 De Gregorio, Stremlau



in the UN Charter, (1945, Art. 2) 2 while in Nicaragua v United States (ICJ, 1986, p. 
1), the International Court of Justice (‘ICJ’) considered the principle of non-inter-
vention to be a general tenant of customary international law. 

The principle of non-intervention can, however, be restricted in crucial ways rele-
vant for digital information interventions. The prohibition established by the UN 
Charter is not absolute, with Chapter VII allowing the UN (through the Security 
Council) to intervene in domestic situations provided there is a threat to interna-
tional peace and security (Frowein and Krisch, 2002, pp. 701-716). Chapter VII is 
the only part of the UN Charter empowering the Security Council to make binding 
decisions that apply to all UN members (Öberg, 2005, p. 879). More specifically, 
this process involves two steps (UN Charter, 1945, Art. 39). First, the Security Coun-
cil must determine that a threat to or breach of peace, or an act of aggression, has 
occurred. Second, the Security Council must propose measures aimed at maintain-
ing international peace and security that accord with the UN’s purposes and princi-
ples (Art. 24(2)). The Security Council can decide what measures are to be em-
ployed when giving effect to its decisions (Art. 41), including the ‘complete or par-
tial interruption of economic relations and of rail, sea, air, postal, telegraphic, radio, 
and other means of communication, and the severance of diplomatic relations’ (UN 
Charter, 1945, n.p.). 

Should the Security Council consider the aforementioned measures inadequate 
(Art. 42), or they have been proved to be inadequate in maintaining or restoring in-
ternational peace (Art. 42), it can order that further measures be implemented 
based on the use of force. Within this framework, measures such as radio jamming 
would be included as ‘the most benign form of humanitarian intervention’ (Metzl, 
1997, p. 628) whereas the shutdown of a media tower through the use of military 
force would fall under the scope of Article 42. As a result, the latter measure could 
only be authorised by the UN Security Council once initial measures had failed to 
meet their objective of restoring peace and security in the area of intervention. 

The general principle underlying such measures is that any action taken must be 
consistent with the ‘purposes and principles of the United Nations’.However, the 
boundaries of this are ill-defined, and the Security Council enjoys absolute discre-
tion in deciding what actions or events constitute a breach of peace, a threat to 

2. See, also, United Nations General Assembly, Declaration on the Inadmissibility of Intervention in 
the Domestic Affairs of States and the Protection of their Independence and Sovereignty, GA Res. 
2131/XX, 21 December 1965; United Nations General Assembly, Declaration on Principles of Inter-
national Law concerning Friendly Relations and Co-operation among States in accordance with the 
Charter of the United Nations, GA Res. 2625 (XXV), 24 October 1970. 
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peace, or an act of aggression (Whittle, 2015, p. 671; King, 1996, p. 509). 

Therefore, Security Council authorisation is the first step in assessing an informa-
tion intervention’s compliance with international law and, particularly, the princi-
ple of non-intervention. Should the Security Council order an information interven-
tion, it would no longer violate the non-intervention norm. This is because once a 
state enters into an international treaty, it is bound by its terms, and within the 
framework of the UN Charter, (almost) all recognised states are parties to a treaty 
binding them to Security Council decisions regarding threats to international 
peace and security. As a result, under Chapter VII, they have effectively consented 
to the Security Council intervening in their sovereign affairs in situations where it 
is necessary to restore peace and security. This includes information interventions. 

This legal architecture could appear controversial, as the right to territorial integri-
ty and political independence are guaranteed by the UN Charter. Furthermore, a 
primary principle of international radio law is the prohibition of ‘harmful interfer-
ence’, with media jamming, for instance, potentially falling into this category (Pre-
amble of Radio Regulations, 2016). Nevertheless, according to Blinderman: 

If international law precluded a state from voluntarily delegating fragments of its 
sovereignty to a multinational treaty organization, the international system could 
not operate. As such, courts have long recognized that a state’s consent to a partic-
ular treaty covering a specific matter forecloses its ability to claim that the matter 
is exclusively within its domestic jurisdiction (2002, p. 111). 

In contrast, when states intervene in the domestic affairs of another nation with-
out receiving authorisation from the UN or the consent of the target state, they run 
the risk of violating the target state’s sovereign rights. While it might be argued 
that a particular information intervention is based on humanitarian need and the 
responsibility to protect, this can be challenged. As Shen (2001, n.p.) argues: 

There is no commonly acceptable standard of what humanitarianism means and 
what human rights embrace under international law. In the absence of common 
understanding, the concepts of ‘humanitarianism’ and ‘human rights’ are bound 
to be abused if the international community allows humanitarian intervention, 
or favours individual human rights over national sovereignty. The consequences 
of this kind of abuse use would be too dreadful to contemplate. One of the 
consequences of placing human rights above state sovereignty and therefore 
permitting humanitarian intervention, would be that the ordinary and 
predictable short comings (sic) of third-world states would be attacked as 
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human rights violations. Such domestic problems would provide excuses and 
opportunities for major powers to intervene and to ‘dominate’ weaker states. 

Therefore, beyond the framework of Chapter VII, states are not authorised to inter-
vene in the internal affairs of a sovereign nation, except in self-defence when pro-
tecting its national interests or under an invitation of the target state (Thomas, 
1999). From this perspective, any intervention outside the framework of Chapter 
VII is a violation of state sovereignty, except for self-defence. If an intervention is 
based on a regime of consent, the boundaries of its authority are legitimated and 
determined by the conditions set by the UN or target country. 

Hate speech and mass atrocities 

The boundaries of the non-intervention principle raise the question of whether 
and when information intervention can be justified when seeking to prevent mass 
atrocities provoked by online hate speech and disinformation (HLEG, 2018; Wardle 
and Derakhshan, 2017). International law does not preclude the UN Security Coun-
cil deciding what kind of speech or incitement satisfies the threshold required to 
trigger the Chapter VII mechanism. As a result of this discretion, changes in the 
global political environment—such as those that took place in Rwanda or 
Bosnia—allow for the translation of legal considerations into policy objectives. 

Although certain communication channels can enable the spread of hate speech, 
the degree of danger may not be considered a threat to international peace and 
security. In general, while there is an international presumption in support of the 
free flow of ideas and information, this has been mitigated by international human 
rights law, where the protection of free speech is subject to certain conditions 
(Farrior, 2002, p 69). Though the right to freedom of expression is enshrined across 
international, regional and national bills of rights, it is subject to exceptions that 
protect other rights (e.g. dignity) or that pursue legitimate interests enshrined by 
the Universal Declaration of Human Rights (1948, Art. 7, 19, 29, and 30) and the In-
ternational Covenant on Civil and Political Rights (ICCPR, 1966). As is well-known, 
the right to free speech is protected by international human rights law but its ex-
ercise is not absolute. With specific regard to hate speech, the International Con-
vention on the Elimination of Racial Discrimination (ICERD) bans incitement to 
racial hatred and discrimination (Art. 4). 

It is the UN Convention on the Prevention and Punishment of the Crime of Geno-
cide that provides the most persuasive statement in support of information inter-

10 Internet Policy Review 10(2) | 2021



vention (1948). Although it does not directly address hate speech, this Convention 
states that ‘direct and public incitement to commit genocide’ is a punishable crime 

(Art. 3). 3 The inclusion of incitement as a punishable crime could therefore sup-
port the need ‘for preventive, pre-emptive and pro-active measures to predict and in-
tervene in potential mass suffering due in part to hate speech propagated by in-
cendiary media’ (Erni, 2009, p. 867). While international agreements and covenants 
do not provide guidelines for determining an ‘information intervention threshold’, 
the responsibility to protect (‘R2P’) regime offers an important point of reference 
(Bellamy, 2014), and addresses whether and to what extent international actors 
should intervene in situations where state actors fail (either voluntarily or involun-
tarily) to protect their population from mass atrocities or genocide. 

The repeated failure to prevent genocides and atrocities after the Second World 
War eventually led to a rethinking of the notion of state sovereignty, and eventual-
ly, the Responsibility to Protect (also known as R2P). In the aftermath of the vio-
lence in Rwanda and the NATO intervention in Kosovo without the authorisation of 
the UN Security Council (an intervention that has been described as ‘illegal but le-
gitimate’ (Independent International Commission on Kosovo, 2002)), the Interna-
tional Commission on Intervention and State Sovereignty (ICISS) solidified the ‘re-
sponsibility to protect’ in 2001. The World Summit and the UN institutions swiftly 
followed suit in making use of the term (UNGA Resolution 60, 2005). The ICISS re-
port made clear that with sovereignty comes responsibilities (Glanville, 2013), 
among them the responsibility of a state, its population, and also the international 
community to answer violations of human rights, and particularly mass atrocities. 

Crucially, the World Summit clarified that the R2P principle should be implement-
ed within the framework of the UN Charter. As a result, R2P does not permit a 
state to use force against another state without authorisation by the UN Security 
Council. Concern has been expressed that unilateral humanitarian intervention is 
simply another way for some countries to exert their political and technological 
dominance over less powerful states (Shen, 2001, p. 1). The use of jamming tech-
nology, for example, raises serious sovereignty issues, particularly for developing 
countries, with information intervention measures easier to implement against 
small-scale actors compared to states with consolidated media outlets (Varis 1970, 
Metzl, 1997, p. 19). 

There is a growing weariness with interventions. The hubris of the 1990s and early 

3. This Article includes a) genocide; b) conspiracy to commit genocide; c) direct and public incitement 
to commit genocide; d) attempt to commit genocide; e) complicity in genocide. 
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2000s, when Metzl and others were initially writing about information interven-
tions, has shifted. Terms such as ‘democracy promotion’, ‘peacebuilding’ and ‘post-
conflict reconstruction’ are associated with large, expensive and mostly failed ini-
tiatives in countries such as Iraq or Afghanistan. Meanwhile, interventions in coun-
tries such as Myanmar, Libya, Syria, Somalia and Yemen have been less ambitious 
than those advocating for the responsibility to protect have argued for. 

In this context, it is important to consider whether information interventions, par-
ticularly in reference to social media, can legally be based on R2P and/or humani-
tarian reasons in countries afflicted by violent conflicts. The primary argument in 
favour would be that sovereign powers are bound to respect the rights of their 
communities and the limitations placed on their powers. For instance, the right to 
life and security should be protected against threats such as torture or genocide. 
Since not only the principle of non-intervention but also respect of human rights 
constitute jus cogens, sovereign nations cannot hide behind the former when vio-
lating the latter. 

Outside the framework of Chapter VII, the debate shifts to other exceptional 
grounds that might justify intervention in the media environment of a target state, 
including protecting the intervening state’s national interest in terms of security, or 
in cases of gross human rights violations—such as genocide—a humanitarian inter-
vention (Holzgrefe et al., 2003). Nevertheless, for the UN to intervene in an infor-
mation space, a lack of UN authorisation constitutes the most relevant challenge; 
ultimately it is a political decision, and getting all security council members to 
agree, in the current political climate, would be difficult. 

A new framework for digital information interventions? 

The period of mid-1990 to early 2000 saw information interventions being in-
tensely debated. Since then, media environments have changed significantly, par-
ticularly with regards to the emergence of social media. The doctrine of informa-
tion intervention, which has traditionally dealt with mass media outlets based in 
the target state, has not kept pace with these changes. 

While evidence of social media’s ability to disseminate messages of hate and vio-
lence worldwide is compelling, there are particularities that make the direct trans-
lation of information interventions from mass media to new media challenging. 
Unlike traditional media, such as radio and television, which are usually subject to 
extensive regulation, this has not happened to the same extent with social media. 
The near-infinite extent of the digital environment makes monitoring its bound-
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aries complex, and this difficulty extends to tackling online hate and disinforma-
tion that could lead to offline violence and mass atrocities. While states may be 
considered the primary legitimate authorities when it comes to implementing and 
enforcing binding norms, this idea of exclusive control is challenged at the inter-
national level where states cannot exercise their sovereign powers externally. In 
the absence of cooperation, we have seen how, especially in countries in Africa and 
Asia, governments have reacted to the spread of online hate by criminalising 
speech or shutting down the internet (De Gregorio & Stremlau, 2020; Clark et al., 
2017). 

The shift from traditional media outlets to social media also reveals further chal-
lenges. The business model of social media is not based on the creation of content 
but on their organisation and the accumulation of data based on which social me-
dia provide tailored profiling services attracting advertising revenues. As such, 
their primary goal is not to protect human rights through providing platforms for 
free speech, but to profit from users’ data which are the primary source attracting 
advertising revenues. The immunity or exemption of liability for hosting third-par-
ty content makes this system particularly profitable. As service providers, social 
media are usually exempted from responsibility for the organisation and hosting 
of online content. In order to manage their online spaces and profile users, social 
media companies use automated technologies to organise content and enforce 
community rules (Gillespie, 2018). The increasing involvement of online platforms 
in organising content and user data through artificial intelligence has reflected a 
shift in their role toward becoming more active curators and content providers. So-
cial media companies largely ‘govern’ the digital spaces where information flows 
(Bloch-Wehba, 2019; Klonick, 2018), and this does not change even in situations of 
conflict or violence where these actors can determine how to moderate hate and 
disinformation according to their ethical, business and legal framework. 

This framework helps explain the need for a new approach within the information 
intervention doctrine as we shift from considering traditional media outlets to so-
cial media. As already underlined, Chapter VII can be used to authorise interna-
tional intervention in the media environment of a target state without violating 
the principle of non-intervention. At first glance, this would seem to provide for 
the doctrine of information intervention being applied to social media promoting 
mass atrocities. Nonetheless, any information intervention measure must take into 
consideration the network architecture and modalities through which it is possible 
to limit dissemination of online hate and violence with specific regard to internet 
shutdowns. 
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The first of the following two subsections explores the challenges of extending in-
formation interventions in a social media context, particularly looking at content 
moderation, and the potential for establishing an information intervention council 
within the UN framework. 

Intervention and social media 

In cases where social media are involved in the escalation of violent conflicts, the 
UN Security Council could, in theory, authorise an intervention under Chapter VII 
due to a breach of international peace and security. Therefore, the international 
community would be legitimised to shut down the internet or limit access to social 
media as part of its response to addressing mass atrocities. However, even if such 
authorisation was forthcoming (which would undoubtedly be a challenge), such an 
intervention would require due care. 

Unlike content-producing media outlets that are usually aware of the peculiarities 
of the local media environment, social media host third-party content which, due 
to the scale of content moderation required, is not subject to the same degree of 
granular decision-making. Moreover, social media companies generally do not 
have a substantial (or any) presence in the country involved in violent conflict, nor 
do they always have nationals familiar with local context and the language of on-
line content. Information intervention in this field could lead to a more positive 
framework of content moderation, with greater safeguards and care applied by so-
cial media actors to avoid interventions by the international community. 

However, any such information intervention runs the risk of social media actors 
choosing not to operate in conflict-affected countries. This would result in collat-
eral censorship (Balkin, 1999, p. 2295; Wu, 2011, p. 293) that could involve not just 
the deletion of content, but the wholesale removal of specific social media spaces. 
Unlike traditional media outlets, which operate within a specific region and play 
an important role in providing information to those in that area, the presence of a 
social media platform is purely down to business opportunities. Therefore, social 
media would potentially be incentivised to cease operating in regions where infor-
mation interventions might be enacted, provoking financial and reputational loss-
es. In particular, international recognition of social media’s involvement in escalat-
ing violent conflict could lead to social media companies declining to provide ser-
vices to countries afflicted by such conflicts. Effectively, this could mean the cre-
ation of a ‘social media vacuum’ in some areas of the world. 

The consequences of such a situation could be serious, especially in countries 
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where social media is the most popular way people experience the internet. This is 
the case in many countries in Africa. Social media are used every day by billions of 
users and, particularly in more closed regimes, are often a valuable source for con-
necting with others and accessing international information. Information interven-
tion as put forward by Metzl focuses on ‘democratic objectives’, such as peacekeep-
ing in the short run, and the building of civil and democratic media space in the 
long run. However, information intervention could potentially have more authori-
tarian, or protectorate, implications, such as imposing external sovereign powers 
over a target state’s media. Here, the line between information intervention and 
censorship can become blurred, with the real test being whether or not the mea-

sures address the responsibility to protect (Thompson, 2002, p. 56). 4 

Unlike peace broadcasting, radio jamming, or the seizure of broadcasting towers, 
the international community could not proportionately fight the spread of online 
hate speech or disinformation without the cooperation of social media companies. 
Even while it is possible to rely on access providers to restrict access to this con-
tent, only companies can granularly intervene in the architecture of their digital 
spaces, including their proprietary algorithms (De Gregorio, 2018, p. 65). Should 
such companies decline to cooperate, or fail to devote significant resources and at-
tention to addressing concerns of hate speech and disinformation, particularly in 
Africa and Asia, limiting access to the internet has become a primary tool for gov-
ernments, either by shutting it down, slowing it down, or discriminating internet 
traffic relying on access providers. Without the direct cooperation of social media 
companies, information interventions may face difficulties adopting the scale of 
the approach proposed by Metzl based on monitoring, peace broadcasting and in-
tervention. This could impede attempts to tackle the spread of hate and violence, 
as international actors may wait until events are deemed sufficiently serious be-
fore shutting down social media or the internet in the target state. 

All this suggests that the cooperation of social media companies is an important, 
but not essential, component to addressing online content promoting hate and vi-
olence. Related to this is the risk of collateral censorship. Should social media be 
subject to pervasive information intervention measures, it is possible that compa-
nies—in seeking to evade responsibility and avoid interference from the interna-
tional community—will decrease the degree of tolerance for hosted content and/or 
implement blanket content moderation technologies that rapidly (but less accu-

4. Metzl’s approach to information has been criticised as representing ‘a fashionable means of en-
hancing United States predominance within the international system, using information technolo-
gy’. 
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rately) detect hate speech and violent content. The cooperation of social media 
companies in removing hate speech content from target states would require them 
to invest additional financial and human resources, especially for states requiring 
moderation in different languages where specific language policies are less com-
patible with blanket corporate content policies. 

The lack of direct engagement and efforts to avoid offline harms on the part of so-
cial media companies derives not only from the fact that they are often exempt 
from secondary liability with regard to the content they host (Floridi and Taddeo, 
2017; Dinwoodie, 2017), but also from the lack of direct obligation to respect hu-
man rights. Within the framework of international law, state actors are the only en-
tities permitted to become parties to (and therefore subject to the obligations of) 
human rights treaties (Reinisch, 2005, p. 37), whereas social media companies—in 
the absence of any constraining legal instruments adopted by state actors—are un-
fettered by the need to protect human rights (Carillo-Santarelli, 2017; Clapham, 
2006). Even if we can identify responsibilities of online platforms according to the 
Guiding Principles on Business and Human Rights (2011) and the Rabat Plan of Ac-
tion (2013), these instruments do not introduce binding obligations for online 
platforms but require states to intervene to protect human rights. 

While this paradigm aims to protect individual liberties, it also carries serious risks 
when private actors start to exercise new forms of power outside the boundaries 
of regulation (Knox, 2008, p. 1). In the past, it was thought the private sphere must 
be protected from the state—rather than from private actors—through the recogni-
tion of rights and liberties. Global dynamics and, especially, digital technologies 
have led private actors to gather power in new and significant areas (De Gregorio, 
2019). In the era of globalisation, this concentration of power in the hands of 
transnational private actors raised primary issues for the protection of human 
rights (Teubner, 2006). There is increasing pressure on private actors to comply 
with international human rights law when moderating online content (Kaye, 2019) 
particularly given that social media exercise regulatory functions in the digital en-
vironment (Report of the Special Rapporteur to the Human Rights Council on on-

line content regulation, A/HRC/38/35, 2018). 5 Doing this would allow platforms to 
apply a universal reference in their content moderation activities. 

It is possible that regional developments in international criminal law in Africa 
could, in the future, fill this gap. The Malabo Protocol (2014), for example, aims to 

5. See, also, Report of the Special Rapporteur on the Promotion and Protection of the Right to Free-
dom of Opinion and Expression, A/73/348 (2018); Guiding Principles on Business and Human 
Rights (2011). 

16 Internet Policy Review 10(2) | 2021



add an international criminal law section within the African Court of Justice and 
Human Rights. This would allow for the prosecution of crimes against humanity 
and genocide, including hate speech. Based on the precedents set in Nuremberg 
and Rwanda, an extension to the prosecution of crimes against humanity and 
genocide could open towards more responsibility of online platforms. In the past, 
both the Nuremberg trials and the UN International Criminal Tribunal for Rwanda 
convicted media content providers and executives (Lafraniere, 2003). Nonetheless, 
even if the Malabo Protocol would enter into force, it is unlikely that the failure of 
social media companies to tackle hate speech could qualify as an offense (Irving, 
2019), as social media are not content providers, but organise content published 
by users. However, making social media companies liable could encourage the 
overly ambitious censorship of content to escape responsibility. Therefore, it is un-
likely that this approach would make social media more accountable for the 
spreading of online hate and violence. 

Within this existing framework, it is necessary to focus on an alternative paradigm 
of information intervention in cases where social media are involved which looks 
at cooperation with social media as the first, and primary, step and shutdowns as 
the exception. 

Establishing an information intervention council 

The doctrine of information intervention in its traditional form sits awkwardly 
within the present social media environment. Simply because policy has been slow 
to adapt to the online environment should not excuse a lack of intervention pre-
venting the spread of online hate and violence, especially when such content is 
correlated with offline violence as significant as a genocide. 

In the multi-stakeholder environment of internet governance, public actors share 
responsibility for defining the international legal and political framework within 
which they operate. Therefore, a first step toward defining a doctrine of digital in-
formation intervention would involve establishing an appropriate international 
body within the framework of an international organisation such as the UN or AU. 
In the case of the UN, such a body would be responsible for addressing how inter-
national law deals with decentralised public actors operating on a global scale, as 
well as potentially working in collaboration with the Special Advisor for the Re-
sponsibility to Protect or the Special Adviser for the Prevention of Genocide (a role 
created in 2004). 

The body would be responsible for conducting research, establishing guidelines 
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for media intervention in violent conflicts, and verifying the role played by the me-
dia environment in a potential target state. This would support the development 
of guidelines to nudge the private sector to comply with specific standards. There 
are, for example, ‘due-diligence guidelines’ promoting a specific code of conduct 
for companies operating in the import, processing and sale areas of the minerals 
extracted in places such as the Democratic Republic of Congo to mitigate the risk 
of an extension of the conflict in the Eastern part of the country (Security Council, 
Resolution 1952, 2010). In addition, the UN Security Council has also promoted 
new public-private partnerships to address global challenges like terrorism, refer-
ring especially to the role of social media (Resolution 2354, 2017). This is, howev-
er, just a first step since these measures are left to the discretion of private actors, 
thus raising questions about effectiveness and enforcement. 

Given the aim of the body would not be to solve disputes, or interpret internation-
al law, it should not be structured like an international tribunal, but rather take the 
form of a dynamic council (‘Information Intervention Council’ or ‘IIC’) hosting mem-
bers committed to addressing specific situations. In addition to members repre-
senting the international organisation (such as permanent members of the UN Se-
curity Council), temporary members should include representatives of social media 
companies operating in conflict zones, members of a target state’s government, 
scholars and experts in the media and responsibility to protect fields, as well as 
members of civil society organisations. This mix of membership would provide the 
opportunity—from a short-term perspective—of addressing challenging situations 
in a comprehensive way, allowing members to come up with concrete solutions, 
rather than simply making declarations about the behaviour of particular states or 
social media. The presence of permanent members would guarantee continuity 
and, in ensuring that standards and guidelines for targeting state and social media 
involved in violent conflict zones are adhered to, strengthen the body’s legitimacy. 

The IIC would also contribute to ‘proceduralising’ how violence and hate speech 
within the social media environment are addressed, clarifying how potential target 
states and social media should behave, in particular defining the conditions 
whereby these actors should notify and/or report to the IIC regarding the dissemi-
nation of online hate and violent content. Such a system would allow granular in-
formation to be gathered, thereby informing the proportionality of any measures 
required to address specific concerns within a target state. The participation of so-
cial media companies would also make possible a more proportionate approach to 
media interventions and shutdowns, including—depending on the capacity and ca-
pabilities of the company involved—addressing content deemed objectionable by 
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the Council. This process would increase the transparency and accountability of 
social media companies involved in moderating online content, with the IIC moni-
toring measures implemented by social media companies aimed at tackling hate 
speech in target countries. This process would also help to avert reliance on inter-
net shutdowns as a blunt and general measure. 

A key challenge in establishing such an international body would be how to en-
courage the various stakeholders to participate. There are several reasons why var-
ious communities concerned might choose to participate in an IIC. States afflicted 
by violent conflict may view participation as an opportunity to be heard at the in-
ternational level, and also to monitor external interference in their media environ-
ment. States may also see an advantage—particularly in the context of losing sov-
ereignty over their digital media environment—in being able to draw on a broader 
international framework when addressing online hate speech and violent content. 
And freedom of expression advocates, including civil society groups, may appreci-
ate the safeguards reducing the justifications for arbitrary shutdowns or censor-
ship. Given concerns that online hate and violence might undermine social media 
companies’ public standing and business, participation in the IIC would provide 
them with an opportunity to demonstrate their respect for human rights and peace 
on a global scale. This could solve the issue of enforcement since social media 
could be incentivised to participate and address the spread of online hate. 

Developing an international framework would also help mitigate more extreme in-
formation intervention measures—such as internet shutdowns—which are often 
implemented in an ad hoc way and rarely through formal policy or legal channels. 
Limiting internet shutdowns is particularly relevant due to the effects they pro-
duce on population, including on opportunities for expression. The collaborative 
collection of relevant information by the IIC would help inform whether, and to 
what extent, intervention in the media environment of a target state is required. In 
addition, it would provide target states—which may lack remedies—with an alter-
native system and would also reduce the risk of collateral censorship as well as 
the use of internet shutdowns. Finally, the IIC would facilitate social media compa-
nies’ participation in how implemented practices are defined. As a result, even 
without solving all the issues around information intervention, this bottom-up ap-
proach would support greater shared responsibilities between all stakeholders. 

Conclusion 

Social media have demonstrated their ability to influence speech transnationally 
and it is clear that the internet (along with other technologies) can have a role in 
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both enhancing and challenging freedoms and rights. Within this framework, digi-
tal information interventions can have a crucial role against the spread of geno-
cide and mass atrocities. While mass media, including TV or radio, have long been 
recognised as a key actor in the escalation of violent conflicts, the scale of dissem-
ination and the degree of accountability of digital actors involved is different. Al-
though the doctrine of information intervention initially evolved to address con-
cerns around the role of mass media in conflict, it can provide inspiration for ad-
justing legal frameworks, and core foundational tenets such as the Responsibility 
to Protect, to address the risks coming from the spread of hate speech and disin-
formation to social media channels. Nevertheless, the peculiarities of social media 
require a different approach, and one that includes the responsibilities of social 
media companies and has at its core, accountable content moderation. Private 
companies like social media can be both tools of intervention and barriers to inter-
vention. Therefore, IIC could have a crucial role in increasing the degree of proce-
duralisation of information intervention and avoiding disproportionate interfer-
ence with states’ sovereignty and human rights. There are some limits regarding 
the role of IIC with regard to participation of stakeholders, the complexity in deal-
ing with escalation, and the effectiveness of its guidelines. However, the establish-
ment of such a system, within regional or international bodies, would increase 
global awareness while providing a framework to address the spread of online 
hate and disinformation escalating offline harms including genocide and ethnic 
cleansing. 
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