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a b s t r a c t

With the remarkable growth of natural gas consumption and the development of renewable energy
worldwide in recent years, the penetration capacity of gas-fired generators and uncertain renewable
energy has significantly become larger, which poses a great challenge to the reliable and economic
operation of the gas–electricity interconnected system. This paper proposes an interval optimization
based coordination scheduling model for the gas–electricity coupled system considering the dynamic
characteristics of natural gas flow, wind power integration and demand response management. By
introducing the arithmetic and order relation of interval numbers, the objective function and corre-
sponding constraints for the interval-based dispatch model can be converted into the deterministic
expressions with degrees of pessimism, then the proposed model can be solved in the master-
subproblem framework. On this basis, two case studies are implemented on the 6-bus power system
integrated with 6-node natural gas system and the modified IEEE 118-bus system with 10-node natural
gas system to investigate the impact of gas flow dynamic process, demand response management, wind
power uncertainty on the scheduling solution of the coupled systems. Moreover, the scenario-based
stochastic optimization and robust optimization methods are carried out for comparison. Simulation
results demonstrate the effectiveness of the proposed interval optimization method.

© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

With the remarkable increase of natural gas consumption in
the last decade, the integrated energy system (IES) coupling nat-
ural gas system with power system has gained growing attention
(Chaudry et al., 2008). As the critical linkage component between
power network and natural gas network, the gas-fired unit is
preferred due to the quick response ability and lower pollution
emissions compared with the thermal unit (Liu et al., 2009a).
However, it poses a serious challenge to the reliable and economic
operation of the IES when the penetration capacity of gas-fired
unit becomes larger (Liu et al., 2010). As a result, the interdepen-
dence between natural gas system and electricity system should
be considered for the coordination scheduling of the IES (Liu et al.,
2009b; Zhang et al., 2015).

On the other hand, the integration of renewable energy will
have a direct influence on the safe and stable operation of power

∗ Corresponding author.
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system due to its uncertainty (Nasrolahpour and Ghasemi, 2015;
Xiao et al., 2015). On this account, the coordinated optimal
scheduling of gas–electricity integrated system is facing greater
challenges with consideration of renewable energy uncertainty
(Qin et al., 2015; He and Li, 2018). The short-term schedul-
ing of the IES considering wind power has been studied by
many researchers. A bi-level economic dispatch model for gas–
electricity coupled system with wind power is proposed, yet wind
power uncertainty is not taken into account (Li et al., 2017).
The scenario-based stochastic programming is employed to deal
with wind power uncertainty for the IES (Qadrdan et al., 2013;
Alabdulwahab et al., 2015; Li et al., 2018), in which the accurate
probability distribution of wind power forecast error is difficult
to acquire. The scenario adjustable scheduling model with robust
constraints is established (Liu and Gao, 2017). A robust opti-
mization methodology is proposed for the wind-thermal system
considering natural gas availability constraints (Liu et al., 2014).
Two-stage robust optimization is utilized in power system with
wind power (Jiang et al., 2012; Dehghan et al., 2014), and a
robust stochastic optimization model is proposed to overcome
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wind power uncertainty (Tan et al., 2015). Robust optimiza-
tion can provide a robust solution in the worse-case scenario,
but the scheduling decision may be so conservative that the
operation economy is sacrificed. Besides, the generation schedul-
ing problem with large scale wind farms is solved by a fuzzy
optimization-based method (Siahkali and Vakilian, 2010).

As an effective alternative to deal with uncertain variables,
interval analysis is proposed by Moore (Moore, 1979). With no
need of the probability distribution information for uncertainties,
the interval-based optimization method only needs the lower and
upper bound for the uncertain variables. Interval optimization is
adopted to handle wind power uncertainty for the electricity–gas
coupled system in (Bai et al., 2016; Qiao et al., 2017). However,
the dynamic process in natural gas transmission network is not
considered in the above interval-based optimization models.

The transient-state model of natural gas system is built as
a group of partial differential equations and algebraic equations
(Liu et al., 2011). And the steady-state and transient-state opera-
tion scenes of the gas–electricity integrated system are simulated
(Correa-Posada and Sánchez-Martín, 2015). It indicates that the
dynamic process of gas flow has a prominent influence on the
available gas quantity by gas-fired units.

In addition, the literatures above implement different ap-
proaches to obtain the dispatch solutions for the coordination
scheduling of the IES, which is a nonlinear and non-convex
optimization problem. Compared with MINLP, MILP shows fast
and robust performance in solving and has the potential of finding
the global optimal solution (Geißler et al., 2012; Correaposada
and Sánchez-Martín, 2014).

In the above reported literatures, some studies concern the
impact of natural gas system on power system economic dis-
patch, some researches concentrate on dealing with wind power
uncertainty, and others focus on the transient-state modeling of
natural gas system. However, there is no study to model the gas–
electricity integrated system considering the dynamic process of
gas network, dealing with wind power uncertainty with demand
response management as well as adopting synergetic strategies
to improve operation reliability and economy for the IES.

As a result, the purpose of this study is to formulate a coor-
dination scheduling model for the gas–electricity coupled system
considering wind power uncertainty. Due to the transient char-
acteristics of gas flow, the dynamic process of gas flow is taken
into account when modeling natural gas system. Moreover, an
interval optimization (IO) method is proposed to handle wind
power uncertainty. By introducing the arithmetic and order re-
lation of interval numbers, the objective of interval optimization
is to achieve the optimal mid-point and width simultaneously.
The constraints containing interval variables can be transformed
into deterministic constraints reflecting the degree of pessimism.
In addition, the demand side management for residential gas
load and electric load can be integrated into the coordination
scheduling model to improve the reliability and economy of the
IES.

The main contributions of this paper can be summarized as
follows:

(1) the deterministic dispatch model for gas–electricity cou-
pled system is established in the light of different application
cases to investigate the impact of gas dynamic process and de-
mand response on the scheduling solution of the IES;

(2) the interval optimization method based on interval order
relation is proposed to model the IES for the first time, which
provides a practical and effective way to handle wind power
uncertainty;

(3) performance of the proposed interval optimization
method, the scenario-based stochastic optimization method and
the robust optimization method is compared for two test systems

with different scales. Simulation results demonstrate the superi-
ority of proposed method for handling the optimization problem
with uncertainties.

The rest of this paper is organized as follows. Section 2 intro-
duces the basic arithmetic and order relation of interval numbers.
Section 3 describes the models of the gas–electricity integrated
system and the demand response strategies for different loads in
details. Section 4 presents the deterministic optimization model
and interval optimization model for the coordination scheduling
of the IES. Section 5 presents the case studies in two different gas–
electricity interconnected test systems. Finally, the conclusions
are drawn in Section 6.

2. Arithmetic and order relation of interval numbers

2.1. The basic arithmetic of interval numbers

An interval number represents the set of all possible val-
ues that a random variable may take by means of the left and
right limits. The interval mathematics defines two important
representations of interval numbers as follows:

A =
[
aL, aR

]
=

{
a
⏐⏐aL ≤ a ≤ aR

}
(1)

where aL is the left limit of interval number A and aR is the
right limit of A. If aL = aR = a, the interval number A will
degenerate into a real number a. Consequently, interval numbers
can be regarded as the extension of real numbers.

Alternatively, A can be defined as:

A = ⟨m(A), w(A)⟩ = {a |m(A) − w(A) ≤ a ≤ m(A) + w(A) } (2)

where m(A) and w(A) denote the midpoint and width of interval
number A, respectively. m(A) represents the most reasonable
value while w(A) reflects the uncertainty level.

Combined Eqs. (1) and (2), m(A) and w(A) can be expressed
by:

m(A) = (aR + aL)/2
w(A) = (aR − aL)/2 (3)

In addition, the uncertainty of interval number A can be de-
fined as:

γ (A) =
w(A)
|m(A)|

, m(A) ̸= 0 (4)

Assuming that λ is a constant and B = [bL, bR], the scalar
multiplication, the extended addition and subtraction for interval
numbers can be defined as follows (Liu et al., 2017):

λ · A =

{
[λaL, λaR] if λ ≥ 0
[λaR, λaL] if λ < 0 (5)

λ + A = [λ + aL, λ + aR] (6)

A + B = [aL + bL, aR + bR] (7)

A − B = [aL − bR, aR − bL] (8)

m(A + B) = m(A) + m(B) (9)

m(A − B) = m(A) − m(B) (10)

w(A + B) = w(A − B) = w(A) + w(B) (11)

2.2. The order relation of interval numbers

The order relation of interval numbers is introduced to com-
pare the different interval numbers. Assume that A and B are two
interval objective values for the minimization problem and the
midpoint of A is not larger than that of B as shown in Eq. (12),
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the width of A and B should be compared from the two cases in
Eq. (13).

m(A) ≤ m(B) (12){
Case 1 : w(A) ≤ w(B)
Case 2 : w(A) > w(B) (13)

In Case 1, interval number A has less midpoint and width than
B. Thus, it is obvious that A is superior to B.

In Case 2, interval number A has a less midpoint with greater
width than B. It is difficult to judge which one is preferred. The
tradeoff between midpoint and width by the decision maker (DM)
is needed for this case. A fuzzy set B′ is defined as:

B′
= {(A,B) | m(A) ≤ m(B), w(A) > w(B)} (14)

The probability PB′ (A) represents the preference degree be-
tween A and B, which can be expressed by (Sengupta and Pal,
2000):

PB′ (A) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 if m(A) = m(B)

aR − bR

w(A) − w(B)
if m(A) ≤ m(B) ≤ aR − w(B)

0 otherwise

(15)

If PB′ (A) = 1, interval A is completely rejected. If PB′ (A) =

0, interval A is completely accepted. If PB′ (A) is between 0 and
1, PB′ (A) represents the possibility degree of rejecting A and
accepting B.

A threshold ξ is given to represent the DM’s risk tolerance to
the uncertainty level of interval numbers. Then the order relation
of interval numbers can be defined as follows: if PB′ (A)>ξ , inter-
val B is accepted and A is rejected; if PB′ (A) < ξ , A is superior to
B; if PB′ (A) = ξ , interval A and B are equivalent. It can be seen
that:
(1) if ξ is set to 0, any interval B with a smaller width will be
preferred to interval A. The DM only considers the interval width
and has the minimal tolerance to the uncertainty level of interval
numbers.
(2) if ξ is equal to 1, any interval Awith a less midpoint will be su-
perior to interval B. The DM only considers the interval midpoint
and has the greatest tolerance to the interval uncertainty.
(3) The DM pays more attention to the interval midpoint rather
than the interval width with the increasing of the threshold ξ .

As a result, the interval comparison between A and B can be
turned into the comparison of PB′ (A) and ξ . Combined Eqs. (3) and
(15), PB′ (A) < ξ can be converted into Eq. (16) as below.

m(A) − (ξ − 1) · w(A) < m(B) − (ξ − 1) · w(B) (16)

If Eq. (16) is true, the following three situations can be proved.
(1) if w(A)>w(B), then m(A) < m(B) and PB′ (A) < ξ . The interval
A is preferred to B.
(2) if w(A) ≤ w(B) and m(A) ≤ m(B), this situation is Case 1 in
Eq. (13). A is preferred to B.
(3) if w(A) < w(B) and m(A)>m(B), the possibility degree of
accepting A can be defined as follows:

PA′ (B) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 if m(B) = m(A)

bR − aR

w(B) − w(A)
if m(B) ≤ m(A) ≤ bR − w(A)

0 otherwise

(17)

Eq. (16) can be converted into Eq. (18) as below:
m(B) + w(B) − m(A) − w(A)

w(B) − w(A)
> ξ (18)

It is obvious that Eq. (18) is equivalent to PA′ (B)>ξ , which
indicates that A is preferred to B. From the above analysis, we can

draw the conclusion that Eq. (16) is the necessary and sufficient
condition for judging A is preferred to B.

3. Problem formulation

3.1. Natural gas system modeling

The natural gas system is composed of gas wells, gas pipelines,
gas storage facilities and different kinds of gas loads.

The upper and lower limits of gas wells can be represented as:

Qs,min ≤ Qs,t ≤ Qs,max (19)

where Qs,min and Qs,max are the minimum and maximum gas
supply flow of gas well s, respectively, Qs,t is the gas supply flow
of gas well s at time period t.

The flow equation of natural gas pipeline can be expressed as:

qij,t = sgn(pi,t , pj,t )Cij

√⏐⏐p2i,t − p2j,t
⏐⏐

sgn(pi,t , pj,t ) =

{
1 pi,t ≥ pj,t
−1 pi,t < pj,t

(20)

qij,t = (qinij,t + qoutij,t )
/
2 (21)

where pi,t and pj,t represent the pressures at node i and j, respec-
tively, Cij is a constant related to the temperature, length, inner
diameter and compression factor of the pipeline from node i to
node j, the function sgn(·) indicates the direction of gas flow in
the pipeline, qij,t represents the average flow from node i to node
j at hour t, qinij,t and qoutij,t are the injection flow at node i and output
flow at node j at hour t, respectively.

The node pressure is subject to the constraint below.

pi,min ≤ pi,t ≤ pi,max (22)

where pi,min and pi,max represent the minimum and maximum
allowed pressure at node i, respectively.

For a certain pipeline, the difference between qinij,t and qoutij,t can
be stored in the pipeline, which is regarded as the line pack as
follows (Zhang et al., 2019):

Lij,t = Mijpij,t (23)

pij,t = (pi,t + pj,t )
/
2 (24)

Lij,t = Lij,t−1 + qinij,t − qoutij,t (25)

where Lij,t and pij,t represent the line pack and the average
pressure in the pipeline from node i to node j at time period t,
respectively, Mij is a constant related to the pipeline characteris-
tic.

Similar to the power balance in power system, the flow equi-
librium equation for node j in the gas network can be expressed
as:∑
s∈j

Qs,t +

∑
i∈j

(qoutij,t − qinji,t ) − QL,j,t −

∑
g∈j

Qg,t = 0 (26)

where s∈j represents all the gas suppliers connected to node j,
i∈j represents all the nodes connected to node j, g∈j represents
all the gas-fired units connected to node j, QL,j,t is the gas load of
node j at time period t, Qg,t is the gas flow consumed by gas-fired
units connected to node j at time period t.

If the natural gas system is in steady state without the consid-
eration of the gas dynamic process, the following equations can
be obtained.

qij,t = qinij,t = qoutij,t (27)∑
s∈j

Qs,t +

∑
i∈j

(qij,t − qji,t ) − QL,j,t −

∑
g∈j

Qg,t = 0 (28)
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3.2. Power system modeling

The relationship of the output and the gas consumption can
be represented by:

Qg,t = fGU (Pg,t ) = ag · P2
g,t + bg · Pg,t + cg (29)

where ag , bg and cg are the fuel consumption coefficients of gas-
fired unit g, Pg,t represents the output power of unit g at time
period t.

The generating unit constraints contain the output limits, op-
eration ramp rate limits and minimum on/off time limits as
shown in Eqs. (30)–(32).

Pg,min Ig,t ≤ Pg,t ≤ Pg,max Ig,t (30)

− DRg ≤ Pg,t − Pg,t−1 ≤ URg (31){
(tong,t−1 − T on

g )(Ig,t−1 − Ig,t ) ≥ 0

(toffg,t−1 − T off
g )(Ig,t − Ig,t−1) ≥ 0

(32)

where Pg,min and Pg,max represent the minimum and maximum
output power of unit g, respectively; DRg and URg are the ramp-
down rate and ramp-up rate of unit g, respectively; T on

g and T off
g

are the minimum on and off time of unit g, respectively; tong,t−1
and toffg,t−1 represent the on and off time of unit g until the time
period t − 1, respectively; Ig,t is the on/off state of unit g at time
period t.

The injection power of bus b can be expressed by:

P inj
b,t = Pg,t +

∑
w∈b

(Ww,t − Wcur,t ) + PL,b,t − Pcur,b,t (33)

where P inj
b,t represents the injection power of bus b at time period

t, w∈b represents all the wind farms connected to bus b, Ww,t
and Wcur,t represent the actual wind power and curtailed wind
power of wind farm w at hour t, respectively, PL,b,t and Pcur,b,t
are the electric load and the unserved load of bus b at hour t,
respectively.

The power transmission constraint can be expressed by:

− fl,max ≤

Nb∑
b=1

kl,bP
inj
b,t ≤ fl,max (34)

where fl,max represents the maximum transmission power of
branch l, kl,b is the sensitivity factor of branch l to bus b, Nb is
the number of buses.

The power balance equation is as follows:∑
g∈GU

⋃
TU

Pg,t +

∑
w∈WF

(Ww,t − Wcur,t ) = PL,t − Pcur,t (35)

PL,t=
Nb∑
b=1

PL,b,t , Pcur,t =

Nb∑
b=1

Pcur,b,t (36)

where PL,t and Pcur,t represent the total electric load and unserved
load in the power network at time period t, respectively, GU
represents the set of gas-fired units, TU represents the set of
thermal units, and WF is the set of wind farms.

3.3. Demand response management

The price elasticity of residential gas demand is not easy to
obtain, the gas demand response (DR) model is established from
the perspective of consumer psychology. As a new pricing mech-
anism, the peak–valley time-of-use pricing of natural gas will
produce external environmental stimulation to the consumers’
gas consumption behavior. The ‘‘price sensitivity’’ is introduced in
this study to measure the residents’ response to this mechanism

(Wardono and Fathi, 2004). According to the relative income
theory by Duesenberry (Pinedo, 2007), the expenditure on nat-
ural gas by residents with higher income accounts for a smaller
proportion of their total expenditure on household consumption.
As a result, the residents with higher income are less sensitive
to the price of natural gas. Based on the above analysis, the price
sensitivity function of residential gas demand is as follows (Zhang
and Zhang, 2007):

PSr = α|pTOU−pP |
+ |pTOU − pP | ×

Cr

Ir
(37)

where Cr represents the expenditure on gas consumption by
resident r, Cr represents the disposable income of resident r, pTOU
is the real time gas price of residents, pP is the gas price at normal
periods, and α indicates the gas price elasticity of residents.

Then the natural gas demand response function of resident r
at the peak and valley periods can be obtained by:

dr,t =

{
d0r,t × [2 − αpF−pP − (pF − pP ) × Cr/Ir ] t ∈ tF
d0r,t × [αpP−pG + (pP − pG) × Cr/Ir ] t ∈ tG

(38)

Q ∗

L,j,t =

∑
r∈j

dr,t (39)

where d0r,t represents the original gas consumption of resident r
at time period t, dr,t represents the adjusted gas consumption,
pF and pG are the gas price at peak periods and valley periods,
respectively, tF and tG represent the peak period set and valley
period set, respectively, Q ∗

L,j,t is the total residential gas load of
node j at time period t after applying gas demand response.

For the electric load, the demand shifting strategy is consid-
ered in this study. For example, it is beneficial to shift the resi-
dential power load from the peak time periods to the valley time
periods with abundant wind power output. The load demand
after adopting the demand shifting strategy can be expressed by
(Alham et al., 2016):

P∗

L,b,t = PL,b,t + Pup,b,t − Pdn,b,t (40)

where P∗

L,b,t represents the load demand adopting the demand
shift strategy of bus b at hour t, Pup,b,t and Pdn,b,t are the up-
ward/downward load increment of bus b at hour t.

The load shift during the whole scheduling period is subject
to the following constraints.

T∑
t=1

Pup,b,t −

T∑
t=1

Pdn,b,t = 0, b ∈ Nb (41)

{
0 ≤ Pup,b,t ≤ λup × PL,b,t
0 ≤ Pdn,b,t ≤ λdn × PL,b,t

, b ∈ Nb (42)

where λup and λdn are the maximum percentage of the upward
and downward shift load increment in the original load demand,
respectively.

4. Coordination scheduling of integrated energy system

4.1. Deterministic optimization model

The optimization objective is given as follows:

min

⎧⎪⎪⎨⎪⎪⎩
∑
t

⎡⎢⎢⎣
∑
g∈GU

ρgQg,t +

∑
g∈TU

fTU (Pg,t )+∑
g∈GU

⋃
TU

CSg,t +

∑
w∈WF

ρwWcur,t + ρePcur,t

⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭ (43)

where ρg is the contract price of natural gas for the gas-fired
units, fTU represents the generation cost function of the thermal
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units, CSg,t is the startup cost of unit g at time period t, ρw and
ρe are the penalty factors for the curtailed wind power and the
unserved electric load, respectively.

As shown in Fig. 1, the coordination scheduling problem is de-
composed into the mix-integer linear programming (MILP) prob-
lem for power system and the natural gas system subproblem.
The MILP problem solves the day-ahead unit commitment and
dispatch plan while meeting the power system constraints. Then
the subproblem would check the gas network feasibility after the
gas-fired units is determined. If any gas network constraint is
violated, the natural gas usage constraints will be formed and
fed back to the MILP problem to modify the day-ahead dispatch
plan. The above process will be repeated until the gas network
constraints are satisfied.

Since the simulations in this study are implemented using the
CPLEX solver, the constraints should be linear. Thus, the nonlinear
equations (20) and (29) should be linearized (Carrión and Arroyo,
2006), the detailed linearization methods of which can be found
in Appendix.

4.2. Interval optimization model

4.2.1. Interval variable description
The interval forecasting results of wind power are easy to

acquire in practice. Hence, the interval number noted as Ww,t is
used to handle wind power uncertainty as follows:

Ww,t = [W L
w,t ,W

R
w,t ] = {Ww,t | W L

w,t ≤ Ww,t ≤ W R
w,t} (44)

where W L
w,t and W R

w,t represent the lower and upper boundaries
of wind power prediction of wind farm w at hour t.

To deal with wind power uncertainty, the output of units,
the curtailed wind power, the unserved electric load will change
within a certain range. In addition, the corresponding gas con-
sumption of the gas-fired units will vary in a certain range.

Pg,t = [PL
g,t , P

R
g,t ] = {Pg,t | PL

g,t ≤ Pg,t ≤ PR
g,t} (45)

W cur,t = [W L
cur,t ,W

R
cur,t ] = {Wcur,t | W L

cur,t ≤ Wcur,t ≤ W R
cur,t}

(46)

Pcur,t = [PL
cur,t , P

R
cur,t ] = {Pcur,t | PL

cur,t ≤ Pcur,t ≤ PR
cur,t} (47)

where PL
g,t and PR

g,t are the left and right limits of power output
by unit g at hour t, W L

cur,t and W R
cur,t are the left and right limits of

wind curtailment at hour t, PL
cur,t and PR

cur,t are the left and right
limits of unserved power load at hour t

4.2.2. The constraints transformation for interval optimization
The power system constraints containing the interval variables

are expressed as:

Pg,min ≤ [PL
g,t , P

R
g,t ] ≤ Pg,max (48)

− DRg ≤ [PL
g,t , P

R
g,t ] − [PL

g,t−1, P
R
g,t−1] ≤ URg (49)

0 ≤ [W L
cur,t ,W

R
cur,t ] ≤ [W L

w,t ,W
R
w,t ] (50)

0 ≤ [PL
cur,t , P

R
cur,t ] ≤ PL,t (51)

As the minimization problem has been discussed in Section 2.2,
the maximization problem in (48) can be transformed into a
minimization problem by multiplying by −1 on both sides. Thus,
(48) can be converted into (52) and (53) as follows:

[PL
g,t , P

R
g,t ] ≤ Pg,max (52)

(−1) · [PL
g,t , P

R
g,t ] ≤ −Pg,min (53)

Then (52) and (53) can further be converted into the deter-
ministic constraints by introducing the order relation of interval
numbers as shown in (54) and (55).

(PL
g,t + PR

g,t )/2 − (ξg − 1) · (PR
g,t − PL

g,t )/2 ≤ Pg,max (54)

(PL
g,t + PR

g,t )/2 + (ξg − 1) · (PR
g,t − PL

g,t )/2 ≥ Pg,min (55)

where ξg represents the degree of pessimism for the output
power by unit g. It is set to 0 to prevent the constraint violation.

Similarly, constraint (49) can be converted into (56) and (57)
by combining the order relation and basic arithmetic of interval
numbers.

(PL
g,t + PR

g,t − PL
g,t−1 − PR

g,t−1)/2 − (ξr − 1)

· (PR
g,t + PR

g,t−1 − PL
g,t − PL

g,t−1)/2 ≤ URg (56)

(PL
g,t + PR

g,t − PL
g,t−1 − PR

g,t−1)/2 + (ξr − 1)

· (PR
g,t + PR

g,t−1 − PL
g,t − PL

g,t−1)/2 ≥ −DRg (57)

where ξr represents the degree of pessimism for the output
power adjustment between the adjacent periods and is set to 0.7.

In addition, Eqs. (50) and (51) can be converted into the
deterministic constraints in the same way, which is not described
to save space.

On the other hand, the equality constraints (29) and (35)
containing interval variables can be handled as follows:{
Q L
g,t = fGU (PL

g,t ), Q R
g,t = fGU (PR

g,t ), Q g,t = [Q L
g,t ,Q

R
g,t ], g ∈ GU

CL
g,t = fTU (PL

g,t ), CR
g,t = fTU (PR

g,t ), C g,t = [CL
g,t , C

R
g,t ], g ∈ TU

(58)∑
g∈GU

⋃
TU

Pg,t +

∑
w∈WF

(Ww,t − W cur,t ) = PL,t − Pcur,t (59)

where CL
g,t and CR

g,t denote the left/right limits of generating cost
for thermal unit g.

As there exist several interval variables in (59), it cannot
be easily converted into deterministic constraints. It should be
transformed according to the possible situations.

For the unserved load, the right limit of Pcur,t can be obtained
when the generating units produce the maximum power and
wind farm has the minimum output as shown in Eq. (60), where
the function ‘max’ is used to guarantee the unserved load is
non-negative. Similarly, the left limit of Pcur,t can be obtained as
shown in Eq. (61).

PR
cur,t = max(PL,t −

∑
w∈WF

W L
w,t −

∑
g∈GU

⋃
TU

PR
g,t , 0) (60)

PL
cur,t = max(PL,t −

∑
w∈WF

W R
w,t −

∑
g∈GU

⋃
TU

PR
g,t , 0) (61)

For the curtailed wind power, the right limit can be acquired
if the units achieve the lower limit and the wind farms reach the
upper limit; the left limit can be obtained if the generating units
and wind farms achieve the lower limit simultaneously.∑
w∈WF

W R
cur,t = max(

∑
w∈WF

W R
w,t +

∑
g∈GU

⋃
TU

PL
g,t − PL,t , 0) (62)

∑
w∈WF

W L
cur,t = max(

∑
w∈WF

W L
w,t +

∑
g∈GU

⋃
TU

PL
g,t − PL,t , 0) (63)

It can be seen from Eq. (60) that if the right limit of the
unserved load is positive, the Eq. (64) is always true, and it can
be deduced from Eq. (62) that if the right limit of the curtailed
wind power is positive, the Eq. (65) is true.

PR
cur,t = PL,t −

∑
w∈WF

W L
w,t −

∑
g∈GU

⋃
TU

PR
g,t if PR

cur,t > 0 (64)
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Fig. 1. Master-subproblem framework for the coordination scheduling.

∑
w∈WF

W R
cur,t =

∑
w∈WF

W R
w,t +

∑
g∈GU

⋃
TU

PL
g,t − PL,t if

∑
w∈WF

W R
cur,t > 0

(65)

Additionally, the gas flow in the pipelines and the pressure
at the gas nodes should be considered as interval numbers. We
should check natural gas network operation feasibility when us-
ing the interval-based optimization model. The degrees of pes-
simism for the constraints in natural gas system are set to 0 to
prevent the constraint violation.

4.2.3. The objective function transformation
The objective function containing the interval variables can be

expressed as:

F = ⟨m(F ), w(F )⟩ (66)

where m(F ) and w(F ) represent the midpoint and width of the
objective, respectively.

Then the minimization for interval optimization is given as:

min m(F ) − (ξf − 1) · w(F )
=

∑
t

[

∑
g∈GU

ρgm(Q g,t ) −

∑
g∈GU

ρg (ξf − 1)w(Q g,t ) +

∑
g∈TU

m(C g,t )

−

∑
g∈TU

(ξf − 1)w(C g,t ) +

∑
w∈WF

ρwm(W cur,t )

−

∑
w∈WF

ρw(ξf − 1)w(W cur,t )

+ρem(Pcur,t ) − (ξf − 1)w(Pcur,t ) +

∑
g∈GU

⋃
TU

CSg,t ]

(67)

where ξf represents the degree of pessimism for the operation
cost and is set to 0.5.

5. Case study

The effectiveness of proposed interval-based coordination
scheduling model is evaluated on two test systems: a 6-bus
power system with a 6-node natural gas system and the modified
IEEE118-bus system with a 10-node natural gas system. The
simulation of the above test systems is implemented in MATLAB
with CPLEX solver on a PC with Intel Core i7 1.8 GHz CPU and 8 GB
RAM. The absolute and relative tolerances on the gap for CPLEX
are set to 10−6 and 10−4, respectively, and the other parameters
remain default.

Fig. 2. 6-bus power system.

Fig. 3. 6-node natural gas system.

5.1. 6-bus power system with 6-node natural gas system

In the 6-bus power system shown in Fig. 2, three gas-fired
units are located at bus 1, 2 and 6, respectively; three electric
loads are at bus 3, 4 and 5, respectively, and the demand response
is implemented at bus 5. The wind farm is installed at bus 5. In
the 6-node natural gas system depicted in Fig. 3, two gas wells are
connected to node 4 and 6; two residential gas loads are at node 1
and 3 noted as L2 and L4, which account for 2/3 and 1/3 of the res-
idential gas demand, respectively. The parameters of the test sys-
tem are given in motor.ece.iit.edu/data/Gastranssmion6_2.xlsx.

The gas price for gas-fired units is 1.4 $/MBtu (Liu et al., 2011).
The residential gas price for peak, normal and valley period are
2.7 $/MBtu, 1.9 $/MBtu and 1.2 $/MBtu, respectively. The valley
periods are 23:00–6:00, the normal periods are 13:00–15:00 and
20:00–22:00, the peak periods are 7:00–12:00 and 16:00–19:00.
The penalty for electric load shedding and curtailed wind power
are 1000 $/MW and 500 $/MW, respectively.

5.1.1. Deterministic model for the integrated system without wind
farm

The following four cases are established to conduct a compar-
ative analysis.
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Table 1
Comparison of results without wind farm.

Gas-fired unit
cost ($)

Load shedding
cost ($)

Startup
cost ($)

Total
cost ($)

Case 1 132483 14872 500 147855
Case 2 119336 0 1120 120456
Case 3 119333 0 620 119953
Case 4 115381 0 620 116001

Case 1: The DR strategies for gas and electric loads are not
considered, and the multiperiod dynamic process of natural gas
system is not taken into account.
Case 2: The DR strategies are considered, but the dynamic process
of natural gas system is not taken into account.
Case 3: The DR strategies are not considered, but the dynamic
process of natural gas system is taken into account.
Case 4: The DR strategies and the dynamic process of natural gas
system are considered.

The operation results of the above four cases are listed in
Table 1.

From Table 1, it can be seen that: (a) the load shedding has
occurred only in Case 1, and the unserved electric load is 14.87
MW; (b) compared with Case 1, the total cost in Case 2 with
the consideration of demand response has reduced by 18.53%;
(c) compared with Case 1, Case 3 considering the multiperiod
dynamic process of natural gas network can not only decrease
the generating cost, but also guarantee the supply of the electric
load; (d) Case 4 considering the dynamic process of gas network
and demand response simultaneously has achieved the minimum
operating cost; (e) the master-subproblem solving framework for
IES in the above cases can achieve the optimal solutions within 5
iterations.

To analyze the effect of dynamic process in natural gas net-
work on the IES, the power output of gas-fired units in Case 1
and Case 3 are shown in Fig. 4.

From Fig. 4, it can be seen that the load shedding occurs at
hours 17 and 18 in Case 1. At hour 17, G1 and G2 are dispatched
at 168.4 MW and 80 MW, respectively. At hour 18, G1 and G2 are
dispatched at 159.4 MW and 80 MW, respectively. In other words,
the output of G1 has not achieved its maximum capacity while
G2 reaches its maximum capacity. Moreover, G1 is dispatched
at 181.6 MW at hour 16 and the ramp rate for G1 is 55 MW/h,
which indicates that the output power of G1 is not limited by
its ramp rate and maximum capacity. From the above analysis,
it can be concluded that the insufficient gas acquisition for G1
is the essential reason for the electric load shedding in Case 1.
In other words, considering the dynamic process of natural gas
network can enhance the operation reliability and economy of the
gas–electricity interconnected system.

5.1.2. Deterministic model for the integrated system with wind farm
When there not exists wind farm, the maximum output for

gas-fired units G1, G2 and G3 are 220 MW, 80 MW and 20 MW,
respectively. Hence, the total power system capacity is 320 MW.
When the 100 MWwind farm is considered, the maximum output
for G1 and G2 are decreased to 145 MW and 55 MW, respectively
to keep the system installation capacity constant. The comparison
of results for different cases is listed in Table 2.

From Table 2, it can be seen that: (a) compared with Case 1,
Case 2 considering demand response can prominently reduce the
wind curtailment and load shedding cost, and the situation is sim-
ilar by the comparison of Case 3 and Case 4; (b) compared with
Case 2, Case 4 decreases the gas-fired unit, curtailment and load
shedding cost by 12.87%, 99.15% and 77.77%, respectively, which
indicates that considering the gas dynamic process can improve
the reliability of the IES and enhance wind power utilization.

Fig. 4. The power output of gas-fired units in Case 1 and 3.

Fig. 5. The load curves with and without DR.

Table 2
Comparison of results with wind farm.

Gas-fired
unit cost ($)

Curtailment
cost ($)

Load shedding
cost ($)

Startup
cost ($)

Total
cost ($)

Case 1 106811 124545 95332 500 327188
Case 2 104270 88976 63489 500 257235
Case 3 92229 12770 34584 620 140203
Case 4 90849 752 14112 620 106333

The residential gas load and power load curves with and with-
out demand response management are shown in Fig. 5, and the
dispatch results are shown in Figs. 6 and 7. It can be found that
Case 4 considering the gas dynamic process and demand response
strategies achieves the minimum cost of wind curtailment and
load shedding.
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Fig. 6. The dispatch results in Case 1 and Case 2.

Fig. 7. The dispatch results in Case 3 and Case 4.

5.1.3. Interval model for the integrated system with wind farm
The prediction results of wind power with 10%, 20% and 30%

uncertain interval are shown in Fig. 8.
To verify the performance of proposed interval optimization,

the scenario-based stochastic optimization (SO) and robust op-
timization (RO) method are employed in this study. For SO, the
scenario generation and reduction techniques (Zhang et al., 2017)
are adopted to obtain the reduced scenario set containing 10
wind power scenarios. For RO, the two-stage robust optimization
model is established and the column-and-constraint generation
(C&CG) algorithm is used to solve the RO problem (Zeng and Zhao,
2013; He et al., 2017).

The simulation results of different methods are listed in Ta-
ble 3.

Fig. 8. The interval prediction results of wind power.

Table 3
Comparison of simulation results for Cases 3–4.

Wind power
interval (%)

Expected
cost for
IO ($)

Objective
cost for
IO ($)

Objective
cost for
SO($)

Objective
cost for
RO ($)

Case 3
10 143197 153725 142889 162197
20 154519 176492 153343 192151
30 180948 221148 159464 244643

Case 4
10 111942 118926 111574 124013
20 120175 135729 120114 146373
30 143330 172782 126601 190676

From Table 3, it can be seen that for a certain wind power
interval in Case 3, the objective cost for RO is maximal and the
cost for SO is minimal, and the objective cost for IO is between
the above two objective values. The same situation is found in
Case 4. The reason is that RO searches for the optimal operation
cost under the worst wind power scenario, which results in an
over-conservative scheduling strategy. On the other hand, SO
attempts to minimize the expectation of operation costs for the
wind power scenario sets. The computing time complexity of SO
can be greatly decreased by the scenario reduction technique,
but the rare extreme events could be eliminated. As a result, the
strategy reliability of SO is unacceptable in the actual scheduling.

As shown in Eq. (67), the midpoint represents the expected
cost and the width denotes the uncertainty degree of the solution.
Considering the midpoint and width of the operation cost, the
proposed IO method intends to find a solution with minimum
midpoint as well as width. It can be seen the solution of IO
can improve the economic performance of RO and enhance the
reliability of SO simultaneously. In addition, the expected cost for
IO has greatly increased as the wind power interval gets wide.

The cost compositions and its interval at each hour for IO with
10% uncertain wind power are shown in Fig. 9. Moreover, the
output by gas-fired units and the power imbalance with 10%,
20% and 30% uncertain wind power are illustrated in Figs. 10–12,
respectively.

Fig. 9 shows that Case 4 considering DR can remarkably de-
crease the curtailment and load shedding costs compared to Case
3. For Case 4, it can be seen that the wind curtailment has
happened at hours 1, 6, 7 and 8 when wind power is in peak
period and power load demand is in low period. On the other
hand, the load shedding has occurred at hours 16 and 17 when
wind power is in low period and load demand is in peak period.

From Figs. 10–12, it can be found that the output interval of
gas-fired units significantly gets larger as wind power uncertainty
increases, and the amount of wind curtailment and load shedding
have increased in the mean while.
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Fig. 9. The cost compositions and interval at each hour with 10% uncertain wind
power.

Fig. 10. The dispatch results in power system with 10% uncertain wind power.

To investigate the effect of wind farm installed capacity, the
80 MW wind farm is considered. Then the maximum output
power of G1, G2 and G3 are set to 160 MW, 60 MW and 20
MW, respectively to keep system installation capacity constant.
Similarly, when the wind farm capacity is set to 60 MW, the
maximum output of G1, G2 and G3 are 180 MW, 60 MW and
20 MW, respectively. The total cost interval values with different
wind farm capacity are listed in Tables 4 and 5, respectively.

The generating costs with different wind farm capacity and
wind power uncertainty are shown in Fig. 13, and the penalty
costs are shown in Fig. 14.

Combined Figs. 13 and 14, it can be seen that: (a) for a
certain case, the larger the wind farm capacity is, the less the
generating cost is but the more the penalty cost is; (b) compared

Fig. 11. The dispatch results in power system with 20% uncertain wind power.

Fig. 12. The dispatch results in power system with 30% uncertain wind power.

Fig. 13. The generating costs with different wind farm capacity and wind power
uncertainty.
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Fig. 14. The penalty costs with different wind farm capacity and wind power
uncertainty.

Fig. 15. 10-node natural gas system.

with Case 3, Case 4 considering demand side management can
reduce the generating cost, curtailment cost and load shedding
cost simultaneously.

5.2. IEEE 118-bus system with 10-node natural gas system

To verify the practicability of the proposed interval model, the
modified IEEE 118-bus system interconnected with 10-node nat-
ural gas system is built in this section. The operation parameters
of the test coupled system are given in motor.ece.iit.edu/data/
Gastranssmion_118_10_1.xlsx. The total generation capacity of
the power system is 7095 MW. As shown in Fig. 15, L9 to L12 are
residential gas loads, which account for 20%, 30%, 30% and 20% of
the total residential gas load, respectively.

5.2.1. Deterministic model for the integrated system
The dynamic process of natural gas system is always consid-

ered in the following simulations, and the four cases below are
built to conduct a comparative analysis.
Case 1: The wind farms are not installed and the DR strategies
are not considered.
Case 2: The wind farms are not installed, but the DR strategies
are considered.
Case 3: The wind farms are installed, but the DR strategies are
not considered.
Case 4: The wind farms are installed and the DR strategies are
considered.

In the above cases, the power demand response is imple-
mented at bus 7, 11, 14, 20, 24, 26, 39, 44, 49, 59, 61 and 68.
The gas demand response is applied at node 4, 5, 7 and 10 in the
gas network. Two 400 MW wind farms are installed at bus 17
and 65, respectively. To retain the total capacity of power system
constant, we have reduced the capacity of units as follows: the
generating capacities of the units noted as G10, G11, G27, G28,

Table 4
Simulation results for the deterministic model.

Gas-fired unit cost ($) Thermal unit cost ($) Total cost ($)

Case 1 221747 1564546 1786293
Case 2 217591 1561858 1779449
Case 3 195966 1403198 1599164
Case 4 190052 1400030 1590082

Table 5
Comparison of simulation results for Cases 3–4.

Wind
power
interval (%)

Expected
cost for
IO ($)

Objective
cost for
IO ($)

Objective
cost for
SO ($)

Objective
cost for
RO ($)

Case 3
10 1523498 1535955 1523625 1538376
20 1528416 1553121 1527270 1556747
30 1533871 1576289 1531509 1584499

Case 4
10 1510628 1522780 1510672 1525074
20 1515249 1539353 1514213 1542539
30 1519006 1560638 1517769 1568014

Fig. 16. The output interval of gas-fired units.

G29, G36, G39, G43, G44 and G45 are decreased to 220 MW,
270 MW, 340 MW, 340 MW, 220 MW, 220 MW, 220 MW, 220
MW,220 MW, 220 MW, respectively.

The simulation results are listed in Table 4.
From Table 4, it can be seen that compared to Case 1, Case 2

has saved the operation cost by 6844 $ while Case 4 has reduced
the total cost by 9082 $ compared to Case 3. The above simulation
results demonstrate that DR is an effective measure to enhance
system operation economics.

5.2.2. Interval model for the integrated system with wind farm
The simulation results for Case 3 and 4 by different optimiza-

tion methods are listed in Table 5, and the power output intervals
by units with different wind power uncertainty are shown in
Figs. 16 and 17.

From Table 5, it can be found that for a certain wind power
interval in Case 3, the objective cost by IO is between the cor-
responding values by SO and RO. The same situation is found
in Case 4. Moreover, the expected costs for IO are close to the
objective costs for SO while the objective costs for IO are a little
less than the corresponding values for RO. In this regard, the
proposed IO method can inherit the advantages of SO and RO and
give consideration to both operation economy and reliability.

On the other hand, the increment of objective cost for IO in
Case 4 is 16573 $ and 21285 $ with the wind power interval
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Fig. 17. The output interval of thermal units.

widening. By contrast, the corresponding increment for SO is
3541 $ and 3556 $, and the increment for RO is 17465 $ and
25475 $. It demonstrates that SO shows the worst sensitivity
to wind power uncertainty while RO has the highest sensitivity
to wind power fluctuation among the three optimization meth-
ods. And IO has moderate sensitivity to uncertainties, which can
reduce the conservativeness caused by RO.

As shown in Figs. 16 and 17, the gap between the upper and
lower bound by the gas-fired and thermal units becomes larger as
the wind power uncertainty is increasing. And what is more, the
scheduling power output in Case 3 shows higher volatility than
that in Case 4, which results in greater unit operation cost.

6. Conclusions

An interval optimization based short-term dispatch model for
the IES is established to coordinate the operation between natural
gas system and power system. The proposed model integrates
dynamic process of natural gas network, wind power uncertainty,
demand response management for gas and electric loads. To
investigate the performance of the proposed model, simulations
for different cases are implemented in the 6-bus power system
with 6-node natural gas system and the modified IEEE 118-bus
system with 10-node natural gas system. The effect of demand
response management, dynamic process of natural gas network,
wind power uncertainty and installed capacity of wind farm are
analyzed. The following conclusions can be obtained:

(1) Demand response management is an effective strategy to
reduce the operation cost by changing the peak–valley character-
istics of load curves.

(2) Considering the dynamic process of natural gas network
can enhance the operation flexibility of the IES and wind power
utilization.

(3) The interval optimization method only needs the up-
per/lower bound of wind power prediction to solve the coordi-
nation scheduling problem. Thus, it is a practicable and appro-
priate method to deal with uncertain variables with no need of
the probability distribution hypothesis. Moreover, case studies
demonstrate that the proposed IO method can give consideration
to both economy and reliability, which can achieve superior
performance compared to SO and RO.

Fig. 18. Piecewise linearization of the quadratic terms.
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Appendix

The flow equation of natural gas pipeline expressed by Eq. (20)
is nonlinear. In our study, the gas flow direction remains un-
changed during the whole scheduling period, which is deter-
mined in advance. If pi,t ≥ pj,t , Eq. (20) can be expressed as:

q2ij,t = Cij(p2i,t − p2j,t ) (A.1)

The quadratic terms in Eq. (A.1) can be piecewisely linearized.
Assuming that yi,t = p2i,t , the linearization process can be de-
scribed as follows:
Nh∑
h=1

zh = 1 (A.2)

Nh∑
h=l+1

zh ≤ Nhpi,t,l/(pi,max − pi,min)

≤

Nh∑
h=l

zh, ∀l ∈ {1, 2, . . . ,Nh − 1} (A.3)

0 ≤ Nhpi,t,l/(pi,max − pi,min) ≤ zl, ∀l = Nh (A.4)

pi,t = pi,min +

Nh∑
h=1

pi,t,h (A.5)

yi,t = p2i,min +

Nh∑
h=1

Khpi,t,h (A.6)
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where zh is the introduced binary variable, the auxiliary variable
pi,t,h represents the segment value of the continuous variable pi,t
as shown in Fig. 18, Kh is the slope of the hth segment line, Nh is
the number of the linear segments.
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