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a b s t r a c t

With buildings accounting for high electrical demand and GHG emissions in Japan, enabling higher
penetration of hybrid renewable energy systems can significantly reduce their load demand. This paper
proposes an efficient power control scheme and design for a hybrid renewable standalone system
installed on the roof of a building in Kasuga-City, Japan. The proposed system consists of three PV
modules with a total power of (480 W), a wind turbine (400 W), a lead–acid battery (30 Ah), an
inverter, and controllers. The main purpose of this research is to implement a well-defined control
scheme for standalone Hybrid Renewable Energy Systems (HRES), that has a low level of complexity
in terms of Maximum Power Point Tracking (MPPT) with a limited number of components in order
to reduce costs and provide high power quality output. The main control layers of the model include
the Perturb and Observe (P&O) controller used for MPPT of both the wind turbine and PV systems
and a PI controller used to control both the battery charging and inverter of the system. The proposed
control scheme also includes two charging modes for the battery when there is no load; Bulk mode
for faster charging and Float mode for slower charging to keep the battery fully charged, as its charge
decrease with time Dynamic modeling and simulation are accomplished using MATLAB-SimulinkTM
9.3, to evaluate the performance and system’s dynamics, considering two scenarios of (1) variable
weather conditions and (2) different charging modes of battery. The results of the simulation reveal
that the proposed system can utilize an efficient battery charging control configuration, eliminating the
need for a specific battery converter, providing high output power quality with the Total Harmonic
Distortion(THD) below 1% in steady-state, and sustaining output voltage magnitude and frequency
under changing system dynamics.

© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

With the rapid growth in energy demand and rising concerns
towards environmental impacts due to the high reliability on
fossil fuels, renewable energy generation and clean energy tech-
nologies play a vital role in future sustainable power systems
(Pérez-Lombard et al., 2008; Höök and Tang, 2013; Ellabban et al.,
2014). After the Great East Japan Earthquake, Japan has reduced
its dependence on nuclear energy, which accounted for more
than 30% of Japan’s energy mix, drastically below 2% due to the
loss of public trust in nuclear power. While Japan is one of the
world’s leading energy consumers, its energy self-sufficiency rate
is remarkably low, and its level of dependence on imports of fossil
fuels from abroad is high, causing energy security challenges for
Japan. Fossil fuels currently account for 83.7% of the total energy

∗ Correspondence to: Kyushu University, Interdisciplinary Graduate School of
Engineering Sciences, 6-1, Kasuga-koen, Kasuga-shi, Fukuoka, 816-8580, Japan.

E-mail address: farzaneh.hooman.961@m.kyushu-u.ac.jp (H. Farzaneh).

consumption in Japan, which approaches the level of the oil shock
in 1973 (METI/ANRE, 2018). To tackle this challenge, the govern-
ment of Japan has begun to develop and utilize renewable energy
sources to increase its energy self-sufficiency rate and reduce
the environmental impacts of the increased use of fossil fuels.
The integration of renewable energies in Japan is on the rise, in
2017 renewable energy share of primary energy supply increased
by 0.7%, accounting for 8% of the total share (METI/ANRE, 2018;
McLellan et al., 2013; Esteban et al., 2018; Farzaneh, 2018).

Buildings accounted for approximately 29% of energy con-
sumption in Japan by 2017 (Akira et al., 2018). Energy consump-
tion in Buildings can be reduced either by increasing building’s
energy efficiency with improved energy systems (Rocha et al.,
2015; Afram et al., 2017; Papantoniou et al., 2015) and thermal
efficiency (Gong et al., 2016) or by introducing distributed re-
newable energy systems and micro-generation systems such as
photovoltaic (Athukorala et al., 2015) and Wind turbines (Li et al.,
2016; Walker, 2011) to decrease energy demand from the power
grid and improve buildings’ energy sustainability (Le Guen et al.,
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2018; Takatsu and Farzaneh, 2020). Since renewable energies are
from the natural environment, they are all-weather dependent,
which makes them vulnerable when applying one renewable
source to build a stable power system. Using a combination of
multiple renewable sources such as solar and wind complement
each other, where sunlight is available through the day, and
wind energy at night in the winter and summer (Deshmukh and
Deshmukh, 2008). The hybridization of variable renewables can
allow for smooth, durable, and reliable output to power grids to
improve the safety, reliability, and stability of dispatched power,
which is cheaper than investing in single renewable technologies
(Eleftheriadis and Anagnostopoulou, 2015). HRES as a term is be-
coming more prevalent under the concept of micro-grids and de-
centralized/distributed generation (DG), where multiple sources
of renewable energies such as (Photovoltaic, Wind turbines, Fuel
cells, etc.) are in the same micro-grid, working together with
other decentralized non-renewable power generation units in a
coordinated manner, designed to suit the demand of a particular
area or load (Morais et al., 2010; Farzaneh, 2019b).

Furthermore, when the HRES is connected to a storage system
like a battery, the excess energy generated by the solar system or
wind turbine can be stored and then utilized during the period
when there is no sunshine and wind and electricity is not being
generated. Therefore, compared to a single renewable technology,
HRES works more efficiently in all operating conditions. On a
more general level, hybrid systems can be classified to grid-
connected and standalone in terms of connection, and to the type
of renewables and non-renewables included as well as the type
of storage element used if it exists (Kartite and Cherkaoui, 2019).
Emerging smart buildings (Di Piazza et al., 2017; Ma et al., 2016;
Kaygusuz et al., 2013) with advanced communication, processing
power, and control significantly enable the HRES and micro-grids
with high-level demand-load balancing and dispatch optimiza-
tion (Rouholamini and Mohammadian, 2015; Dulău et al., 2016).
To enable such integration, micro-grid modeling of renewable
energy systems is widely used to analyze the dynamic behavior of
micro-grids under different circumstances while being connected
to the power grid (Alzahrani et al., 2017). The optimal design
and operation of an HRES in autonomous mode needs a solid
understanding of the dynamic nature of the renewable energy
sources, and also the technical viability of the system due to
adopting a robust control strategy for extracting maximum re-
quired power to meet load demand and also to sustain required
the State of Charge for the storage element (Valenciaga and
Puleston, 2005). The efforts that have been done to address this
issue were presented by different scholars who have developed
micro-simulation models with a particular focus on the technical
level and dynamic analysis of Hybrid systems (Bae and Kwasinski,
2012a). Table 1 shows the recent work being done in the field of
dynamic modeling and design of hybrid PV/Wind systems with
integrated battery storage.

Kim et al. presented power control strategies for a grid-
connected PV, wind, and battery hybrid system, they introduced
versatile power transfer and supervisory control for multiple
operation modes. They also added a modified hysteresis control
for the converter of the battery. Their grid-connected achieved a
Total Harmonic Distortion (THD) below 0.35% (Kim et al., 2008a).
Gacia et al. introduced and evaluated a neuro-fuzzy inference
system energy management system for a grid-connected hy-
brid PV, wind, battery, and Hydrogen energy (Hydrogen Tank,
Electrolyzer, and fuel cell). Their simulation and dynamic anal-
ysis showed improved system performance over classical EMS
systems, achieving 4.11% THD (García et al., 2014). Although,
grid-connected systems can maintain high power quality through
sustaining the frequency at the rated level from the power pro-
vided from the grid, it is more challenging when it comes to
standalone systems.

Caisheng and M. Hashem Nehrir proposed a power manage-
ment system for a DC linked off-grid hybrid energy system com-
posed of a wind turbine, PV system, and a fuel cell used for
energy storage as well as a battery. Their control scheme bal-
ances the energy between the different energy sources, the Bat-
tery, Load, and Electrolyzer (Wang and Nehrir, 2008). Yoshida
and Farzaneh applied the Particle Swarm Optimization (PSO)
method to find the optimal configuration of a stand-alone mi-
crogrid (PV/wind/battery/diesel) used in providing required elec-
tricity for the residential area in Fukuoka (Farzaneh, 2019a).
Farzaneh conducted the techno-economic analysis of a hydrogen-
based HRES, consisting of a biomass supercritical gasifier and a
solar water electrolyzer, which are linked to the PV panel and
fuel cell. The proposed HRES was used to provide electricity,
heat, hydrogen, and water to the small community in Fukushima
(Yoshida and Farzaneh, 2020). M. Kalantar and S.M. Mousavi G.
introduced a dynamic simulation of a standalone HRES power
system, combining a wind turbine (195 kW), solar array (85
kW), battery storage (2.14 kAh) and a micro-turbine (230 kW).
They also compared fuzzy logic control with a proposed adaptive
controller to implement maximum power tracking for the wind
turbine (Kalantar and Mousavi, 2010). Belabbas et al. simulated
and presented a standalone hybrid power system composed of
Photovoltaic panels as the main renewable energy source, a Diesel
Generator for energy back up and a Battery Storage. They pro-
posed a hierarchal power management scheme, where the first
layer uses fuzzy logic control to control the voltage and frequency
at the point of common coupling with a clamping bridge circuit
to regulate the DC bus voltage, it also uses fuzzy logic control to
extract maximum power point from the PV array. The Second
layer of their proposed control controls the power flow from
different sources to ensure optimized power flow to the load.
Their proposed system had a Total Harmonic Distortion(THD) of
5.9% (Belabbas et al., 2019). Kumar et al. discussed the design and
analysis of a standalone hybrid energy system combining wind
and PV power. They proposed a Cuk-SEPIC converter to eliminate
the need of a harmonic filter, where the output of their inverter
achieved 5.39% THD. They also proposed the use of incremental
conductance with integral control to extract maximum power
from the wind turbine and Perturb and Observe to obtain maxi-
mum power from the PV array (Kumar et al., 2017). Also, while
fuzzy logic and neural networks can add a high level of control,
they are more complex and system-specific compared to other
more general algorithms that are less complex and require less
information and sensors.

In order to develop a low cost highly efficient stand-alone
hybrid systems, that can be integrated with buildings or rural
areas, a low-complex MPPT, high power quality output system
for achieving THD below 1% in steady state, without the need of a
battery specific converter to control the charging and discharging
modes has yet to be developed. To this aim, this research focuses
on introducing a standalone residential HRES, in a range of few
kilowatts, that can reach this goal. The proposed standalone HRES
in this research consists of a wind turbine, PV array, and battery
storage, as shown in Fig. 1. The control scheme has three layers
of control, to extract maximum power from both the wind and
PV array, control the DC bus voltage to control the charging of
the battery and control the inverter output voltage and frequency
to meet the AC load requirements. Compared to the previously
discussed literature, the proposed system uses both DC–DC con-
verters of PV and Wind for maximum power tracking as well
as control the battery charging and operation, eliminating the
need for a specific battery charger circuit, thus reducing costs.
The proposed control model also provides detailed simulation and
analysis of the inverter control to improve power quality and how
it is used in the battery control scheme. Finally, the proposed
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Table 1
Types of design and control of standalone and grid-connected hybrid systems.
System configuration Control techniques Control elements Software Reference

Off-Grid Hybrid PV/Wind/Battery Incremental conductance
and PI control.

Boost Converter, Inverter. MATLAB-Simulink Sikder and Pal (2019)

Off-Grid Hybrid PV/Wind/Battery PI and Fuzzy Logic Control. Bidirectional Buck-Boost
Converter, Inverter.

MATLAB-Simulink Das and Akella (2018)

Off-Grid Hybrid PV/Wind/Battery P&O, Sliding Mode Control
and PI Control.

Buck Converter, Boost
Converter.

PSIM Tool Akram et al. (2017)

On/Off Grid Hybrid
PV/Wind/Battery

P&O, Sliding Mode Control
and PI Control.

Boost Converter, Boost-Buck
Converter, Inverter.

MATLAB-Simulink Sassi et al. (2017)

On-Grid Hybrid PV/Wind/Battery PI Control Bidirectional buck-boost
converter, full-bridge
bidirectional converter,
transformer-coupled boost
dual-half-bridge bidirectional
converter.

MATLAB-Simulink Mangu et al. (2016)

Off-Grid Hybrid PV/Wind/Battery Incremental conductance
and PID control.

MI Ćuk Converter Among,
Inverter.

MATLAB-Simulink/
LabVIEW

Bae and Kwasinski (2012b)

Off-Grid Hybrid PV/Wind/Battery PID Control Buck Converter MATLAB-Simulink Husain (2013)
On/Off-grid Hybrid
PV/Wind/Battery

PI Control Buck Converter, Inverter. Tek measurement
software

Dali et al. (2010)

Fig. 1. Standalone-PV/Wind/Battery HRES.

filter designs meet the output voltage allowed harmonic limits
according to standards, improving the power quality.

This paper is organized as follows: Section 2 presents the
control strategies for the maximum power point tracking of the
PV array using P&O, the Battery Charge control, the Inverter
control, and the Buck Converter Control. Section 3 discusses the
modeling of HRES components. Section 4 presents a case study.
Section 5 presents the MATLAB simulation. Section 6 presents the
simulation results and discussion. Section 7 concludes the paper.

2. HRES power control strategies

A simple HRES usually consists of a PV system, a wind tur-
bine, and mainly a battery or energy storage element. DC–DC
converters are used to control the DC voltage, and an inverter is
used to convert the voltage from DC to AC as well as control the
output voltage to be at the required level under different circuit
conditions. The major objectives of the control system in an HRES
are to track the maximum power under different environmental
conditions, to control the battery charging modes, and to keep
the output voltage and frequency under the required levels. In
the following section, the main three control strategies which are
used in a standalone HRES will be discussed.

2.1. PV maximum power tracking

Fig. 2 Shows the Power–Voltage curve of a PV system under
varying weather conditions. It can be observed that under vari-
ous radiation conditions and ambient temperatures, the solar PV
presents different maximum power points. The maximum power
point occurs at the point where the PV voltage and current (V ∗ I)
achieve the highest value, it is the point where the characteristic
impedance of the PV array matches the load resistance. In order
to track this maximum point, several techniques are used in
practice and the literature, each varying in the complexity of
implementation, cost, efficiency, and tracking speed (Saravanan
and Ramesh Babu, 2016; Jordehi, 2016). While there exist many
highly efficient techniques like Fuzzy logic and Neural networks,
they are costly and complicated, whereas, Perturb and Observe
(P&O), and incremental conductance are two of the more popular
techniques currently in use, since they are direct methods that
can work under any meteorological condition and do not need
temperature, nor irradiance sensing (Bendib et al., 2015); where
using such sensors are not advised and costly (Femia et al., 2017).
Therefore, they do not need any pre-knowledge of the system
data; hence they are compatible with any type of HRES (Sera
et al., 2013; De Brito et al., 2013).

P&O is a blind hill-climbing algorithm, as shown in Fig. 3,
that attempts to find the local or global maximum of a system.
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Fig. 2. PV power and voltage output under different irradiances and temperatures.

Fig. 3. PV power–voltage characteristic at 1 kW/m2 irradiance showing P&O operation.

Based on P&O, the control system perturbs the working point (at
the time (t − 1)) on the P–V curve of the PV system, then ob-
serves the change in power output (dP), if, after the perturbation,
dP > 0, it means that the change was in the direction of the
maximum power point. Hence, the algorithm keeps perturbing
in that direction until it reaches the maximum power point. If
the algorithm perturbs in a direction that gives dP < 0, it moves
towards the opposite direction of the MPPT, so it perturbs in
the opposite direction. When the MPPT is reached, P&O oscillates
around it, making power loss according to the perturbation step
size (De Brito et al., 2013). From a technical point of view, The
P&O algorithm starts by reading the values for voltage and current
output from the PV array, then changing the duty cycle of the DC–
DC converter with a fixed step and finally calculating the change
in power and voltage caused by the difference in duty cycle. If
the output power remained constant, it means that the controller
has reached the maximum power point, so it does not change the
duty cycle for that iteration. Otherwise, it decides to move the
working point of the PV system in the direction at which output
power increases.

Fig. 4 represents the detailed algorithm used in the Perturb
and Observe PV maximum power tracking controller.

2.2. Battery charge control

Battery charge control is of vital importance to standalone
HRES systems. The battery’s State of Charge (SOC) indicates how

much capacity the battery has in order to ensure the battery’s
safety, lifetime as well as good performance. The depth of dis-
charge (DOD) of a battery indicates how much capacity is used
per charging cycle. These two modes of battery charging are as
follows:

– Float charging: This mode aims at giving the battery just
enough small amount of current to keep it at the required
SOC and reduces the voltage to lower levels.

– Charging voltage/bulk charging: This mode aims at giving
the battery the required voltage level to quickly charge the
battery at the maximum safe current until its voltage is
brought up to nearly 85% of the full charge level.

Fig. 5 shows the proposed battery’s charging control method,
to select between bulk charging and float charging voltage. When
the SOC is above 85%, the battery controller will apply a float
voltage to the battery, which is used as a reference voltage for the
PID controller. When the SOC is between 15% and 85%, the bulk
charging voltage will be applied to the battery. The DC bus bar
voltage which is the voltage input to the battery is compared to
the reference voltage and the error is fed to a PI controller which
changes the duty cycle of the DC–DC converter connected to both
the wind turbine and PV array, to reach the required reference
voltage level. Fig. 6 shows the control flowchart for the battery
charging; whenever there is a load connected, the control system
prioritizes maximum power tracking. If the battery’s charge drops



1532 A. Shaqour, H. Farzaneh, Y. Yoshida et al. / Energy Reports 6 (2020) 1528–1544

Fig. 4. Perturb and observe PV algorithm.

Fig. 5. Battery charge control method.

Fig. 6. Battery charge control algorithm.

below 15% of its SOC, the inverter disconnects the load, ensuring
the battery’s safety. When there is no load connected, the con-
troller prioritizes the DC bus bar’s voltage control of the DC–DC
converters, ensuring the correct charging mode voltage. For our

system the Bulk Charging Voltage has been set to 14.5 V and the

Float Charging Voltage to 13.6 V as seen in Fig. 6, this depends on

the battery manufacturer recommendation, where these voltages
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Fig. 7. IGBT based full bridge phase inverter.

resemble the reference voltage for the PI Controller to keep the
charging voltage in the correct range.

2.3. Output voltage and frequency control

In order to meet the output voltage and frequency at the
required standard values, a control system would be needed
to control the inverter of the standalone HRES system, where
under changing environmental conditions as well as battery and
circuit dynamics, the voltage level input to the inverter is con-
tinuously fluctuating, and the output signal is kept stable at
the required voltage and frequency as well as standard system
harmonic limits. Fig. 7 shows an Insulated-Gate Bipolar Transistor
(IGBT) Single-Phase full-bridge inverter consisting of 4 pairs of
diodes and transistors. By controlling the switching signals at the
gates (g1, g2, g3, g4) of the four transistors both output voltage
and frequency of the inverter are modulated. A pulse width mod-
ulation generator generates the four control signals in a designed
sequence and frequency, taking a sine wave as an input, where
the frequency of the sine wave and it’s amplitude ‘‘called the
modulation index’’ determines the output AC signal’s frequency
and voltage level. As it is depicted in Fig. 8, the PI controller used
in the inverter reads the real mean square (RMS) output voltage
and compares it to a reference value to modulate the sine wave
input to the inverter’s PWM generator, and the output voltage to
the required level (Bhende et al., 2011; Tan, 2020). As previously
discussed, when the battery SOC is below 15%, the four control
signals are all set to zero, turning off all the transistors and cutting
the inverter’s output.

2.4. (DC–DC) buck converter control

In renewable power systems such as PV and Wind, DC–DC
converters are used as impedance matching systems, in order to
achieve maximum power point tracking (Haroun et al., 2015),
They can be used to track the maximum power point of the
system, by controlling their duty cycle, thus moving the working
point on the I–V curve. Fig. 9 shows the working design of a Buck
converter as one of the DC–DC power converters, which is used
to step down the voltage level. By switching ON and OFF the
circuit at high frequency, the output voltage can be controlled
and dropped to the required level. In the ON state, the current
increases, inducing a voltage drop across the inductor, hence,
decreasing the output voltage. When the circuit is open (OFF),
the inductor acts as a current source, releasing its stored energy, if
the switch is closed before the stored energy depletes, the output

voltage will be continuous. The ON–OFF switching decreases the
average output voltage and increases the average current in the
circuit, preserving the power delivered to the load. The average
output voltage can be calculated using the following formula
(Mohan et al., 2003):

Vo =
1
Ts

∫ Ts

0
vo (t) dt =

1
Ts

(∫ ton

0
vo (t) dt +

∫ Ts

ton
0 dt

)
=

ton
Ts

Vd = DVd (1)

Vo is the average output voltage of the buck converter, Vd is the
Diode voltage, which is the input voltage to the converter. Ts
is the switching time (ton + toff ), ton is the time the circuit is
connected (switch is closed). D is the duty ratio, which represents
the percentage of the period where the circuit was ON, the higher
the value D is, the less the input voltage is stepped down. The
diode, which is shown in Fig. 9, allows the inductor current to
flow to the load when the switch is open and is reverse biased
when the switch is ON. The capacitor smooths the output voltage
since it varies between its peak value and zero. The low pass
filter filters the harmonics and its corner frequency fc is usually
much lower than the switching frequency of the buck converter
to eliminate the ripples caused by it (Mohan et al., 2003).

3. HRES’s main components modeling

3.1. Photovoltaic panel

A photovoltaic PV cell is a semiconductor-based device that
converts light energy into electricity under the photovoltaic ef-
fect. Fig. 10 represents the single-diode five parameters model
which is used to represent the characteristics and behavior of a
solar module, taking into account the energy losses; a series resis-
tance (Rs) representing the energy loss the current faces through
the body of the cell, the contacts’ resistance and the metal elec-
trodes’ resistance and shunt resistance (Rsh) representing the
leakage-current (Et-torabi et al., 2017).

In order to draw the (I–V) curve of our PV system, the fol-
lowing equations are used (Et-torabi et al., 2017; Barukčić et al.,
2014):

I = Iph − Id − IRsh (2)

Eq. (2) is based on a simple Kirchhoff’s current law (KCL). Where I
is the output current of the cell, Iph is the photocurrent produced
by the cell, Id is the Diode current and IRsh is the leakage current
going through the Shunt Resistance (Rsh). The Current of the diode
Id which depicts the recombination losses in the PV module is
expressed as follows:

Id = I0 ∗

[
exp

[
Vd

VT

]
− 1

]
(3)

I0 is the diode saturation current, Vd is the voltage across the
diode and VT is calculated as follows (Et-torabi et al., 2017;
Barukčić et al., 2014):

VT =
KT
q

∗ A ∗ Ns (4)

K is the Boltzmann constant (1.3806 × 10−23 m2 kg s−2 K−1), T is
the temperature in Kelvin, q is the electron charge (1.6022∗10−19

C), A is the diode ideality factor and Ns is the number of cells
connected in series. Finally, we can calculate IRsh and Vd using
simple circuit analysis, the following expressions are reached
(Et-torabi et al., 2017; Barukčić et al., 2014):

Vd = V + I ∗ Rs (5)
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Fig. 8. Inverter’s control method.

Fig. 9. Buck converter circuit and characteristic.

Ish =
I ∗ Rs + V

Rsh
(6)

V and I are the output voltage and current of the model respec-
tively, Rs is the series resistance and Rsh is the shunt resistance.
To calculate the five unknowns (Iph, I0, Rs, Rsh, and A), we have
to derive five equations based on the parameters provided by
the datasheet (ISC, VOC, Impp, Vmpp, KI, Kv, and Ns). Using the three
points (Vmpp, Impp), (VOC,0) and (0, Isc) and different mathematical
manipulations, the five equations are obtained, then optimization
techniques are used to find and estimate the five parameters
(De Soto et al., 2006; Shongwe and Hanif, 2015).

3.2. Wind power system

A wind power system is composed of three stages; the aero-
dynamic stage is where kinetic energy in the air is converted
to mechanical rotational energy, the mechanical stage where a
wind turbine connected to a gearbox to control the torque–speed
that will be input to the generator, where mechanical energy is
transformed into electrical three-phase waves (Fig. 11). At the
third stage, the ‘‘Electrical stage’’, the 3-phase electrical signal
is controlled and transformed with converters and inverters to
different voltage levels and types (Martinello et al., 2016).

The relationship between wind energy and wind speed in a
wind turbine can be expressed as (Hwas and Katebi, 2012; Heier
and Waddington, 1998):

Pwt = 0.5ρAv3Cp(β, λ) (7)

The maximum power (Pwt ) that can be extracted from the wind
turbine is represented in Eq. (7). ρ is Air density kg/m3, A is the
area swept by the turbine in m2 and v is the wind speed m/s. Cp

Fig. 10. Single diode PV model.

Fig. 11. Wind turbine modeling stages.
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Fig. 12. Wind turbine power coefficient vs. tip speed ratio λ for different pitch
angles β .

is called the power coefficient, introduced to represent the Betz
limit (maximum 59%), where this power limitation is a function
of the tip speed ratio λ and the pitch angle β as can be seen in
Fig. 12.

Cp = 0.5176
(
116
λi

− 0.4β − 5
)
e

−21
λi + 0.0068λ (8)

Cp can be calculated using Eq. (8), where it is highly non-linear
and depends on the pitch angle, wind speed, and the turbine’s ro-
tation speed. To calculate Cp, the value of λi should be calculated
using the following expression (Hwas and Katebi, 2012; Heier and
Waddington, 1998):
1
λi

=
1

λ + 0.08β
−

0.035
β3 + 1

(9)

λ =
ωwtR

v
(10)

where λ is the tip speed ratio, which is the ratio between the
tip speed and the wind speed v (m/s). The tip speed is calculated
by multiplying the turbine rotor speed ωwt (rad/s) by the blade
radius R (m). Observing the relationship between Cp and λ for
different Pitch angles in Fig. 12, the maximum Cp is 0.48 found at
β = 0o and λ = 8.1. This λ is called the nominal.

3.2.1. Permanent magnet synchronous generator (PSMG)
The PMSG having a permanent magnet raises its efficiency

compared to the induction generator that needs excitation with
extra energy supply. The voltage and current equations belonging
to PMSG are shown below (Ko, 2014; Ackermann, 2005; Krause
et al., 2002):
d
dt

id =
1
Ld

vd −
R
Ld

id +
Lq
Ld

piqωm (11)

d
dt

iq =
1
Lq

vq −
R
Lq

iq −
Lq
Lq

pidωm −
λpωm

Lq
(12)

Ld = Lq =
Lab
2

(13)

Ps = vdid + vqiq, Qs = vdiq − vqid (14)

The subscripts d and q represent the direct and quadrature axis
components respectively, s indicates the stator, ωm is the angular
velocity of the rotor, λ is the magnitude of the flux caused by
the permanent magnet of the rotor in the stator phases, ρ is the
number of pole pairs. v and i represent the voltage and current
and R the resistance of the stator. Ld and Lq are the q and d axis

inductances and do not vary for round rotors where they can be
found using Eq. (13), where Lab is the phase to phase inductance.
The active and reactive electrical power of the stator can be found
using Eq. (14). The torque expression of PMSG is given below
(Krause et al., 2002):

Te = 1.5ρ[λiq + (Ld − Lq)idiq) (15)

And the Relation between the torque and rotor angular velocity
is (Krause et al., 2002):
d
dt

ωm =
1
J
(Te − Tf − Fωm − Tm) (16)

dθ
dt

= ωm (17)

where J is the combined inertia of the rotor load, F is the com-
bined viscous friction of rotor and load, θ is the angular position,
Tm is the shaft mechanical torque, Tf is the shaft static friction
torque and ωm is the angular velocity of the rotor(mechanical
speed).

3.2.2. Rectifier
A three-phase uncontrolled diode rectifier is used to convert

the three-phase AC output of the wind turbine into DC. The
output voltage of the rectifier can be described by the following
equations (Hart Danial, 2010):

v0 (t) = V0 +

∞∑
n=6,12,18..

Vn cos (nωot + π) (18)

where the average or dc voltage V0 is:

V0 =
3Vm,L−L

π
= 0.955 Vm,L−L (19)

And Vn which carries the amplitudes of the voltage terms is equal
to:

Vn =
6Vm,L−L

π (n2 − 1)
n = 6, 12, 18 . . . (20)

where v0 is the output voltage of the rectifier, Vm.L−L is the line
to line peak voltage of the wind turbine output, which equals√
2VL−L,rms. The harmonics seen from Eq. (20) are of order 6k +

1, k = 1, 2, 3 . . . where this makes it easy for filters to be
used to eliminate the low amplitude high-frequency components
(Hart Danial, 2010).

3.3. Battery storage

The battery’s dynamic charge and discharge voltage EBatt can
be represented by Fig. 13 and the following equations (Tremblay
and Dessaint, 2009):

Discharge Model (il > 0):

EDischarge = f1 (it , il, i, Exp) = E0 − K .
Q

Q − it
.il − K .

Q
Q − it

.it

+ Laplace−1(
Exp (s)
Sel (s)

.0) (21)

Charge Model (il < 0):

Echarge = f2 (it , il, i, Exp) = E0 − K .
Q

il + 0.1Q
.il − K .

Q
Q − it

.it

+ Laplace−1
(
Exp (s)
Sel (s)

.
1
s

)
(22)

where Eo is constant voltage (V ), Exp(s) is the exponential zone
dynamics (V ), Sel (s) represents the battery mode selection, 0 for
discharging, and 1 for charging, K is the polarization resistance
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Table 2
Solar panel parameters.
Parameters Value

Rated power 160 W
Maximum/Peak voltage 17.9 V
Open Circuit voltage 21.6 V
Maximum/Peak current 8.94 A
Short-circuit current 9.47 A
Current temperature coefficient (0.1 ± 0.01) %/◦C
Voltage temperature coefficient (0.38 ± 0.01) %/◦C
Number of cells Ns 36
Temperature range −40 ◦C to +80 ◦C

Table 3
Wind turbine parameters.
Parameters Value

Rated power 400 W
Rated voltage 12 V
Start-up wind speed 2.5 m/s
Rated wind speed 10.5 m/s
Maximum wind speed 35 m/s
Rated rotation speed 800 r/m
Fan blade quantity 3
Rotor blades diameter 1.2 m

Table 4
Battery parameters (V30-800 Deep Cycle, AGMa).
Parameters Value

Type Lead acid
Fully charge voltage 14 V
20Hr capacity 30 AH
RC (min) 55
CCA 280
Charging current 2 A–10 A
Charging voltage 14.4–14.9 V
Float voltage 13.5–13.8 V

aAbsorbent Glass Mat.

in ohms or the polarization constant in V/Ah. il is the low-
frequency current dynamics (A), and i is the battery current (A).
it and Q refer to the extracted capacity and maximum capacity of
the battery, respectively, both in (Ah). And finally, the following
expression is used:

Exp (s)
Sel (s)

=
A

1
B∗i(t) .s + 1

(23)

A represents the exponential voltage (V ), and B is the exponential
capacity (Ah−1). It should be noted that this model does not take
into account the Peukert effect, where the capacity of the battery
does not change according to the discharge current amplitude.
Also, the model’s parameters are deduced from the discharging
characteristics and are the same for charging (Tremblay and
Dessaint, 2009).

4. Case study

To verify the proposed control scheme, a case study of an
HRES installed on the roof of a building in Kasuga-City, Fukuoka
prefecture, Japan is introduced in this research. The target sys-
tem consists of three PV modules with a total power of (480
W), a wind turbine (400 W), a lead–acid battery (30 Ah), an
inverter, and controllers. Fig. 14 shows the system’s components,
and Fig. 15 shows the wind turbine’s power characteristics. The
technical specifications of the proposed system are reported in
Tables 2–4.

Table 5
Battery charge controller parameters.
Parameters Value

Float voltage set point 13.6 V
Buck voltage set point 14.5 V
DC–DC charge controller Discrete-time-PI based
Proportional (p) 5
Integral (I) 150
Anti-windup gain 1
Control action upper limit 1
Control action lower limit 0
Sample time Inherited
Time constant voltage filter: 0.0001

5. HRES’s MATLAB simulation model

The MATLAB simulation model of the proposed HRES system
and control scheme is shown in Fig. 16. The details of each block
are discussed as follows:

The PV block consists of three PV modules connected in series,
each having a rated power of 160 watts. The detailed I–V curve
and power curve calculated by the model is shown in Fig. 17.
The output of the PV system is connected to a 2200 µF DC link
capacitor.

The wind turbine’s speed–power curve can be seen in Fig. 18,
where the values are in ‘‘per unit’’, in relevance to both the
nominal generator speed and mechanical power. A saturation
block is used to simulate the maximum speed the turbine can
tolerate, and a gain is used to convert the per unit mechanical
torque to its real value. A 2200 µF DC link capacitor is connected
to the output. First the wind speed, pitch angle, and generator
speed are fed to the wind turbine block where the power is
calculated, and the per-unit torque is output. The per-unit torque
is converted to the actual torque by multiplying it with the base
torque, which is calculated in accordance with the rated speed
and power of the wind turbine. The estimated torque is fed to the
PMSG, and the three-phase voltages are generated. The rectifier
converts the three-phase AC voltages into DC. It should be noted
that the output generator speed is fed back into the wind turbine
block after it is converted to its ‘‘Per Unit’’ value. It is done by
dividing its value by the rated rotor speed, which is about 83.77
rad/s (800 rpm).

An Absorbed glass mat (AGM), Lead–acid battery with 30 Ah of
capacity is utilized in the proposed system design. Fig. 19 shows
the model’s output battery discharge characteristics for different
discharge currents.

The proposed model utilizes an IGBT Buck converter for each
of the PV andWind turbine systems. It is modeled by an IGBT/diode
pairs PWM signal controlled, followed by an inductor, a free-
wheeling diode, and a capacitor. The freewheeling diode prevents
any currents from entering from another source. Fig. 20 shows the
proposed control scheme. The upper part is the P&O algorithm
with its initial D, D max, D min and delta D set to 0.7, 0.95,
0.25 and 10−5 respectively, where D is the duty cycle. Both PWM
generators are set to 30000 samples per second and a sampling
time of 5 µs. The lower part of Fig. 20 represents the battery
charge controller with the parameters shown in Table 5. The bulk
Charge voltage is set to 14.5 V and the Float charge voltage to
13.5 Volts as per manufacturer’s recommendation for the battery
(13.5–13.8 V) for Float and (14.4–14.9 V) for Bulk. The model
decides the operating condition by reading the output current
of the inverter’s filter, if it exceeds 0.01A then it is assumed to
be connected and works in the MPPT mode, else it works in the
Battery Charging mode.

The input of the inverter is connected to two 6600 µF ca-
pacitors both used to sustain the DC link’s voltage fluctuations
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Fig. 13. Battery model.

Fig. 14. (1) Wind turbine, (2) Weather measurement station, (3) Data logger, (4) Inverter, (5) PV DC converter and controller,(6) Wind DC converter and controller,
(7) Pyranometer, (8) PV module, (9) Battery.

and harmonics caused by the ON/OFF switching of the buck
converters as well as the changing dynamics of the system. An
IGBT based single-phase full-bridge inverter is connected to an
LC filter and Linear Transformer to filter the inverter’s harmonics
and step up the AC Voltage to the required 110 Voltage.

The LC filter is widely used on the output of PWM inverters
when the target control is the Voltage (Kim and Sul, 2011), where
it is used to filter out unwanted harmonics and to keeping the
Total Harmonic Distortion of the system under the maximum
allowed value. The filter attenuates unwanted ripple waves that
are induced by the inverter’s switching (Kim et al., 2008b). It is
a second-order filter that has a simple configuration; hence, it is
easy to design and works well with no problems. It has to be also
noted that the design of the filter needs a high enough capaci-
tance to improve voltage quality and a high enough inductance
to achieve the target cut-off frequency (El Wahid Hamza et al.,
2015). The cutoff frequency is described by (T.I. Incorporated,
2000; Dahono et al., 1995):

fc =
ωc

2π
=

1
2π.

√
Lf .Cf

(24)

fc is the cutoff frequency of the filter in Hz, ωc is the angular cutoff
frequency in rad/s, Lf is the LC filter inductor and Cf is the filter’s
capacitor. It is recommended in Dahono et al. (1995) to design
the cutoff frequency according to the following relation:

ωc =
1√
Lf .Cf

≤
ωsw

10
(25)

where ωsw is the switching frequency of the inverter, with fsw
being 1620 Hz. The proposed filter has been designed at a cutoff
frequency of 67.9 Hz with an inductance of Lf = 500 µH
and a capacitance Cf = 2200 ∗ 5 µF. A 1000 W, 60 Hz single-
phase linear transformer was used in the proposed model with
(Winding 1) rated at 12 V and (Winding 2) rated at 110 V.

6. HRES simulation results and discussion

To verify the proposed control scheme and model’s perfor-
mance under various working conditions and show the state of
the different voltages, currents, power states, and harmonics of
the system’s components, two different scenarios have been im-
plemented. The first showing the system’s dynamics and control
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Fig. 15. Wind turbine’s power curve.

Fig. 16. HRES’s MATLAB simulation model.

performance under varying weather conditions and the second
showing the different modes of battery charging in changing
system dynamics. The Total Harmonic Distortion (THD) of the
proposed HRES has been calculated, as shown in Fig. 21. It is a
very important factor of power quality related to grid regulations
as well as the load’s nominal frequency design. Even if the sys-
tem is standalone, providing high power quality to the user is
essential.

6.1. System’s dynamics and performance under changing weather
conditions scenario

This scenario has been implemented by varying the tempera-
ture, wind speed, and irradiance reported in Table 6.

Table 6
Scenario 1.
Time (s) Temp ◦C Wind speed m/s Irradiance w/m2

0 25 12.5 700
1.5 35 12.5 700
2 35 10 700
3 35 10 1000
4 35 10 1000

Fig. 22 shows the average power output form the proposed
system by the various sources as well as the load power con-
sumption. The system dynamics begin to stabilize around 0.5 s
from the start of the operation, The average PV power between 1
s and 1.5 s is just below its MPPT which is 335 W at 700 w/m2

−

25 ◦C. The wind turbine power at 12.5 m/s and 10 m/s can be
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Fig. 17. PV module I–V and power curves under different solar irradiations.

Fig. 18. Turbine power characteristics.

compared with Fig. 15, which is the real wind turbine’s power
characteristics, the model’s performance is very close to its pro-
posed power characteristics. This validates the models used for
both PV and wind turbine. It can be observed that after 3.5 s at
steady-state condition, the total power provided by the wind tur-
bine, PV array, and the battery reaches 658 watts and the power
loss is estimated at 58 watts, accounting for the inverter power
loss (<10%) and other losses in the converters and components.
It can also be observed from Fig. 22 that the control system can
extract and track the maximum power from the PV as well as
balancing the power from both the wind turbine and battery
in response to the demand load requirements, under different
irradiance, temperature, and wind speed. Whenever an environ-
mental change or system dynamic occurs, the control system can
quickly balance the power flow of the system. The battery can
offset any drop of energy that the hybrid energy sources cannot
sustain, within a short period of 2 to 4 s.

It can be depicted from Fig. 23 that the Total Harmonic Distor-
tion is well under 1% in a steady-state condition, which is below
the IEEE standard 514 limits (IEEE Recommended Practice and
Requirements for Harmonic Control in Electric Power Systems,

2014), where it can converge to that under system changing
dynamics, but can go above it during transient states. I can also
be observed that the developed inverter control scheme stabi-
lized the output voltage at the correct voltage range at 110 V
RMS. Fig. 24(a) represents the output voltage and current wave-
forms. The clear sinewave form represents the low harmonics
and high-power quality in the proposed system, as well as the
60 Hz, rated frequency. Fig. 24(b) shows the battery dynamics,
where it was charging when there was enough renewable en-
ergy and compensating for the energy needed when the wind
power decreased. Fig. 24(c) shows the buck converter controller’s
duty cycle, tracking the maximum power point, where the con-
troller always converges to the required duty cycle whenever
a change in the system state occurs. The observed oscillations
in the duty cycle are related to the duty step specified in the
perturb and observe the algorithm: the smaller the duty step size,
the less steady-state oscillation, and slower divergence speed.
Fig. 24(d) shows the PV array outputs, the fluctuations in voltage
and current are due to the MPPT controller, and the DC bus
bar fluctuations, where the PV power oscillates at the Maximum
Power Point showing that the controller successfully tracked the
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Fig. 19. Battery discharge characteristics.

Fig. 20. MPPT and battery controller model.

Fig. 21. Total harmonic distortion.

MPP. It can also be noticed that the increase in PV power is caused
by an increase in the PV current output, where the PV voltage
change remains under a smaller range.

6.2. Float & bulk charging scenario

This scenario has been set to test the battery charger’s bulk
and float modes. The Bulk mode fixes the DC bus bar’s voltage
at 14.5 V to enable faster charging when the SOC is below 85%,
and there is no load connected. The float mode gives the battery

a small charging current enough to keep it around the required
maximum range as compared to the bulk mode, where the refer-
ence float voltage is set to 13.6 V. Table 7 shows the scenario for
both float and bulk charging. For the Bulk scenario, the SOC of the
battery starts at 79% and 86% for Float. The inverter and load have
been disconnected to allow for more simulation time, as this sce-
nario assumes no load. It can be observed from the bulk charging
scenario in Fig. 25 that the charge controller can hold the voltage
to the required 14.5 V range under changing weather conditions.
It is clearly stated that the current is in the correct charging
range according to the battery’s manufacturer’s recommendation
(2–10 Amp) (V30-800 Deep Cycle, 0000), although it fluctuates
above 10 A. The fluctuations in the voltage and current are due
to the variation of the duty cycle of both buck converters. The
controllers dissipate the extra power that the system produces
by reducing the duty cycle of the buck converters.

Fig. 26 shows that the float mode can sustain the voltage in
the correct range as suggested by the manufacturer (13.5–13.8
V) (V30-800 Deep Cycle, 0000). The buck converters dissipate
the extra energy to prevent the battery from overcharging. The
SOC of the battery is increasing far slower compared to the BulK
mode. The higher the battery’s voltage gets, as the battery charge
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Fig. 22. Overall system dynamics.

Fig. 23. Final voltage output RMS value and THD.

Fig. 24. (a) Output voltage and current waveform, (b) Battery SOC, voltage and current (c) MPPT duty cycle control, (d) PV power, voltage and current.

increases, the slower the charging rate gets. The fluctuations in
float voltage set around 13.6 V are due to the fact the converters
try only to allow a fraction of the renewable energy through and
dissipate the rest in terms of heat energy.

The First Scenario demonstrated the validity of the model
and control of the PV, wind, and Battery systems, as well as
the converters and inverter. The output powers of the PV ar-
ray and wind turbine were according to their proposed values
shown in Section 4. The output voltage frequency, magnitude, and
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Fig. 25. Bulk charging scenario.

Fig. 26. Float charging scenario.

Table 7
Float & bulk charging scenario.
Time (s) Temp ◦C Wind speed m/s Irradiance w/m2

0 25 5 500
15 25 8 700

harmonic levels shown in Figs. 23 and 24(a) were as proposed
in the inverter control scheme. The results also demonstrated
the performance of the MPPT for the PV system, where it was
able to reach the maximum power point at different irradiances
and temperatures; however, there were oscillations and energy
lost. The oscillation in the PV array output is heavily affected
by the wind turbine’s converter and the inverter connected to
the system, as the continuous ON–OFF switching causes a lot of
harmonics and affects the PV array output. It is essential when
designing a standalone hybrid energy system to take the whole
design into account. P&O might not lead to high oscillations if
the PV array operated alone without the wind turbine. But in
a hybrid system, the controllers should be more optimized and
finely tuned to work in cohesion with each other. The second

scenario demonstrated the proposed battery control schemes us-
ing the buck converter of both the wind turbine and PV array,
were both float and buck voltages were achieved and sustained
under changing weather conditions. It should be noted that the
LC filter used at the battery, absorbs the current and voltage
fluctuations of the battery during charging and discharging, and
sustains the current in the required range. The wind turbine’s
simulation results showed good performance as it shares the
same P&O MPPT as the PV array as well as the PI voltage control
for the battery charging control, although it could be optimized
further by more advanced control and MPPT tracking which was
not taken into account in this research. The system should also be
further optimized for extreme cases at very high and low renew-
able energy produced to ensure reliability and good performance
for a wide range of cases. Finally, the filters used in the proposed
design have achieved the purpose of reducing the harmonics in
the system but can be further optimized to reduce cost.

7. Conclusion

In this paper, the control of a building integrated, standalone
PV, and wind-turbine hybrid renewable power system with bat-
tery storage was presented. First, the main control layers were
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discussed; P&O was used for MPPT for both the wind turbine and
PV system, and PI control was used to control both the battery
charging and inverter of the system. The system was modeled
and simulated with MATLAB-Simulink, and the detailed com-
ponents simulation and control implementation were discussed
and presented thoroughly. The simulation results demonstrated
the adequate performance of the proposed MPPT and battery
charging control, as well as the inverter control implemented.
Effective tracking of the MPP of the PV array was shown in the
previous section, and the fluctuations seen in the PV output were
discussed. Battery control was successfully achieved using the
Buck converters of both the wind turbine and PV array, where the
controllers were able to achieve the required charging voltages
in float and bulk modes and dissipate the extra energy, without
needing a specific converter and controller for the battery nor
needing a dumb-load. The output power quality was achieved
according to standard, and the correct voltage level was main-
tained using PI control of the Inverter. While other researches
implement PV MPPT in a more simplified environment, it is
important to show the performance of the MPPT under a de-
tailed system simulation, especially in a hybrid system, where
the MPPT and converter design should take into consideration the
detailed system dynamics. The reduction and optimization of the
filters used in this setup will also be taken into consideration for
more price reduction while sustaining the required performance.
Finally, optimizing the control parameters to be finely tuned
for an extensive case of scenarios as well as different testing
configurations and MPPT algorithms will be developed in future
research.

However, the big challenge facing residential HRES like that
we discussed in this paper is their economic viability and cost-
effectiveness. Rather, cost-conscious policymakers often remain
reluctant to invest financial resources in this area. Despite limited
incentives provided by the local governments such as Feed-in-
Tariff and J-Credit to compensate for the capital investments
of a number of large-scale commercial and independent power
producers, there are not any major regulatory efforts that have
focused specifically on the promotion of the hybrid residen-
tial microgrids in Japan. Providing long-term policies and effec-
tive incentive strategies lead to the widespread deployment of
residential microgrids in the whole country. The demonstration
programs like that we discussed in this paper will help the
government to set the long-term goals and an initial foundation
for microgrid development in cities. Based on the detailed tech-
nical insights obtained from this study, the economic benefits of
the proposed HRES for customers, utilities, and society can be
evaluated, and then policies can be implemented to ensure the
hybrid residential microgrid owner receives incentives or other
support to monetize those benefits.
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