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Panel Survey to estimate the causal effect of undernourishment on later-life health. 

We develop a Two-Sample Instrumental Variable (TSIV) estimator that can deal with 

heterogeneous samples. We find a non-linear relationship between mortality rates, a 

commonly used famine indicator, and the individual hunger experience. The nonlinearity in 

famine exposure may explain the variation in the famine’s effect on later life health found 

in previous studies. We also find that exposure to famine-induced hunger early in life leads 

to worse health among females fifty years later. This effect is much larger than the reduced-

form effect found in previous studies. For males, we find no impact.
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1 IntroductionA large number of observational studies have demonstrated that health and economic dispar-ities may have roots early in life. This relationship has been shown in studies that examinethe association between birth weight and later-life health and socioeconomic outcomes, aswell as from studies that use “natural experiments” that cause some individuals (the treated)to be more likely to be affected by adverse conditions than others (the controls). In naturalexperiments, researchers mostly use contextual factors at an aggregate level to proxy forindividual circumstances early in life. Examples of natural experiments include epidemics(Almond, 2006), economic conditions (Van den Berg, Lindeboom, and Portrait, 2006) andfamines (Chen and Zhou, 2007; Lumey, Stein, and Susser, 2011). This paper adds to thisliterature by looking at the long-run consequences of actual exposure to hunger early in life.In empirical applications, there are often limits to using aggregate indicators as a proxyfor individual conditions. First, being born when the event in question took place is notequivalent to actually being exposed to adverse conditions. For example, researchers haveused famine in a region as a proxy for being exposed to hunger. However, living in a food-deprived area is not equivalent to actually experiencing hunger, even if the famine’s timingand location are precisely known. Wealthier households may still have sufficient food, or someparts of an exposed area may be less affected by the famine. Also, there is often uncertaintyabout the location and timing of the famine. For instance, the famine may be preceded by aprolonged period of food insecurity, so it is not always clear when the famine started. Moststudies rely on historical evidence about the famine’s evolution, and in some cases (such asthe Chinese Famine), there may be conflicting information from historical sources. In thesecases, researchers have limited information to justify the choices underlying their empiricalapproach, how they define the “treatment” period, which famine indicator they use, or thefunctional form of the parametric model. Without information on actual exposure amongthe survivors, the estimates are, at best, attenuated intention-to-treat (ITT) effects, butthey may be biased. 2



One solution is to use more granular data about hunger prevalence, such as excess mor-tality rates or food prices. But these may also be imperfect proxies for the nutritionalenvironment, since they may not include informal trade systems or other contextual factorsthat affect mortality rates and exaggerate (or attenuate) the intensity of the famine. Theother alternative is to use actual hunger experience. Recently, this information has becomeavailable in a few data sets, such as The Survey of Health, Ageing and Retirement in Europe(SHARE) and the Chinese Family Panel Survey (CFPS). These data resolve uncertaintyabout the precision of famine proxies and may aid in providing causal evidence about thetreatment effect of actual hunger exposure on later life outcomes. The data richness is asignificant advantage when studying the long-run impacts of early childhood conditions. Inthis paper, we use hunger recall information to estimate the effect of undernourishment earlyin life on health, measured by the Metabolic Syndrome Index (Hoynes, Schanzenbach, andAlmond, 2016). We develop a Two-Sample Instrumental Variable (TSIV) method that re-laxes the homogeneity assumption in standard TSIV methods and can deal with two samplesfrom different populations.In a recent paper, Van den Berg, Pinger, and Schoch (2016) developed a TSIV approachto examine the causal effect of early-life hunger exposure on later life health outcomes amongSHARE respondents from 3 European countries. They estimate the strength of the asso-ciation between the famine and actual hunger, and the effect of hunger on height. Hungerrecall information is also imperfect because those experiencing hunger at very early ageshave much less hunger recall than respondents who were older during the famine. To avoidthis problem, Van den Berg, Pinger, and Schoch (2016) use another sample of older siblingswith more reliable hunger recall information to measure the association between the famineand hunger experience.The idea of combining two samples can be traced back to Angrist and Krueger (1992)and was further developed in Inoue and Solon (2010). Two-sample methods implicitly as-sume homogeneity between the two samples. However, this homogeneity assumption may3



not always be satisfied in practice. For instance, in a study on intergenerational income mo-bility Björklund and Jäntti (1997) use independent samples of fathers and sons. Likewise,Currie and Yelowitz (2000) look at the effect of public housing participation on housingquality and educational attainment of children and combine information from CPS on pro-gram participation with census data on outcomes. In both applications the sample momentsof the common variables differ significantly across the two data sets being combined. Inour context, very young children are, in general, frailer than older children, adolescents andprime aged adults. Therefore, very young children surviving a famine are more likely to havebetter biological traits or to come from more affluent families than their older counterparts.As a consequence, for the primary sample of those who are exposed early in life, the dis-tribution of observed and unobserved confounding factors, is likely to be different from thedistribution in the second (auxiliary) sample of older individuals. If there is heterogeneityin confounding factors, our estimates of the causal effect will be biased when the parametricmodel is misspecified.Van den Berg, Pinger, and Schoch (2016) solve this by using discrete instruments andcovariates and stratifying the samples into a finite set of homogeneous subsamples. Whenthe famine’s start and end are not precise, or if there is substantial variation in the famine’sintensity across regions, one may want to rely on continuous instruments such as excessmortality rates or prices. Researchers would prefer a method that accommodates continuousinstruments and covariates.To combine information from two different samples in a robust way, we propose a two-step approach. In the first step, we use a non-parametric method to balance the primary andthe auxiliary sample. In the second step, we apply a two-sample IV method. The first stepdecreases the model dependency on functional forms of the parametric causal inference in thesecond step. We show that the estimator in the matched sample yields unbiased estimates ofthe analogous regression coefficients in the population of the primary sample. Importantly,our results are valid for continuous treatment variables and continuous instruments. Monte4



Carlo simulations show that all estimators perform well in terms of bias when the firststage is correctly specified. In this scenario, traditional two-sample estimators (TSIV andTSTSLS) perform much better on efficiency. The two-step two-sample estimator proposedhere performs much better than the other estimators when the first stage is misspecified.Using the two-step method, we reexamine the long-run health impact of the Great Chi-nese Famine. The Great Chinese Famine has been studied extensively. Early studies (Chenand Zhou, 2007; Almond, Edlund, Li, and Zhang, 2010) documented substantial effects onheight, wealth, and cognitive function in later life. On the other hand, there are also studiesthat find no effects (see e.g. Kim, Fleisher, and Sun (2017), Meng and Qian (2009) and Xu,Li, Zhang, and Liu (2016)). These differences may be the result of different studies exploit-ing different historical sources and using different instruments. We focus on individuals bornduring or shortly before the famine (1957–1962). Unlike previous Chinese famine studies, weuse hunger recall information and supplement the primary data set with a second sample ofmuch older individuals born between 1910 and 1947. For these older cohorts, hunger recallerror biases are less of a problem. We use this second (auxiliary) sample to estimate theeffect of famine exposure on the probability of reporting hunger.We use nearest-neighbor matching to homogenize the distributions of covariates in thetwo samples and examine the relationship between famine exposure and the probability ofreporting hunger. Virtually all previous papers estimate reduced form relationships betweenlater life health and famine indicators, thereby implicitly assuming a linear relationship be-tween famine indicators and actual hunger exposure among the survivors. We find thatthe linear approximation for the first stage does not fit the data and requires a logarithmictransformation of excess mortality rates (EDR) to make the relationship linear. The non-linear relationship between EDR and hunger experiences has consequences for the previouscontributions in the Chines Famine literature that estimated reduced-form models that werelinear in the instruments. Next, we estimate the impact of hunger on an index of metabolicsyndrome and find that early-life hunger for females leads to a 0.4 standard deviation in-5



crease in later life metabolic syndrome. This number is much larger than previous estimatesin the literature. For males, we find much smaller and insignificant effects.Our analysis makes four important contributions to the literature on long-run effects. Weare the first study on the Chinese famine to provide evidence on the strength of the famine-hunger association. Our first stage results also validate the commonly used instrumentsin this literature to proxy undernourishment. We find a strong association between theaggregate famine indicators and reported hunger experience. However, this association isnot a simple linear relationship. This nonlinearity might explain some of the conflictingfindings in the literature. Second, we adapt the standard two-sample instrumental variablemodel to deal with heterogeneous samples. We propose using a non-parametric method toprocess the data before the parametric econometric analyses. Monte Carlo simulations showthat estimates are less model-dependent when preprocessing balances the primary and theauxiliary samples.Third, we provide new evidence on the long-run impact of early-life hunger experiences.All but one of the previous papers in this area used reduced-form approaches that includefamine indicators rather than actual hunger experience. They thus estimate intention-to-treat (ITT) effects. We show that in the Chines famine, the causal treatment effects are muchlarger than the intention-to-treat effects found in this literature. Finally, our paper discussesthe exclusion restriction required in IV famine studies. In our context, where we aim to assessthe effect of undernourishment and use hunger recall information, we have to assume thatthe famine affects children only via hunger, and that there are no other channels. Althoughthe famine’s primary impact is food restriction, we cannot exclude other potential impactssuch as stress and/or infectious diseases that often accompany famines. Thus, it is likelythat the exclusion restriction is violated. Violations of the exclusion restriction are relevantwhen interpreting reduced-form ITT estimates. We adopt a recently proposed exercise thatbounds the treatment effect under weaker assumptions (i.e., that relaxes the strict exclusionrestriction Conley, Hansen, and Rossi, 2012). Our bounding exercises shed light on the6



nutrition contribution of the famine’s impact relative to all other potential channels. Weconclude that our main results hold under much weaker assumptions.The remainder of the paper is structured as follows. Section 2 briefly describes the histor-ical background, institutional setting, and important features of the Great Chinese Famine.In section 3, we describe the data sets we use in this study and discuss our malnutritionindicator and our outcome variables. Section 4 introduces the framework, discusses identifi-cation assumptions and presents the results from model simulations. In section 5 we applythe method to estimate the causal effect of famine induced undernourishment early in lifeon later life health.2 Background and Prior Research2.1 The Great Chinese FamineThe Great Chinese Famine occurred from 1958 to 1961 and is widely considered “the worstfamine in human history”. During the Famine, at least 16.5 million individuals perished inrural areas (see Sen, 1981; Ravallion, 1997).Since 1949, the central government adopted the Stalinist development model, which em-phasized investment in industrial sectors. The rural sector had to provide resources forinvestment and raw materials for production. To accommodate high investment in industry,the government initiated a large scale land reform, followed by an aggressive collectiviza-tion policy. During the land reform period (1950–52), redistribution of landlord-held landand other property boosted agricultural production. Major indicators of productivity in therural sector, such as grain and cotton outputs, had double-digit growth rates during thisperiod. Collectivization of the rural sector followed immediately after this rapid growthperiod. It started with the “Five-Year Plan” (1953–57), in which peasant households wereorganized into agricultural producers’ cooperatives. This reform dramatically slowed agri-cultural growth rates. 7



On the eve of the famine, the central government in China controlled food production,distribution, and consumption. Approximately 80% of the population worked in the agricul-ture sector. Grain was harvested and stored communally, and private stores of grain wereprohibited. The central government procured grain produced in rural areas from communaldepots after the fall harvest. Procured grain was fed to urban workers, exported to othercountries in exchange for industrial equipment and expertise, and stored in reserves as insur-ance against natural disasters. The grain retained by the rural regions was used to feed thepeasants in communal kitchens, which were established so that the collective could controlthe preparation and consumption of food. Furthermore, the government prevented peasantsfrom migrating and, consequently, peasants could only consume the food distributed to theircollective.There is a consensus in the literature that the Great Chinese Famine was a direct conse-quence of Mao’s Great Leap Forward, an economic and social campaign led by the ChineseCommunist Party from 1958 to 1961 (Kung and Lin, 2003; Meng, Qian, and Yared, 2015).During the campaign, the political climate encouraged provincial leaders to overstate grainproduction and even export grain to signal the success of Mao’s Great Leap Forward (seeMeng, Qian, and Yared, 2015). Despite a severe shortage of food, China was a net grainexporter in 1960 (Yao, 1999; Lin and Yang, 2000).2.2 Relevant Features of the FamineThe famine lasted until 1962, but some researchers have argued (see Tan, Zhibo, and Zhang,2015, for an example) that birth and death rates in some provinces had already returned tonormal levels by 1961. The precise end date for the famine is not clear for all provinces. Withhunger recall data from the CFPS, we can address this issue in more detail (see section 3).The famine also featured considerable variation in severity across regions. In 1960 deathrates for two adjacent provinces could differ by more than five-fold. For instance, in 1960the province of Anhui had a death rate of 1.84%, while the neighboring province of Jiangsu8



had a death rate of 0.29%.Figure 1. Average and Spatial Variation in Famine Severity
0.2.4.6.8 Cross-Province SD/Mean510152025Deaths per 1,000 1950 1960 1970 1980 1990 2000Year Mean Mortality RatesCross-Province SD/Mean(a) Province-level mortality rates

.2.25.3.35.4 Cross-County SD/Mean.6.811.21.4Cohort Size / Avg County Cohort Size 1950 1955 1960 1965Year(Birth Year)Cohort Size RatioCross-County SD/Mean(b) County-level survivor birth cohort sizesNotes: Figure 1a: The solid line plots mean mortality rates, which are average mor-
tality rates across provinces in each year. The dashed line is the standardized variance
in mortality rates across provinces in year t. Figure 1b: The solid line plots the de-
trended 1% size of the birth cohort born in year t. The dashed line is the normalized
cross-county variance in birth cohort sizes. Source: Meng, Qian, and Yared (2015)To better depict the variation in severity across regions during the Great Chinese Famine,we present some graphical evidence from Meng, Qian, and Yared (2015). Figure 1a plotsaverage mortality rates and the normalized variance in mortality rates over time (the cross-province standard deviation divided by the cross-province mean). The figure shows thatduring the famine (denoted by the two vertical lines), both mean mortality and the variancein mortality rates spiked. Our empirical strategy exploits the variation in famine inducedmortality rates across provinces. Figure 1b provides complementary county-level evidence.The figure plots mean and cross-county standardized variance in cohort size. This figureshows a clear drop in cohort size and increased variance during the famine.2.3 Selected Famine StudiesFor an overview of famine studies, we refer to Van den Berg and Lindeboom (2018). Here wehighlight the results from the two most widely studied famines: the “Dutch Hunger Winter”famine and the Chinese Famine. The Dutch Hunger Winter (December 1944–April 1945)9



famine is the most studied famine in the epidemiological and demographic literature. Thefamine has a number of features that are advantageous for researchers: it arrived unexpect-edly, lasted for a short period, and took place in a relatively stable society with thoroughdata collection. Studies using this famine found effects on blood glucose levels, diabetes,severe obesity, high blood pressure (hypertension), and schizophrenia (See Lumey, Stein,and Susser (2011) for an excellent review). Scholte, van den Berg, and Lindeboom (2015)find negative effects of the famine on labor market outcomes and hospitalization outcomes.The Great Chinese Famine is the second most used famine in the literature on the long-run effect of exposure early in life. Li and Lumey (2017) provide an extensive review andmeta-analysis of the medical and epidemiological research. They conclude that the litera-ture has found effects for overweight, type 2 diabetes, hyperglycemia, metabolic syndrome,and schizophrenia. However, most studies vary substantially in exposure definition, controlselection, and analytical methods. When controlling for these differences, they concludethat “most effects commonly attributed to the famine can be explained by uncontrolled agedifferences between exposed and control groups”. This is in line with Xu, Li, Zhang, andLiu (2016), who find that estimates of the famine effects are sensitive to the choice of healthindicators, measures of famine severity, and regression model specifications. One of theearliest economics papers (Chen and Zhou, 2007) finds substantive effects for height, laborsupply, and earnings. Their findings are confirmed by Meng and Qian (2009). Almond,Edlund, Li, and Zhang (2010) look at the effect of famine exposure on literacy, labor marketstatus, wealth, and marriage market outcomes. They find that exposed women marry laterand have less educated spouses. They also find evidence for the Trivers-Willard hypothesisthat the sex-ratio of the offspring of exposed parents favors daughters. Few economic studiestarget specific chronic conditions such as diabetes and hypertension. One exception is Kim,Fleisher, and Sun (2017). They do not find effects on chronic diseases such as hypertension.10



3 Data3.1 Hunger RecallOur main data come from the China Family Panel Study (CFPS), a large-scale, nationallyrepresentative panel survey conducted by the Institute of Social Science Survey at PekingUniversity. Currently, four waves are available, 2010, 2012, 2014, and 2016. The baselinewave (hereafter CFPS-2010) is collected through a multistage probability sampling procedureand consists of 14,798 households. All adults living in the household are interviewed, leadingto a total sample of 34,425 adult observations.Similar to the SHARE survey, the CFPS-2010 survey included a question on hungerrecall. The survey asked: “Have you experienced starvation for more than one week? Ifso, when did it start, when did it end1, and where did it happen?” Since the question onlyrequires the experience to last more than one week, we don’t know how many weeks intotal respondents have experienced food shortage in each year. Note that the Great Chinesefamine was not explicitly mentioned in the questionnaire. Therefore, respondents were notprimed towards a specific answer. The non-response rate for the hunger experience questionis very low (about 0.055). This is similar to the non-response rate in the SHARE survey.Most of the hunger experiences happened during the Great Chinese Famine, which occurredmore than 50 years before the survey. Hunger responses related to the great Chinese famineare likely to be subject to recall bias, especially for respondents born close to the famine.Figure 2 supports this suspicion.The figure displays the fraction of individuals in the raw data who report hunger asa fraction of those who were alive during the famine period. The horizontal axis is therespondent’s age in 1962; the vertical axis is the fraction of individuals who experiencedhunger during the famine (1958–1962). The fraction of hunger recall increases with ageduring the famine and stabilizes at about 30 percent after age 12.2 We see no gender1The public data only provides information at the year level.2Several validation studies match recall data with actual outcomes and find that the recall data is reliable11



Figure 2. Probability of Reporting Hunger Conditional on Famine ExposureExposedSample0.1.2.3.4% Reporting Hunger (by gender) 0 5 10 15 20 25 30 35Age at 1962 (end of the famine) MaleFemaleNotes: The exposed sample includes individuals who were born between 1958–1962.differences in reports of hunger during the famine period. Our primary sample containsindividuals born before and during the famine, whose own recall of malnutrition aroundbirth and in the first years of life is likely to suffer from significant recall bias. To overcomethis problem, we follow the idea introduced by Van den Berg, Pinger, and Schoch (2016) touse recall information from individuals who experienced the famine at an older age to proxyfor actual hunger exposure for individuals in the primary sample.3.2 The Primary and Auxiliary Sample and Summary StatisticsThe primary sample includes individuals born between 1958 and 1962 and who lived in ruralareas. After dropping individuals with missing information on the outcome variable (seebelow), we are left with 958 males and 972 females from 27 provinces. Very few peoplemigrated during the famine (Chen and Zhou, 2007). This is also true for our sample ofpeople living in rural China: only 4% live outside their province of birth at the time ofthe interview. For the reported health outcome, we pool data sets from the first threeCFPS waves (CFPS-2010, CFPS-2012, and CFPS-2014).3 We look at three chronic diseases:hypertension, diabetes, and obesity. The first two conditions are derived from the question
when individuals reach adult ages (see, for example, O’malley, Bachman, and Johnston (1983) on teen
drinking behavior).3The fourth wave, CFPS-2016, does not collect information on some of the health conditions we need for
our health index (hypertension, diabetes, and height).12



“Has a doctor ever told you that you suffer from…”. Obesity is defined as a body mass index(BMI) exceeding 29. We used self-reported height and weight to calculate BMI. We constructa Metabolic Syndrome Index by grouping information on all three chronic conditions. Theindex is the average of the standardized z-scores for each component. High values of theindex are associated with worse health.To construct an auxiliary sample that is less susceptible to recall bias, we select femalesborn between 1910 and 1947, aged 15–52 in 1962. If the female in the auxiliary sample is themother of the individual in the primary sample, we include this observation as a proxy forthe individual’s hunger exposure. 10% of the matches are between the individual from theprimary sample and his/her mother. For the remaining individuals in the primary sample,we match on the village of birth (or if not available, county of birth, or province of birth)and next on age and literacy.We report summary statistics for the primary and auxiliary samples in Table 1. PanelA reports summary statistics in the primary sample for the main outcome and age andliteracy status for the individual’s mother. We report summary statistics for the healthoutcomes collected in CFPS2010, CFPS-2012, and CPFS-2014 in Panel B. Panel C reportssummary statistics for the auxiliary sample (born between 1910 and 1947). We use the sameauxiliary sample for the male and female sub-samples. Comparing the primary sample withthe auxiliary sample, we see that mothers’ literacy rates in the primary sample are muchlower than mothers’ literacy rates in the auxiliary sample. We also see that mothers in theauxiliary sample are about six years older than the mothers of individuals in the primarysample. This invalidates classical two-sample IV methods. Below we present our two-sampleIV method that can be applied when the two samples have different distributions of observedand unobserved characteristics. 13



Table 1. Summary StatisticsFemale sample Male sampleObs. Mean SD Obs. Mean SDPanel A: Primary sample - basic informationAge at 2010 958 50.40 1.88 972 50.59 1.88Mother literate 958 0.15 0.36 972 0.18 0.39Mother birth year 958 1931.39 7.26 972 1931.03 7.67Father literate 958 0.44 0.50 972 0.44 0.50Father birth year 958 1928.53 7.72 972 1928.18 8.33Panel B: Primary sample - health outcomesHypertension 2522 0.04 0.19 2618 0.02 0.15Diabetes 2522 0.01 0.10 2618 0.01 0.09Obesity 2522 0.04 0.21 2618 0.04 0.19Metabolic syndrome(index) 2522 0.02 0.64 2618 -0.02 0.54Panel C: Auxiliary sampleMother literate 3682 0.24 0.43 3682 0.24 0.43Mother birth year 3682 1925.88 15.58 3682 1925.88 15.58Father literate 3682 0.47 0.50 3682 0.47 0.50Father birth year 3682 1923.04 15.82 3682 1923.04 15.82Notes: Author’s tabulations of CFPS-2010, CFPS-2012, and CFPS-2014. Panel A summarizes back-
ground information for individuals born in rural area between 1957 and 1962. Panel B pools chronic
conditions data from three waves of CFPS. The Metabolic Syndrome Index is the z-score from sub-
tracting the mean and dividing by the standard deviation. Both the mean and standard deviation are
calculated using the analysis sample (individuals born between 1957 and 1962 in all three waves of
CFPS). High values of the index are associated with worse health. Panel C displays the background
information in the auxiliary sample, which includes all individuals born prior to 1947.4 Two-Sample IV Models with Heterogeneous Samples4.1 ModelMany researchers have used data combination methods to identify the causal effect when nosingle sample contains all relevant variables (see Ridder and Moffitt, 2007, for a review). Mostempirical applications of two-sample methods implicitly assume homogeneity between theprimary sample and the auxiliary sample. Table 1 in section 3 showed substantial differencesin age and literacy status between the (proxy) mothers in the primary and auxiliary samples.Ignoring that these samples differ in important ways will result in first-stage estimates that14



are not relevant for the primary sample and thus irrelevant for the treatment effect in thesecond stage (in the primary sample). We consider the following general framework:
Yi = ψ(Di, Xi, Ui), (1)where Di denotes severe hunger during childhood for individual i, Yi denotes health in adult-hood. Xi denotes a vector of observed covariates. We are interested in the causal effect ofhunger experiences in early life (D) on later-life outcomes (Y ). There are a number of chal-lenges to identifying the causal effect: D is likely to be endogenous, and D is systematicallymisreported or not in the same sample as Y . To solve the endogeneity problem, researchersusually instrument D with a contextual factor (Z) and estimate the intention-to-treat (ITT)effect. For instance, researchers have used being born in a famine-stricken area or excessmortality rates in an area as an instrumental variable for undernourishment early in life.When Z and D are in the same sample, the local average treatment effect can be es-timated using two-stage least squares (TSLS) or Instrumental Variable (IV) techniques.Mogstad, Torgovitsky, and Walters (2019) show that when Z is not a binary variable, theTSLS estimator can be understood as a weighted local average treatment effect with someadditional monotonicity assumption. In practice, researchers often use a linear instrument-exposure model. From Vansteelandt and Didelez (2018) and Buja, Brown, Berk, George,Pitkin, Traskin, Zhang, and Zhao (2019), we know that the TSLS estimator is consistenteven when the relationship between the treatment and the instrument is misspecified.With variables in two different samples, we can use the primary sample to estimate thereduced-form equation and the auxiliary sample to estimate the first-stage equation. In ourstudy, we use the sample of children born during the famine to estimate the reduced-formequation that relates Y to Z. The auxiliary sample of adults during the famine is usedto estimate the relationship between D to Z (the first-stage equation). Although TSLS isrobust to model misspecification in the one-sample setting, this robustness property does not15



carry over to the two-sample setting Angrist and Krueger (1992). As has been pointed out byGraham, Pinto, and Egel (2016), early applications all (implicitly) assume that both samplesare random samples from the study population (i.e., the samples are “compatible”). Whenthe “compatible” assumption is not met, both TSIV and TSTSLS estimates are biased.Our study uses children born during or shortly before the famine to estimate the reducedform equation and people who were already adults to estimate the first-stage equation. Themortality impact of a famine at very young ages is likely to be different from the mortalityimpact at adult ages. Therefore, the famine will affect different cohorts differently, resultingin differential mortality selection across different cohorts. Further, young children survivingthe famine are more likely to come from families with favorable biological traits and/or(wealthier) families with better access to food. Table 1 showed that there were substantialdifferences between the distribution of covariates in the primary sample and the auxiliarysample. Two-sample estimates using the original (i.e., raw unbalanced) samples are thereforebiased.Ho, Imai, King, and Stuart (2007) propose preprocessing the data with matching methodsto balance the treatment and control group to reduce the problem of model-dependent causalestimates. Similarly, we adopt a two-step approach to address heterogeneous samples in twosample settings. In the first step, we employ non-parametric preprocessing, such as nearest-neighbor matching, to balance the covariate distributions between the primary sample andthe auxiliary sample. In the second step, we perform a parametric (or semi-parametric)analysis using the primary sample and the matched individuals from the auxiliary sample.The simplest way to understand our approach is to consider one-to-one-exact matching. Thismatches each individual in the primary sample to a close match in the auxiliary sample. Af-ter the matching procedure, the preprocessed auxiliary sample is balanced with the primarysample, with any unmatched auxiliary units discarded. With all units in the primary sam-ple matched, this procedure eliminates dependence on the functional form of a parametricanalysis in the second step. As a result, misspecification in the second step is less likely to16



be a source of bias. In Appendix A.1, we show that the proposed two-step estimator (in theremainder referred to as the two-step-TSTSLS or two-step-TSIV) yields unbiased estimatesof the analogous regression coefficients in the population of the primary sample.Graham, de Xavier Pinto, and Egel (2012); Graham, Pinto, and Egel (2016) develop amethod of Inverse Probability Tilting (IPT) that uses propensity score estimates, and nextapply a weighting estimator.4 The propensity score is then used to reweigh the auxiliarysample. In this paper, we pursue an approach that uses matching as a preprocessing ofthe data to balance the auxiliary and primary sample. It is well known that the matchingapproach has the disadvantage that part of the data will not be used, which causes ineffi-ciency. However, recent literature (see, for instance, Armstrong and Kolesár, 2021) arguesthat matching is to be preferred when the conditional expectation function is not smoothenough. In that case, putting positive weight on observations other than the closest in-creases the bias too much, while one-to-one matching minimizes the bias. This observationalso echoes early simulation results from Busso, DiNardo, and McCrary (2014), who showthat matching methods outperform re-weighting when the overlap is sufficiently poor. Thetheoretical justification of the trade-off between matching and weighting can also be found inHirshberg and Wager (2017); Kallus (2020). We don’t want to repeat these arguments. In-stead, we perform simulations in the section below to show the advantage and disadvantagesof our estimator.4.2 Monte Carlo SimulationsWe performed two sets of Monte Carlo simulations to compare the performance of our two-step-TSTSLS estimator with the TSIV, the TSTSLS, and the IPT estimator.5 Below weprovide the general findings of these simulations. More detail can be found in Appendix A.3.In the first set of simulations, we vary the degree of overlap in the distribution of X inthe primary and auxiliary sample and, at the same time, vary the degree of misspecification4Similar concepts have been developed and extended by other papers (Imai and Ratkovic, 2014).5Simulations with a two-step-TSIV gave very similar results.17



in the first stage regression. The simulations show that all estimators perform well in termsof bias when the first stage is correctly specified. In this secenario traditional estimators(TSIV and TSTSLS) perform much better on efficiency. The two-step-TSTSLS estimatordoes not use the information of all data points and therefore has much lower efficiency. Thetwo-step-TSTSLS performs much better than the other estimators when the first stage ismisspecified.In the second set of simulations, we fix the overlap (we take it as poor) and vary the degreeof misspecification in the first stage equation. These simulations show that when we graduallyincrease the degree of misspecification, the performance of the TSIV, the TSTSLS, and theIPT estimators deteriorate quickly. The two-step-TSTSLS estimator performs relativelywell. The IV estimate can be understood as the ratio of the intention to treat estimate andthe first stage estimate. Therefore, misspecifications in the first-stage regression translateinto relatively large biases. Similarly, misspecifications in the first stage will increase the biasof the TSTSLS. The simulation results show that the two-step-TSTSLS is robust againstmisspecifications. We suggest that this method can be used as a robustness check in empiricalapplications.5 Reexamining the Long-run Effect of Undernourish-ment using the Chinese FamineIn this section, we apply the method developed in the previous section to estimate thecausal effect of famine induced undernourishment early in life on later-life health. The GreatChinese famine has been studied extensively. All studies use reduced form regressions thatrelate the outcome variable Y to instruments Z. The findings of these studies are mixedand largely due to differences in instruments Z, different data sets, different selections madein the construction of the analysis sample, and different specifications for the reduced-formregression (Li and Lumey (2017)). 18



5.1 Nearest-Neighbor MatchingWe use nearest-neighbor matching based on village of birth, mother’s age, and literacy tobalance the two samples. When village of birth information is not available, we match indi-viduals on county of birth, ensuring that the matched pairs have similar family backgroundcharacteristics. Cao, Xu, and Zhang (2020) have documented that counties with large familyclans experienced lower mortality during the famine. Table 2 presents the balanced primaryand auxiliary samples after applying nearest-neighbor matching.6 As an out-of-sample test,we also show summary statistics for two father’s characteristics, which the matching algo-rithm does not target. The percentage of literate fathers is balanced between the primaryand auxiliary samples. Our matching algorithm significantly improves balance for the aver-age age of the father. The mean age difference decreases from 5 to 1.5 after the matchingprocedure. This improvement signals that the balance between the primary and auxiliarysamples has been improved substantially, even for variables we did not explicitly target.Table 2. Summary Statistics – Matched SampleFemale sample Male sampleObs. Mean SD Obs. Mean SDPanel A: Matched primary sampleAge at 2010 956 50.40 1.88 970 50.59 1.88Mother literate 956 0.15 0.36 970 0.18 0.39Mother birth year 956 1931.37 7.26 970 1931.04 7.68Father literate 956 0.44 0.50 970 0.44 0.50Father birth year 956 1928.52 7.72 970 1928.18 8.33Panel B: Matched auxiliary sampleMother literate 956 0.12 0.33 970 0.16 0.37Mother birth year 956 1930.63 9.60 970 1930.55 10.17Father literate 956 0.42 0.49 970 0.38 0.49Father birth year 956 1926.89 11.57 970 1926.74 11.76Notes: Author’s tabulations of CFPS-2010. Panel A summarizes background information for individ-
uals in the matched primary sample. Panel B summarizes background information for individuals in
the matched auxiliary sample.6For less than 5% of the individuals in the main sample we can’t find a match from the auxiliary sample.19



5.2 Results from Two-sample IV ModelsIn the second step, we set up a linear model, to approximate the true causal model (1):
Yi = γDi + πXi + Ui, (2)where i indexes the individual. γ is the causal effect of hunger early in life on later-lifehealth, our parameter of interest. As the model has only one endogenous variable and oneinstrumental variable, the estimates of γ consist of two components: the reduced-form (orITT) estimates (3)
Yi = γ0Zi + π0Xi +Wi; (3)and, when hunger experience information (Di) is available, the first stage regression (4)
Di = γ1Zi + π1Xi + Vi. (4)The excess mortality (death) rate (EDR) is commonly used as a famine intensity measurein studies of the great Chinese famine (Chen and Zhou, 2007; Almond, Edlund, Li, andZhang, 2010). Other studies (for instance, Bleakley (2007)) use it as a measure of diseaseprevalence. We take province-level mortality rates from Meng, Qian, and Yared (2015) andconstruct our instrumental variable (i.e., the excess death rate in 1960) following Chen andZhou (2007). We define the excess death rate in 1960 as the gap between the death rate in1960 and the average death rate in the three years before 1959.We first check that our instrument is relevant for the excess mortality rate. Figure 3apresents a binned scatter plot of the relationship between hunger experiences and excessmortality rates. The points on the figure plot the percentage of respondents who had hungerexperiences during the famine. Interestingly, a linear relation, which is implicitly assumedby most famine studies, does not do a good job capturing the relationship between EDRand hunger. The percentage of individuals who reported any hunger experience remains20



Figure 3. Mean Hunger Experiences versus EDR/log(EDR)F-stat = 7.420.1.2.3.4.5% Reporting Hunger 0 10 20 30 40EDR (per 1000)(a) Mean Hunger Experiences vs. EDR

F-stat = 26.18.1.2.3.4.5% Reporting Hunger -1 0 1 2 3 4log(EDR)(b) Mean Hunger Experiences vs. log(EDR)Notes: Figure 3a and 3b present two binned scatter plots of the relationship between
the percentage of respondents who had hunger experiences during the famine and excess
mortality rates in 1960. The excess death rate (EDR) in 1960 is the gap between the
death rate in 1960 and the average death rate in the three years before 1959. Figure 3a
uses raw excess mortality rates, while Figure 3b uses the log-transformation of excess
mortality rates. The points on the figure plot the mean hunger experiences within each
EDR/log(EDR) percentile bin. The best-fit line is estimated using an OLS regression
on the underlying micro data. F-statistics for both regressions are reported separately.more or less stable at 40% for excess mortality rates above about 15. This implies that,for high excess mortality rates, the instrument is no longer informative for actual hungerexposure. Indeed, the associated F-statistics of the linear regression is 7.42, suggesting thatthe (linear) EDR is a weak instrument. This may explain why studies that restrict theiranalysis to provinces with high mortality rates generally find small effects.7An arbitrary solution would be to restrict the sample by leaving out provinces withextremely high mortality rates. However, this will considerably decrease the sample sizeand may generate selection bias, since the marginal survivor at high mortality rates willdiffer from the marginal survivor at lower mortality rates. Instead, we decided to takea log-transformation of excess mortality rates in the province where the individual lived(log(EDR)). Figure 3b shows that the relation between hunger experiences and the log(EDR)can be captured well by a linear function. The associated F-statistic for the regression iswell above 10. The log-transformation is simple and convenient, but has the disadvantage of7A large proportion (7/10) of regional studies surveyed in Li and Lumey (2017), which look at high

mortality areas, finds insignificant impacts. 21



the functional form restriction. Therefore, we also used a more flexible specification (a setof EDR quartile dummies). We report these results in section 5.4.Table 3. First-stage – the Effect of Famine Intensity on Hunger(1) (2) (3) (4) (5) (6)HungerAll All Female Female Male Malelog(EDR) 0.075*** 0.074*** 0.087*** 0.086*** 0.062** 0.062**(0.015) (0.015) (0.015) (0.014) (0.016) (0.016)Mother literate -0.020 -0.0065 -0.034(0.030) (0.041) (0.025)Age -0.29 -0.22 -0.32(0.39) (0.63) (0.50)Age squared(/100) 0.28 0.21 0.32(0.38) (0.62) (0.50)Observations 1926 1926 956 956 970 970F-Stat 26.18 26.17 32.92 32.91 14.93 14.93Notes: Each parameter is from a separate regression of hunger between 1957–1962 on log(EDR)
(EDR is short for excess death rates). We estimate the model on the matched auxiliary sample.
The stratification by gender is based on the gender variable in the primary sample. Standard errors,
clustered by province of the birth, are in parentheses. *, **, *** indicates significance at the 10%, 5%
and 1% level, respectively.Table 3 presents estimation results from the first-stage linear regressions based on thematched auxiliary sample, with an indicator for hunger (recall) as the dependent variable.The table includes regressions without controls (columns 1, 3, and 5) and regressions withcontrols (2, 4, and 6). As controls, we use age and literacy status of the (proxy) mother. Thetable presents estimates for the full sample and estimates by gender. Across all specifications,we find highly significant effects of the instrument (log(EDR)) and F-statistics that wellexceed 10, indicating that there is no problem of weak instruments (Staiger and Stock,1997).Table 4 presents two-step-TSIV estimates of the treatment effect on the matched primarysample. We follow Abadie and Spiess (2019) for the calculation of the standard errors,meaning that we form pairs from individuals, one individual from the primary sample and theother from the auxiliary sample. Next, in the bootstrapping procedure we sample provinces22



Table 4. Effects of Hunger at Age 0–5(1) (2) (3) (4)Metabolic syndrome (index)Female Female Male MaleHunger before age 5 0.37*** 0.38*** 0.045 0.062(0.14) (0.13) (0.20) (0.21)Mother literate 0.029 0.031(0.034) (0.028)Age 0.47*** 0.14*(0.18) (0.084)Age squared(/100) -0.43** -0.13*(0.17) (0.081)Observations 2517 2517 2612 2612Notes: The results are based on TSIV estimates from separate regressions. All regressions use the
log(EDR) as the instrumental variable on the (matched) primary sample of individuals born between
1957 and 1962 from three waves of the China Family Panel Survey (CFPS). Standard errors clustered
by province based on matched bootstrap (Abadie and Spiess, 2019) with 999 replications appear in
parentheses. *, **, *** indicates significance at the 10%, 5% and 1% level, respectively.(that in turn consists of the different pairs) in order to allow for correlation among pairs bornin the same province. The table shows that famine-induced hunger increases the standardizedmetabolic syndrome index by about 0.37. The ITT estimate from the reduced-form regression(3) equals 0.031 (see Table B2 of Appendix B for the full table). For males, the coefficientsare small and insignificantly different from zero. These findings are at odds with a numberof studies on the long-run health effects of adverse conditions in early childhood. Most ofthese studies find boys to be more sensitive to adverse conditions early in life. Our resultsare, however, in line with findings from other studies of the Great Chinese Famine. See e.g.Almond, Edlund, Li, and Zhang (2010) who also find stronger effects for females.8 Table B1in Appendix B shows results for the separate components of the metabolic syndrome index.For females, we find significant effects for all individual components (albeit only at the 10%level). Interestingly, for males we only find a significant effect on obesity.8An explanation might be that in the south-east Asian context, gender preferences play a role. In the

presence of such effects, parents may have redistributed food towards boys. This may affect the first stage
estimates as well as the second stage estimates (parents may redistribute resources towards boys in the later
stages of childhood). 23



We also use OLS regressions, where we use the individual’s own hunger recall information.These OLS estimates are subject to two sources of bias: a bias due to the endogeneity of thehunger variable and a bias due to the recall error. The latter is likely to lead to a downwardbias. We can also use the proxy hunger measurement directly (i.e., without instrumenting).This should correct the recall errors, but estimates are still subject to endogeneity bias. Theresults are presented in Table B4 of Appendix B. Using their own recall information, weget very small and insignificant coefficients. We also find small and insignificant coefficientswhen we use the recall of matched (proxy) mothers.Height is often used as a proxy for health, and we also estimated the same model withheight as a dependent variable. For both genders, we did not find effects on height. Wealso examined whether the metabolic syndrome maps into health care use. Specifically, welooked at the association between metabolic syndrome and the number of hospital visits. Inline with our expectations, we find a positive association for females but not for males. (seeTable B5 of Appendix B).A significant proportion of previous studies that examine the Chinese Famine use thelinear EDR in regressions like (3) as an instrument/proxy for the severity of the famine. Tohighlight that our two-step two-sample method is robust to functional form misspecification,we also present the instrumental variable estimate using the linear EDR in Table B3 ofAppendix B. The table shows that all four IV estimates are very close to our main estimatesusing the log-transformed EDR (Table 4). Due to the weak instruments, the standard errorsare much larger. These results support our claim that homogeneity between the two samplesdecreases biases due to model misspecifications.5.3 Robustness to Violations of Perfect ExogeneityWhile we expect hunger to be the most important channel through which a famine affectslater life outcomes, it is likely that alternative channels directly affect later-life health aswell. Famines may be accompanied by increased stress. Epidemiological studies find that24



prenatal stress exposure in humans is associated with worse later-life health outcomes, inparticular memory problems, decreased learning, depression, and dementia (Selten, van derGraaf, van Duursen, de Wied, and Kahn, 1999; Heffelfinger and Newcomer, 2001). Further,during a prolonged period of undernourishment the disease environment may change, whichmay increase the prevalence of infectious diseases. This may affect later-life health andsocioeconomic outcomes (Almond, 2006). For such reasons the usual exclusion restrictionrequired for a causal interpretation of IV estimates may not hold in our context.To examine the robustness of our TSIV estimates, we relax the assumption of perfectexogeneity and derive bounds on the true effect of malnutrition early in life on later-life healthfollowing Conley, Hansen, and Rossi (2012). We only perform this analysis for females.9Consider a generalization of the standard IV model that allows the instrument Z to enterlinearly in the second-stage regression,
Yi = γDi + λZi + πXi + Ui. (5)Conley, Hansen, and Rossi (2012) shows how to obtain consistent estimates of the effectof interest (here γ) if λ is known. By choosing a set of fixed values for λ = λ0 and runningseparate regressions for each value of λ = λ0, we can evaluate the sensitivity of the IVestimate of γ to violations of the exclusion restriction. Conley, Hansen, and Rossi (2012)choose the ITT estimate of the reduced-form regression (3) to determine the range of relevantvalues of λ = λ0. With an ITT estimate 0.031 (see Table B2 of Appendix B) for females, weconsider values λ ∈ [0, 0.02].We plot the TSIV estimates for different values of λ in Figure 4. The (straight) red lineis the point estimate of γ under different values of λ. The dotted line is the 95% confidenceinterval. λ = 0 corresponds to the assumption that the famine affects later life health only viahunger (D). Indeed, the point estimate at λ = 0 is 0.37. Higher values of λ are associatedwith a more important role for alternative channels and hence a smaller role for hunger.9The previous section only showed significant effects for females.25



Figure 4. 95% Confidence Intervals to Exclusion Restriction Violations-.20.2.4.6γ 0 .005 .01 .015 .02
λPoint Estimate 95% CIUnion of Confidence IntervalNotes: The graph shows how the IV estimate of the effect of hunger in early life on

hypertension changes when the exclusion restriction λ = 0 is violated. Estimates and
confidence intervals come from estimating Equation (5) for females at different fixed
values λ = λ0. The red line is the point estimate under different values of lambda;
the dotted line is the confidence interval. We control for fixed effects for year of birth,
province of birth and year of interview. Family controls include mother’s literacy and
age.For instance, with λ equal to 0.016, we assume that 50% of the famine affects health viaundernourishment.Figure 4 shows that the straight line of point estimates for γ is relatively flat. Specifically,at λ = 0.016, γ is about 0.2 and still significantly different from zero. The IV estimate onlybecomes insignificantly different from zero for higher values of λ. To reject the long-runimpact of undernourishment, one must assume that at least 50% of the effect of the famineis due to channels other than undernourishment. Overall, this exercise indicates that ourresults are robust to moderate violations of the exogeneity assumption. The strength of thefirst-stage estimates may be important for this finding. Indeed, minor deviations from theexclusion restriction may greatly decrease precision when instruments are weak (see Conley,Hansen, and Rossi, 2012). We have a strong first stage (cf Table 3) and consequently,relatively small biases in the effect of hunger on later life health when the exclusion restrcitionis violated. 26



5.4 Additional robustness checks and selection issuesIn this section, we explore some additional specification checks to examine the robustnessof our findings. The results are presented in Table 5. Columns 2 and 4 present estimatesof with controls (age and literacy status of the mother); columns 1 and 3 report estimateswithout additional controls.Table 4 uses bootstrapped standard errors based on matched pairs, but ignored uncer-tainty that arises in balancing the two samples in the first step. To shed light on this, weadjust the bootstrap by resampling the original data and next use the bootstrap two-stepestimates to form alternative estimates of standard errors. To allow for arbitrary correlationof the errors for individuals born in the same province, we do the resampling at the provincelevel. Standard errors based on this approach (in square brackets), are only slightly largerthan those reported in Table 4. The estimates for females remain significant at the 5%level.10We also restricted our sample to individuals born between 1958 and 1961. Althoughrecent studies (Tan, Zhibo, and Zhang, 2015) show that the food shortage problems in someprovinces were still present in 1962, the earlier literature often assumed that the famineended in 1961. As a result the instrument may be less noisy, but the smaller sample sizemay reduce statistical power. Panel B of the table shows that the effects for females becomeslarger and the standard errors are similar.Third, we check the impact of migration. CFPS collects detailed information on theprovince of birth. While across province migration is limited (only 4%), our matching al-gorithm may perform worse for individuals who migrated. To check this, we drop 4% (82cases) of individuals who do not live in their province of birth at the time of the survey.We report these results in Panel C of the table; our estimates are hardly affected by thisrestriction.We used the natural logarithm of EDR as the instrumental variable. The ad hoc choice10Standard errors clustered at the county of birth gave similar results.27



Table 5. Robustness(1) (2) (3) (4)Metabolic syndrome (index)Female Female Male MalePanel A: alternative clusteringHunger before age 5 0.37*** 0.38*** 0.045 0.062(0.14) (0.13) (0.20) (0.21)[0.17] [0.17] [0.28] [0.29]Observations 2517 2517 2612 2612Panel B: small sample windowHunger before age 5 0.44*** 0.43*** 0.059 0.079(0.12) (0.14) (0.22) (0.23)Observations 1859 1859 2040 2040Panel C: control for migrationHunger before age 5 0.36*** 0.36*** -0.014 0.0054(0.13) (0.13) (0.20) (0.23)Observations 2387 2387 2534 2534Panel D: non-linear instrumentsHunger before age 5 0.34*** 0.35*** 0.13 0.17(0.13) (0.13) (0.26) (0.28)Observations 2517 2517 2612 2612Panel E: placebo test using cohort 1964-1967Hunger before age 5 -0.22 -0.22 -0.26 -0.19(0.20) (0.20) (0.35) (0.36)Observations 2707 2707 2519 2519Notes: Each coefficient is from a separate regression. All regressions use the log(EDR) as the in-
strumental variable. In columns (2) and (4), we control for mother’s literacy and age. In Panel A,
alternative bootstrap that takes into account the matching step appear in square brackets. In Panel
B, we drop individuals born in 1962. In Panel C, we drop individuals for whom the residing province
is different from the province of birth. Panel D uses quartile dummies as the instrumental variable. In
Panel E, we estimate the same model using individuals born between 1964 and 1967. Standard errors
clustered by province based on matched bootstrap (Abadie and Spiess, 2019) with 999 replications
appear in parentheses. *, **, *** indicates significance at the 10%, 5% and 1% level respectively.for the functional form may be questionable. We therefore also considered a more flexibleapproach where we use quartile dummies. The results, reported in Panel D of Table 5, showsthat all four IV estimates are very close to the estimates in Table 4.28



Additionally, we conduct a placebo exercise. Recall that we use variation in the peakexcess mortality rate across provinces and link these mortality rates to individuals born inthese provinces between 1958 and 1962. To examine whether other (province-level) con-founding effects may drive our results, we apply our two-step estimator to the cohorts bornbetween 1964 and 1967. Studies that use a DiD design (Chen and Zhou, 2007; Almond,Edlund, Li, and Zhang, 2010) use this cohort as a control group. The estimates, reportedin Panel D, have the wrong sign and are all insignificant. These results suggests that ourfindings are driven by famine-induced hunger and not other mortality-related confoundingfactors that vary by province.We conduct falsification tests to demonstrate the statistical power of our inferences byassigning a pseudo-treatment. We randomly assign province of birth and thus log(EDR) toeach respondent in the primary sample. If our identification strategy is valid, estimates usingthese pseudo-samples should be centered around zero. In Figure 5, we plot the distributionof the t-statistics from 5,000 estimated pseudo-treatment effects for males and females. Thetwo distributions are both centered around zero. To address our model’s statistical power,we mark the location of the t-statistic of the baseline treatment effects in the distributionof pseudo-treatment effects in Table 4. We also report the share of the pseudo-treatmentt-statistics that exceed the actual t-statistic of the baseline model (in absolute values). Thesep-values support our design and the statistical power of our exercises.A famine, especially when it lasts for a prolonged period, leads to selective mortality andselective fertility. Starting with selective fertility, Roseboom (2010) show that during theDutch Hunger Winter of 1944 about half of the women in exposed areas did not menstruate.Besides, in utero mortality is more likely to occur among frail fetuses. Frailty may dependon biological traits or poor living conditions for women during the gestational period. Inaddition to in utero mortality, mortality may also occur between birth and the survey in2010. The extent to which these selection effects take place will vary with the intensity ofthe famine. For the Chinese famine, with substantial regional variation in famine intensity,29



Figure 5. Pseudo-treatment Effectsp = .0180.1.2.3.4Density -10 -5 0 5 10t-stat(a) Females

p = .830.1.2.3.4Density -10 -5 0 5 10t-stat(b) MalesNotes: Pseudo-treatment vs. actual hunger exposure: the distribution of t-statistics
resulting from 5,000 random assignments of treatment to individuals, as well as the
t-statistics from the actual treatment through hunger exposure (red line). “p-values”
report the share of the pseudo-treatment t-statistics that are larger than the actual
t-statistics.this will lead to systematic differences in province populations, leading to biased inferences.We examine the possible influence of selection effects by looking at cohort sizes. Weexpand the CFPS data by including all individuals born between 1950 and 1966. We countthe number of observations for each birth year and regress these cohort sizes on a lineartime trend. Next, we use the ratio between observed cohort sizes and predicted sizes toplot the detrended cohort loss series. The resulting detrended series based on the CFPSclosely resembles the detrended series based on the Census in 1990 (see Figure B1 of theAppendix B).Figure 6 plots the detrended time series for literate and illiterate mothers. The figureshows a clear drop in cohort size of about 40–50 percent, indicating the importance ofselective fertility and mortality. These cohort size reductions are in line with the findingsfrom the Dutch Hunger Winter (Roseboom (2010) and Scholte, van den Berg, and Lindeboom(2015)). It is important whether the cohort size-reduction differs by socioeconomic status.Figure 6 shows that there are only small differences in cohort size loss by literacy status.30



Figure 6. Cohort Loss by Mother’s Literacy.511.5Cohort Size / Avg Cohort Size (Detrended) 1950 1955 1960 1965Year(Birth Year)Mother's Literacy == 1 Mother's Literacy == 0Notes: Figure 6 plots the detrended relative cohort sizes by mother’s literacy using
CFPS-2010.6 ConclusionUndernourishment early in life may have lasting effects on health and socioeconomic out-comes later in life. Most of the epidemiological and economic literature has producedintention-to-treat (ITT) effects from reduced-form regressions that relate later life outcomesto indicators of famine exposure early in life. This paper uses an indicator of actual hungerexperience early-in-life from a hunger recall question in the China Family Panel Survey(CFPS). The outcome variable is observed in the primary sample, and the hunger informa-tion is obtained from an auxiliary sample. We develop a two-step Two-Sample InstrumentalVariable (TSIV) approach that can deal with differences in the distribution of observableand unobservable factors in the two samples. In the first step, we balance the primary andthe auxiliary sample, next we apply the classical TSIV estimator on the balanced samples.Monte Carlo simulations show that this two Sample estimator performs much better thanother two sample estimators when the first stage is misspecified. Using the CFPS data, wefind evidence for long-term impacts on late-life health of early-life malnutrition for females,but not for males.Using hunger recall information has two clear advantages over previous studies. First, itallows us to examine the relationship between hunger experiences and the commonly used31
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Appendix A Theoretical ResultsA.1 ModelSuppose we are interested in estimating the treatment effect of a binary treatment D onoutcome Y in a primary population of interest, which is confounded by measured covariates
X and unmeasured ones U , with the aid of an instrumental variable Z. However, we onlyobserve (Yi, Zi, Xi), i = 1, ..., N1 from this population Fp. As a remedy, suppose an addi-tional sample (Dj, Zj, Xj), j = 1, ..., N0 is available from an auxiliary population Fa, possiblydifferent from the primary population. Let R be an indicator variable equal to 1 if drawnfrom the primary population and 0 otherwise. We use the notation D(0) to represent thelatent D in the primary sample. The following assumptions give a formal definition of thedata combination model.Assumption A1 (Random Sampling). With probability Q ∈ (ξ, 1− ξ) for 0 < ξ < 0.5, wedraw a unit at random from Fp and record its realizations of Y , Z, and X, otherwise wedraw a unit at random from Fa and record its realizations of D, Z, and X.Assumption A2 (Weak Overlap). Let Xp = {x : fp(x) > 0} and Xa = {x : fa(x) > 0},then Xp ⊆ Xa.Assumption A3 (Conditional Distributional Equality). Fp(D(0)|Z,X) = Fa(D|Z,X),
Fp(Y |Z,X) = Fa(Y |Z,X)Similar to Graham, Pinto, and Egel (2016); Shu and Tan (2020), Assumption A1 defineshow the data are generated. Assumption A2 states that the support of the common variables(Z,X) in the primary sample is contained within the support of the auxiliary sample. Thisensures that for each unit in the study (primary) sample, there will be matching units withsimilar values of X in the auxiliary sample.11 Assumption A3 requires predictive invariance11In the empirical application this is also verified: for less than 5% of the individuals in the main sample,
we can’t find a match from the auxiliary sample. 38



for the treatment between the two heterogeneous populations. The distributions of (Y, Z,X)and (D,X,Z) in the two populations differ only in terms of their marginal distributions forthe always measured variable, (Z,X). This assumption is similar to the idea of selection-on-observables.Let P ∗ be the matched sample generated by matching each unit in the primary sample,
i, to the auxiliary sample, J(i) with replacement. We only consider one-to-one matching,since the auxiliary sample in our empirical application (section 5) is only slightly largerthan the primary sample. We choose the sets of matches J(i) to minimize the sum ofthe matching discrepancies, ∑N1

i=1 d(Xi, Xj(i)), where d(·) is the distance metric to measurethe matching discrepancies. The commonly used distance metrics include, for example,the Mahalanobis distance. Similar to the matching literature, we assume that the sum ofmatching discrepancies vanishes (i.e., 1√
N1

∑N1

i=1 d(Xi, Xj(i))
p
−→ 0) quickly enough to allowasymptotic unbiasedness as N0, N1 → ∞ with N0 > N1.We now describe the population distribution targeted by the matched sample, P ∗. Since

Fp(·) and Fa(·) are the cumulative distribution functions from the primary and auxiliarysamples, we define Ep[·] and Ea[·] as the corresponding expectation operators. We define amatching target distribution, F ∗
p , as

E∗
p [(D,Z,X) ∈ A|R = 1] = Ep[(D,Z,X) ∈ A|R = 1] and

E∗
p [(D,Z,X) ∈ A|R = 0] = Ep[Ea[(D,Z,X) ∈ A|Z,X,R = 0]|R = 1],where E∗

p represents the corresponding expectation operators on matched targeting distri-bution and R an indicator that equals 1 for the primary sample and 0 otherwise. The firstexpression holds because the primary sample is our matched targeting distribution. Thesecond expression, the distribution of (D,Z,X) in the auxiliary sample, is generated by in-tegrating the conditional distribution of (D,Z,X) given Z,X over the distribution of Z,Xin the primary sample. 39



Assumptions A1, A2, and A3 allow researchers to balance the primary and the auxiliarysample. To proceed, let K = g(Z,X) be a (k× 1) vector of functions of (Z,X), and let β̃ bethe vector of regression coefficients obtained from regressing D on K in the matched sample.The choice of K can be but is not limited to (Z,X). To ensure that matching is working,we also need to assume that conditional expectations are well-behaved and H = E(KK ′) isinvertible. Other assumptions can be found in Abadie and Imbens (2012).The following Proposition A1 formalizes the idea that the first-stage estimates of thematched sample recover the parameters of the matching target distribution (i.e., the distri-bution of the primary sample).Proposition A1. Under regularity conditions, the regression coefficients (β̃) of D on K inthe matched sample, P ∗, are unbiased estimates of the analogous regression coefficients (β)in the population of the primary sample.Proof. We use the notation D(0) to represent the latent D in the primary sample. Therefore,the regression coefficient in the primary (target) sample is defined by Ep[(D(0)−K ′b)2].
Ep[(D(0)−K ′b)2] = Ep[Ep[(D(0)−K ′b)2|Z,X]] (6)

= Ep[Ea[(D −K ′b)2|Z,X]] (7)
= Ep[Ea[(D −K ′b)2|Z,X,R = 0]|R = 1] (8)
= E∗[(D −K ′b)2|R = 0] (9)The equality in (6) follows from the law of iterated expectations; the equality in (7) followsfrom propensity score equality (Assumption 3). Equations (8) and (9) follow from thedefinition of the matching target distribution. Until here, we have shown that matchingunder propensity score equality allows us to reproduce the first stage setting for the primarysample. Therefore, the regression coefficient in the primary sample is recovered using thematched sample. 40



To further establish the large sample property of the estimator, let β̃ be the vector of thesample regression coefficients obtained from regressing D on K in the matched sample,
β̃ = argmin

b∈Rk

1

N1

∑

i∈P ∗

(D −K ′b)2) = (
1

N1

∑

i∈P ∗

KK ′)−1 1

N1

∑

i∈P ∗

KD. (10)From 6-9, the matching procedure makes sure that 1
N1

∑

i∈P ∗ KK ′ p
−→ H. H = E(KK ′) isthe Hessian, which is invertible by assumption.

β̃ − β = (
1

N1

∑

i∈P ∗

KK ′)−1 1

N1

∑

i∈P ∗

(KD −KK ′β)
p
−→ 0 (11)A.2 Nonlinear ModelsAbove, we used a linear model for the second step after balancing the primary and theauxiliary sample. The results also hold for more complex (nonlinear) models. For example,we can consider the following moment condition proposed in Graham, Pinto, and Egel (2016)

Ep[ψp(Y ; β)− ψa(D,Z1; β)e(Z)] = 0 (12)with Z = (Z ′
0, Z

′
1)

′. Ep[·] denotes expectations taken with respect to the primary population.
β is the parameter of interest. There exist identification results for moment condition 12,when D and Y are observed in two different samples (Chen, Hong, Tarozzi et al., 2008).Note that both TSIV and TSTSLS methods can be seen as a special case of the momentcondition 12. For example, we have the linear model of Angrist and Krueger (1992) if wetake in 12 e(Z) = Z, ψp(Y ; β) = Y and ψa(D,Z1; β) = D′γ1 + Z ′

1γ2 with β = (γ1, γ
′
2)

′.41



A.3 Simulation ResultsWe perform simulation results for the two classical methods (TSIV and TSTSLS), the InverseProbabilty Tilting method (IPT), and the two-step-TSTSLS estimator proposed in thispaper. In each of our experiments, we assume that X in both the primary sample and theauxiliary sample is distributed according to a truncated normal distribution, with support
[0, 2]. The location and scale parameters of both distributions, (µp, ω

2
p) and (µa, ω

2
a), maydiffer. We assume a multinomial sampling scheme: with probability Q0 = 1/2 a drawof (Y, Z,X) is taken at random from the population to constitute the primary sample;otherwise, a draw of (D,Z,X) is taken from the population to constitute the auxiliarysample. We set µp = 1.5 and µa = 0.5. We vary ωp and ωa to reflect the overlap betweenthe primary sample and the auxiliary sample. In case 1, we take ωp = ωa = 1. Alternatively,in case 2, we take ωp = ωa = 0.3. In case 1, there is much overlap, which means in practicethat the distribution of X does not differ too much in both samples. In case 2, there is littleoverlap, implying that the distribution of X in both samples differs a lot. Finally, we assumethat Y and D are generated according to the following data generating process:For the primary sample we generate data according to

Y = 0.5D + U, (13)and the endogenous variable D in the auxiliary sample is generated by
D = 0.5Z + θXZ + V, (14)where Z is distributed as N(0, 1) and (U, V ) are distributed independently of (Z,X) as

(

U

V

)

∼ N

(

0

0

)

,

(

1 0.5

0.5 1

)

. (15)For each simulation, we generated an i.i.d. sample of size N0 = 1000 of (Y, Z,X) from the42



population (the primary sample) and an i.i.d. sample of size N1 = 1000 of (D,Z,X) from thepopulation (the auxiliary sample). We then merge the two samples. With θ = 0, the settingis simplified to the classical two sample models. With θ ̸= 0, we simulate misspecification.Table A1 presents the results for four different scenarios. In scenario 1 the model iscorrectly specified, the overlap is good (ωp = ωa = 1) and there is no misspecification(θ = 0). All four methods (see the first four rows) perform well with a very small bias anda small Root Mean Squared Error (RMSE). However, as expected, the two-step estimatorperforms worse than the other three methods on efficiency. The two-step-TSTSLS does notuse the information of all data points, which results in a larger RMSE. In scenario 2, theoverlap is good, but the model is misspecified (θ = 0.3). The IPT estimator performs bestwith the smallest bias and RMSE. We next turn to situations where the overlap in thedistribution of X in both samples is poor. In scenario 3, we take (θ = 0) (i.e., the modelis correctly specified), while in scenario 4, we assume that both the model is misspecified(θ = 0.3) and the overlap is poor. In scenario 3, the two-step-TSTSLS estimator performsbest on the bias, but the RMSE (like the IPT estimator) is less efficient. In scenario 4, allestimators are biased, but the two-step-TSTSLS estimator performs best.In a second set of simulations, we vary the trade-off between efficiency (RMSE) andbias when the model is misspecified with a varying degree of misspecification. For thesesimulations we fix the overlap parameter ωp = 0.3 (bad overlap). We subsequently take 1,000repeated simulations under four scenarios where we vary the degree of misspecification, i.e.we vary θ. In scenario 1, we take θ = 0, i.e. the model is specified correctly. This scenariois equal to the scenario 3 of Table A1. In scenario 2 to 4, we gradually increase the degreeof misspecification, with steps of 0.1, i.e. we take θ = 0.1, 0.2, 0.3 for scenarios 2, 3, 4,respectively. We report the results of these simulations in Table A2.In scenario 1 The bias of the TSIV, TSTSLS and the two-step-TSTSLS are similarand outperform the IPT estimator. However, the two-step-TSTSLS (and the IPT) is lessefficient than the TSIV and TSTSLS estimators. When we gradually increase the degree43



Table A1. Monte Carlo Results(1) (2) (3) (4)N Asym. Bias Std dev. RMSEScenario 1: Good overlap and correct specificationTSIV 1000 0.049 0.515 0.515TSTSLS 1000 0.007 0.522 0.519IPT 1000 0.050 0.504 0.504TWO-STEP-TSTSLS 1000 -0.057 2.954 2.940Scenario 2: Good overlap and incorrect specificationTSIV 1000 0.122 0.124 0.174TSTSLS 1000 0.118 0.126 0.172IPT 1000 -0.000 0.096 0.095TWO-STEP-TSTSLS 1000 0.051 0.118 0.128Scenario 3: Bad overlap and correct specificationTSIV 1000 -0.054 0.380 0.382TSTSLS 1000 -0.098 0.347 0.359IPT 1000 -0.181 1.343 1.349TWO-STEP-TSTSLS 1000 0.075 1.084 1.081Scenario 4: Bad overlap and incorrect specificationTSIV 1000 0.415 0.161 0.445TSTSLS 1000 0.405 0.158 0.435IPT 1000 0.403 3.164 3.173TWO-STEP-TSTSLS 1000 0.147 0.140 0.203of misspecification (scenarios 2 to 4), the performance of the TSIV, the TSTSLS and theIPT estimators deteriorate quickly. The two-step-TSTSLS estimator performs very well incomparison with the other estimators. The IV estimate can be understood as the ratio ofthe intention to treat estimate and the first stage estimate. Therefore, misspecifications inthe first stage regression translate in relatively large biases. Similarly, misspecifications inthe first stage will increase the bias of the TSTSLS. The two-step-TSTSLS is robust againstmisspecifications and therefore we suggest that this method can be used as a robustnesscheck in empirical applications. 44



Table A2. Additional Monte Carlo Results(1) (2) (3) (4)N Asym. Bias Std dev. RMSEScenario 1: Bad overlap and correct specification (θ = 0.0)TSIV 1000 -0.054 0.380 0.382TSTSLS 1000 -0.098 0.347 0.359IPT 1000 -0.181 1.343 1.349TWO-STEP-TSTSLS 1000 0.075 1.084 1.081Scenario 2: Bad overlap and incorrect specification (θ = 0.1)TSIV 1000 0.211 0.256 0.331TSTSLS 1000 0.187 0.244 0.307IPT 1000 -0.121 1.414 1.412TWO-STEP-TSTSLS 1000 0.129 0.321 0.345Scenario 3: Bad overlap and incorrect specification (θ = 0.2)TSIV 1000 0.348 0.192 0.397TSTSLS 1000 0.334 0.187 0.383IPT 1000 -0.375 5.446 5.432TWO-STEP-TSTSLS 1000 0.137 0.184 0.228Scenario 4: Bad overlap and incorrect specification (θ = 0.3)TSIV 1000 0.415 0.161 0.445TSTSLS 1000 0.405 0.158 0.435IPT 1000 0.403 3.164 3.173TWO-STEP-TSTSLS 1000 0.147 0.140 0.20345



Appendix B Additional Figures and TablesFigure B1. Cohort Loss in CFPS.6.811.21.41.6Cohort Size / Avg Cohort Size 1950 1955 1960 1965Year(Birth Year)Our data (CFPS-2010) Meng et al. (2015) (Census1990)Notes: The figure compares the relative survivor birth cohort sizes in our data set
(CFPS-2010, the solid line) with the relative cohort sizes in Meng, Qian, and Yared
(2015) (Census1990, the dashed line). 46



Table B1. Effects on Separate Components(1) (2) (3) (4)ComponentsMetabolic High bloodsyndrome (index) Diabetes pressure ObesityPanel A: FemaleHunger before age 5 0.37*** 0.032* 0.075* 0.063*(0.13) (0.017) (0.040) (0.033)Mother literate 0.029 0.0019 0.013 -0.0022(0.034) (0.0057) (0.0090) (0.0080)Age 0.47*** 0.024 0.11** 0.096**(0.18) (0.027) (0.058) (0.045)Age squared(/100) -0.43** -0.022 -0.10* -0.091**(0.17) (0.026) (0.056) (0.043)Observations 2517 2517 2517 2517Panel B: MaleHunger before age 5 0.072 -0.041 -0.040 0.18***(0.23) (0.031) (0.069) (0.058)Mother literate 0.031 -0.0063* 0.0084 0.022*(0.028) (0.0033) (0.0070) (0.011)Age 0.14* -0.0098 0.0089 0.097***(0.084) (0.017) (0.037) (0.034)Age squared(/100) -0.13* 0.0084 -0.0054 -0.091***(0.081) (0.016) (0.035) (0.032)Observations 2612 2612 2612 2612Notes: Each coefficient is from a separate regression. All regressions use the log(EDR) as the instru-
mental variable. The sample contains all individuals born between 1957 and 1962 in three waves of
CFPS. Three components, diabetes, hypertension, and obesity, are dummy indicators constructed from
CFPS. Standard errors clustered by province based on matched bootstrap (Abadie and Spiess, 2019)
with 999 replications appear in parentheses. *, **, *** indicates significance at the 10%, 5% and 1%
level respectively. 47



Table B2. Reduced-form Estimates at Age 0-5(1) (2) (3) (4)Metabolic syndrome (index)Female Female Male Malelog(EDR) 0.031*** 0.033*** 0.0026 0.0036(0.011) (0.011) (0.012) (0.012)Mother literate 0.028 0.028(0.030) (0.026)Age 0.45** 0.14(0.17) (0.085)Age squared(/100) -0.42** -0.13(0.16) (0.083)Observations 2517 2517 2612 2612Notes: The results are based on reduced-form estimates (3) from separate regressions. All regressions
use the (matched) primary sample of individuals born between 1957 and 1962 from three waves of the
China Family Panel Survey (CFPS). Standard errors clustered by province based on matched bootstrap
(Abadie and Spiess, 2019) with 999 replications appear in parentheses. *, **, *** indicates significance
at the 10%, 5% and 1% level, respectively. 48



Table B3. Effects of Hunger at Age 0-5(1) (2) (3) (4)Metabolic syndrome (index)Female Female Male MalePanel A: log(EDR) as the instrumental variableHunger before age 5 0.37*** 0.38*** 0.045 0.062(0.14) (0.13) (0.20) (0.21)Mother literate 0.029 0.031(0.034) (0.028)Age 0.47*** 0.14*(0.18) (0.084)Age squared(/100) -0.43** -0.13*(0.17) (0.081)Observations 2517 2517 2612 2612Panel B: EDR as the instrumental variableHunger before age 5 0.42** 0.41** 0.063 0.10(0.22) (0.19) (0.30) (0.30)Mother literate 0.029 0.032(0.035) (0.029)Age 0.47*** 0.15*(0.18) (0.083)Age squared(/100) -0.44*** -0.13*(0.17) (0.080)Observations 2517 2517 2612 2612Notes: The results are based on TSIV estimates from separate regressions. All regressions are based
on the (matched) primary sample of individuals born between 1957 and 1962 from three waves of the
China Family Panel Survey (CFPS). Panel A uses the log(EDR) as the instrumental variable. Panel B
uses the EDR as the instrumental variable. Standard errors clustered by province based on matched
bootstrap (Abadie and Spiess, 2019) with 999 replications appear in parentheses. *, **, *** indicates
significance at the 10%, 5% and 1% level, respectively.49



Table B4. OLS Estimates at Age 0-5(1) (2) (3) (4)Metabolic syndrome (index)Female Female Male MalePanel A: Matched recallHunger before age 5 -0.049 -0.048 0.039 0.041(0.035) (0.034) (0.032) (0.032)Mother literate 0.027 0.030(0.029) (0.027)Age 0.43*** 0.14*(0.16) (0.083)Age squared(/100) -0.40*** -0.13(0.15) (0.080)Observations 2517 2517 2612 2612Panel B: Own recallHunger before age 5 0.014 0.0096 0.0019 0.0020(0.045) (0.044) (0.033) (0.034)Mother literate 0.027 0.028(0.029) (0.026)Age 0.44*** 0.14*(0.17) (0.084)Age squared(/100) -0.40** -0.13(0.16) (0.081)Observations 2517 2517 2612 2612Notes: The results are based on simple OLS regressions. All regressions use the (matched) primary
sample of individuals born between 1957 and 1962 from three waves of the China Family Panel Survey
(CFPS). Standard errors clustered by province appear in parentheses. *, **, *** indicates significance
at the 10%, 5% and 1% level, respectively. 50



Table B5. Effects of Hunger at Age 0-5(1) (2) (3) (4)Hospital VisitsFemale Female Male MaleHunger before age 5 0.20* 0.20* 0.100 0.10(0.11) (0.11) (0.16) (0.16)Mother literate 0.0085 -0.024(0.020) (0.016)Age 0.083 0.13(0.13) (0.093)Age squared(/100) -0.076 -0.12(0.12) (0.088)Observations 2517 2517 2612 2612Notes: The results are based on simple OLS regressions. All regressions use the (matched) primary
sample of individuals born between 1957 and 1962 from three waves of the China Family Panel Survey
(CFPS). Standard errors clustered by province based on matched bootstrap (Abadie and Spiess, 2019)
with 999 replications appear in parentheses. *, **, *** indicates significance at the 10%, 5% and 1%
level, respectively. Table B6. Metabolic Syndrome and Hospital Visits(1) (2) (3) (4)Hospital VisitsFemale Female Male MaleMetabolic syndrome(index) 0.069*** 0.071*** 0.027 0.028(0.020) (0.020) (0.027) (0.028)Mother literate 0.012 -0.027*(0.018) (0.015)Age 0.047 0.13*(0.12) (0.073)Age squared(/100) -0.042 -0.12*(0.12) (0.069)Observations 2517 2517 2612 2612Notes: The results are based on simple OLS regressions. All regressions use the (matched) primary
sample of individuals born between 1957 and 1962 from three waves of the China Family Panel Survey
(CFPS). Standard errors clustered by province appear in parentheses. *, **, *** indicates significance
at the 10%, 5% and 1% level, respectively. 51
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