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A B S T R A C T

Organizing maintenance tasks is a specific and important field of project and production management. Well-
planned, properly scheduled, and effectively communicated maintenance tasks result in the accomplishment of
more work that is performed more efficiently at a lower cost. In maintenance and production management, agile
and lean approaches are becoming more frequently used, where preventive/predictive maintenance (PPM) re-
quires flexible project plans to decide which system components (or equipment) should be maintained to achieve
the target system reliability. Maintenance projects have been treated as fixed sequences of corrective/preventive
tasks, while the agile/lean approach allows for and usually requires prioritizing tasks and reorganizing the
project structure. The fixed structure of maintenance projects and traditional maintenance project scheduling
algorithms are not considered representative of these agile properties. The paper models the preventive resource-
constrained maintenance project scheduling problem and aims at optimizing its maintainability. A matrix-based
algorithm is proposed to apply to both system and project structures that include both traditional and agile/lean
project management approaches.

1. Introduction

Advanced maintenance management strategies such as reliability-
centered maintenance (RCM) (see, e.g., Ref. [1]), risk-based main-
tenance management (RBM) [2] and total productive maintenance
(TPM) [3] focus on system reliability or the risks of the system, instead
of focusing only on the reliability of separate system components.
Therefore, the scheduling of preventive maintenance tasks requires the
consideration of overall system reliability. The latest maintenance
management trends attempt to include both agile and lean approaches
[4]. Therefore, the corrective/preventive maintenance tasks can be
prioritized to maximize system reliability [5].

The challenge of managing and organizing maintenance tasks as
maintenance projects can be summarized as follows. (1) Although
maintenance tasks can be assigned to equipment components based on
previous maintenance experience and previous maintenance task lists
from machine books, and therefore, time, cost, and resource demands
can be linked to corrective maintenance tasks, increased reliability can
only be linked to the system components. Therefore, when specifying
corrective/preventive maintenance tasks, the increase in the reliability
of the system component(s) as a result of corrective/preventive tasks
should be estimated [6]. (2) The structure of a system specifies the

system reliability, and it can be fundamentally different from the
structure of the maintenance projects, which include (corrective/pre-
ventive) maintenance tasks. Therefore, when optimizing a maintenance
project, two types of structures, i.e., the system structure and the
project structure, should be linked. [7]. (3) The lean and agile ap-
proach allows for the consideration of flexible maintenance projects
[5] to focus on maximizing system reliability and prioritizing tasks
based on those tasks that increase system reliability the most when
considering the time, cost, and resource constraints.

In this case, the traditional time-cost tradeoff and/or multimode
methods should be extended to address the growth in component re-
liability and should be combined with the agile and lean approaches to
enable prioritization of the corrective/maintenance tasks to maximize
system reliability. To date, no exact or hybrid algorithms are available
to support the agile/lean approach in maintenance management.
Moreover, agile/lean approaches are more effective than traditional
approaches [4,5]. Therefore, the algorithmic support of the agile/lean
maintenance management approaches requires further study. The
proposed hybrid algorithm specifies a maintenance project (the set of
decided, to-be-realized maintenance tasks that form a predefined task
list and propose a sequence of completion (henceforward, project
structure)) with an exact method within expectedly polynomial
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computation time. The proposed exact method for specifying the pro-
ject structure is combined with a metaheuristic method to select an
optimal completion mode.

The proposed method can not only be treated as a hybrid method
but can also be considered a hybrid of the traditional (discrete) multi-
mode resource constrained project scheduling problem (MRCPSP) and
the agile/lean approach. The algorithmic background of agile and hy-
brid approaches is a rarely studied field, while the use of agile methods
is common in the field of software projects. These methods are be-
coming increasingly popular in other areas, such as maintenance [4,5].
Kosztyán and Szalkai [8] showed how to combine two approaches, such
as traditional continuous tradeoff methods, with flexible agile ap-
proaches; however, in the case of maintenance, we should select a
completion mode from discrete technologies. Therefore, instead of
using continuous trade-off methods, we should use the MRCPSP in
combination with the agile approach. Since the MRCPSP is a general-
ization of the discrete tradeoff methods, which are usually NP-hard
problems [9,10], an exact algorithm alone cannot be used to solve the
problem. Nevertheless, because the selection of tasks and dependencies
can be performed within expectedly polynomial computation time [11],
we can propose a faster and better algorithm than a purely metaheur-
istic method, as detailed in Ref. [7]. In addition, the proposed method
avoids the tradeoff assumption; therefore, different types of technology
can be considered, where the time, cost and resource demands can vary.

To analyze the proposed method, first, it is compared to the existing
metaheuristic method of Kosztyán [7], where tradeoffs between time-
cost-resources and the increased reliability of the system component(s)
are assumed. Simultaneously with the simulation techniques, discrete,
multimode resource allocations are analyzed for maintaining different
numbers of system components and for comparing traditional and
agile/lean techniques.

The paper is organized as follows. Section 2 presents the main
background of the study. In Section 3, the mathematical background is
described. In Section 4, we compare the proposed method with previous
methods, and in Section 5, we demonstrate the proposed method in
practice. In Section 6, we interpret the simulation results, and in
Section 7, we summarize the contributions to the existing literature,
and we discuss the limitations of the proposed algorithm, suggesting
future directions.

2. Literature review

The proposed method involves three areas of research. It combines
two fields of scheduling approaches, namely, traditional and agile
scheduling approaches, and also uses the preventive maintenance
management techniques. Fig. 1 shows the Venn diagram of the classi-
fication of maintenance and scheduling problems.

In the case of maintenance management, two kinds of approaches,
such as project management (to schedule corrective/preventive main-
tenance tasks) and (preventive) maintenance management (to prioritize
tasks when considering the system and component reliability) should be
integrated to improve the maintainability. Therefore, we focus on the
intersection of scheduling and maintenance techniques (see (5–7),
(9–12) fields in Fig. 1). Other fields are very shortly reviewed.

(1) The first project scheduling method was published six decades
ago [12]. This network-based technique assumes a fixed logic
plan. Despite later techniques [13] that allowed for alternative
subnetworks, these subnetworks required being specified be-
fore scheduling the tasks; therefore, these techniques are very
scarcely used in flexible project management, such as agile and
lean projects.

(2) The importance of the time-cost tradeoff problem (TCTP) was
recognized more than five decades ago, almost simultaneously
with the development of project planning techniques [14,15].
However, while the continuous version of tradeoff problems

can be solved within polynomial computation time [16], in the
general case of the discrete tradeoff problems, the resulting
conditional time and cost minimization problems, except for
several special network structures (see, e.g., [9]), are strongly
NP-hard problems [10]. Tradeoff problems assume that shorter
duration or better quality both require additional cost [17];
this assumption is true for all the discrete, continuous and
stochastic versions of the tradeoff problem.

(3) In contrast, in the case of multimode problems, an arbitrary set
of technologies can be specified [18,19]. It is a better fit to the
construction and maintenance projects, where different kinds
of technology (i.e., completion modes) require different kinds
of time/cost/resource demands.

(4) Despite the large number of publications in traditional project
management, the flexible project management approaches,
such as agile and extreme project management, are very rarely
studied [20]. The agile approaches currently prioritize the
tasks and allow for flexible tasks. Instead of specifying trade-
offs between time, quality and cost or multimode completion
modes, the agile project scheduling algorithms, when neces-
sary, postpone low-priority tasks to the next project (so-called
sprint) and/or reorganize the project according the flexible
dependencies [11].

(5) The hybrid project management approach can combine agile
and traditional techniques [21]. In contrast to the lack of al-
gorithmic support, this approach is popular not only in soft-
ware project management but also in maintenance manage-
ment [4].

(6) To our best knowledge, there is only one publication (see Ref.
[8]) that combines traditional tradeoff methods and the flex-
ible project scheduling.

(7) At the same time, to our best knowledge, there is no published
method that can combine both the MRCPSP and the agile
project scheduling approaches.

(8) The primary goal of preventive maintenance is to avoid or
mitigate the consequences of equipment failure. This goal may
be achieved by preventing failure before it actually occurs
[22,23]. A piece of equipment can require one or more pre-
ventive tasks [24]. When calculating the increase in system
reliability, we should model system reliability using a relia-
bility block diagram (RBD) and consider the increase in
equipment reliability due to maintenance tasks. Instead of
component reliability, the risk effects, theirs dependencies
[25] and their propagation [26] can also be modeled using a
multiobjective hierarchical method [27].

(9) At the same time, if more maintenance tasks need to be com-
pleted, they should be organized into a maintenance project
[28] to control the time/resource/cost demands.

(10–11) Traditional tradeoff methods [see, e.g., Refs. 29,30] and the
MRCPSP [31] are already used in maintenance projects.
Nevertheless, numerous scholars from the 1960s (see, e.g., Ref.
[32]) to recent times (see, e.g., Refs. [28,33]) have assumed
that maintenance projects are fixed, similar to construction
projects. Moreover, in these studies, the different structures of
the system from which the risk originates are not separated
from the projects.

(12–13) Recently applied agile and lean approaches allow for the
prioritization of maintenance tasks [4]. Furthermore, de-
termining how to specify an exact algorithm to specify which
maintenance tasks and which type of technology (the so-called
completion mode) should be selected to increase system re-
liability while maintaining deadlines and budgets remains an
open question. Additionally, ascertaining how to identify the
shortest/least expensive project possible to increase system
reliability to the desired degree is also unclear. These ques-
tions are the basis of system maintainability.
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(14) While a system structure can be considered static, an agile
project structure can be flexible [11]. Component reliability
should be linked to the system components, and other para-
meters of corrective/preventive maintenance, such as dura-
tion, cost and resource demands, should be assigned to the
completion mode of the corrective/preventive maintenance
task. Kosztyán [7] proposed this distinction but assumed tra-
deoffs instead of multimodes, which can be independent from
each other. Furthermore, Kosztyán [7] lacks a principle foun-
dation and algorithmic treatment. The aim of this paper is to fill
this gap.

(15) Since there is no publication that combines traditional
MRCPSP and agile scheduling (see item (6)), there is conse-
quently no publication that also takes into account the dif-
ferent structures of projects and the system when using hybrid
(traditional and agile) project scheduling techniques. In con-
trast to Ref. [7], the proposed model does not assume any
tradeoff function between time and cost, time and resources,
or cost and resources. These completion modes, or in other
words, technologies, can be different from each other. In
contrast to traditional tradeoff and multimode methods, the
proposed model does not assume a fixed maintenance project
plan. However, corrective/preventive tasks must be performed
if the reliability of a system component falls below a certain
value.

The aim in specifying the proposed method is to improve the system
maintainability, where maintainability has two main components:
serviceability (ease of conducting scheduled inspections and servicing)
and repairability (ease of restoring service after a failure) [34]. In the
case of repairability, the aim is to increase system reliability as much as
possible within time/cost constraints (referred to as problem 1 here-
after), while in the case of serviceability, the question is determining
how to increase system reliability to the desired degree as fast as pos-
sible or as inexpensively as possible (referred to as problem 2a or
problem 2b, respectively). To the best of our knowledge, no exact or
hybrid method exists that can model and solve both repairability and
serviceability and combine both the traditional multimode and recent
agile/lean approaches.

In the proposed algorithm, several objective functions can be spe-
cified, and the corresponding objectives are as follows: (1) maximize
system reliability within time and cost constraints (see repairability),
and (2) achieve a desired level of system reliability (2a) with a minimal

budget or (2b) a minimal project duration (see serviceability).
We propose combining the MRCPSP method with agile project

scheduling because the case of maintenance and alternative technolo-
gies can be considered, and in the general case, these relations cannot
be assumed. Therefore, we should select from alternative technologies
that can maximize system reliability by increasing component relia-
bility while maintaining deadlines and budgets. This problem is an
extension of the discrete time-cost tradeoff problem and is also NP-
hard; therefore, the discrete TCTP should also be solved by heuristic or
metaheuristic methods [35,36].

The proposed algorithm includes three phases. The first two phases
propose exact selection algorithms, but at the end of the second phase,
we have to solve a multimode problem, that is, a resource/cost/time
constraint problem. Since the number of modes of maintenance tasks is
usually very limited, the proposed algorithm uses ant colony optimi-
zation (ACO) [37].

ACO is a metaheuristic for solving difficult computational problems
and was first introduced by Marco Dorigo in 1992 [38]. This approach
mimics the behavior of ants in nature while searching for the shortest
path between the ant nest and a source of food by applying pheromones
to exchange messages. In the basic ACO algorithm (Ant System - AS),
the ants choose the path where the pheromone concentration is the
highest with probability p. Due to the behavior of the ants, the shortest
path will have the highest pheromone concentration.

ACO is one of the fastest ways to solve discrete tradeoff [39] and
multimode problems [37]. This method proved to be the fastest during
our implementation. In contrast to Kosztyán’s [7] method, the first two
phases of the algorithm are exact algorithms, and the proposed ACO
implementation produced better performance than the genetic algo-
rithm or pattern searches (see Section 4). Therefore, we integrated the
ACO approach with the proposed M5 algorithm. Additionally, we
compared the genetic algorithms proposed by Kosztyán [7]. In contrast
to Kosztyán’s [7] method, we used metaheuristic methods only in the
final phase. We show that our method can find the optimal solution if
the final phase can produce a feasible resource allocation.

3. Mathematical formalization of the problem and the solution

Since the hybrid multimode resource constrained maintenance
project scheduling problem (HMCMPSP) has not previously been spe-
cified, the mathematical formalization of the proposed problem state-
ment, the matrix-based management model and the detailed steps of
the algorithm are defined in the following subsections.

Fig. 1. Categorization of maintenance management and project scheduling techniques.
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3.1. Definitions

Definition 1. Denote by = …K k k k: { , , , }z1 2 the finite set of system
components, r K: [0, 1], r k( ) [0, 1]i the reliability value of them,
and TSR(K)∈ [0, 1] is the (total) system reliability.

The maintenance tasks related to system component ki = …i z( 1, , )
are mandatory if <r k c( ) ,i ri where cri is a given minimal reliability (or
critical) value for ki, and other tasks are supplementary.

Definition 2. We call any finite set = …A a a{ , , }n1 the set of possible
activities or tasks of the project. The subset of uncertain or
supplementary tasks is = …A a a A{ , , } ,1 where A is any fixed
subset of A. Then, =A A A is the subset of mandatory tasks.

The set of (project) scenarios is =A S A A S( ): { : }.

Mandatory tasks must be performed; supplementary tasks can be
omitted. In the decision process about uncertain task realization, we
always have two options: include or exclude. S denotes the set of tasks
that will be fulfilled by the algorithm.

Definition 3. The relation triplet (≺, ∼ , ⋈) on A× A is a relation
representation of a hybrid project plan if for any ai, aj ∈ A, i≠ j, we
have the following:

(i) ai≺aj represents strict or required dependency between ai and aj,
i.e., aj must not be started unless ai has been completed,

(ii) ai∼ aj represents no dependency between ai and aj, i.e., the
starting time of aj is not affected by ai , and

(iii) ai⋈aj represents uncertain or flexible dependency between ai and
aj.

The flexible dependencies (⋈) must be resolved (realized) by the
algorithm: we can decide that these tasks will be completed either in a
sequential (≺) or in a parallel (∼ ) manner.

Remark 1. Clearly, ≺ is a partial order that excludes cycles such as
…a a a a1 2 3 1 . Therefore, by the standard topological ordering

algorithm, we may assume that ai≺aj⇒i< j .

Definition 4. A project structure or net is a deterministic logic plan, i.e.,
every flexible relation is realized. The triplet = S( , , ) represents
the final project structure of a given project scenario S⊆A .

The easiest way to input and modify all the data above is the use of a
special n× n matrix M, which we call a project plan. (Mi,j denotes the
entry in row i and column j.) The entries of M are ∅, X, ? such that

(i) for any i≤ n, = XMi i, for a Ai and =M ?i i, for a Ai ,
(ii) for any i, j≤ n, i< j, = X a aMi j i j, ,

= a aMi j i j, and = a aM ?i j i j, .
By Remark 1, we know that in terms of the entries ″X″, M is an

upper triangular matrix both in the input and in all further steps of the
algorithm.

Definition 5. Any finite set of quadruplets
= = …W t c r i mR{( , , , ): 1, , }i i i i of nonnegative real numbers and the

vector Ri is called a multimode protocol (MMp).
Denote by =t tmin ,i imin =t tmax ,i imax =r rmin ,i imin

=r rmax ,i imax =c cmin ,i imin =c cmaxi imax the minimal/maximal va-
lues of the demands of the tasks. If for each a ∈ A, we are given a
protocol Wa⊆W, then we call the set = W a A{ : }a a multimode
maintenance management problem (M4P). For any S ∈ Ξ(A) and ,
a project schedule is a set

=w t c r a SR{( , , , ): }a a a a (1)

where =t c r w WR( , , , )a a a a
a a for each a ∈ S.

We interpret (t, c, R, Δr)∈ Wa as paying the cost c for solving the
task a ∈ A in time t with the set of resources R and with an increase in

(desired) reliability Δr using the mode assigned to (t, c, R, Δr).
The desired increase in the reliability of a system component de-

pends on the maintenance tasks that are assigned to it. One or more
tasks can be assigned to a system component, but a task can be assigned
to only one system component.

Definition 6. Denote by rk
a the maintenance activity, i.e., the

increase in reliability of system component k ∈ K if a ∈ A is
completed. =r r:k

a a if a is assigned to k; otherwise, =r : 0k
a . The

total increase in reliability of the system component k ∈ K is
=r rk a S k

a.

Now, we are ready to provide the upper and lower bounds for time,
cost, resources and the increase in component reliability for each stage
(in any PHASE) of the algorithm.

Proposition 1. (i) For any M and , the minimal cost bound is

=
=

C cM( , ) .
M X

a
min min

i i, (2)

(ii) For any project schedule w , the total projectcost of w is

=w cc( ) .
t c r w a S

a

R( , , , )a a a a a (3)

For time bounds, we must consider the ≺ dependencies.

Definition 7.

(i) = …P a a a( , , , )i i i1 2 is called a real path of length (ℓ≤ n) if
=+ XMi i,j j 1 for 1≤ ij< n, j≤ℓ and

…a a a .i i i1 2 (4)

(ii)

=T P t( , ): .
a P

a
min min

(5)

(iii) P is a longest min-path of M if T P( , )min is maximal, assuming
that P contains only mandatory tasks (i.e., = XMi i, whenever
a Pi ). Any such P is called a critical path, and the set

…a a a{ , , , }i i i1 2 is called a set of critical activities. We denote this
maximum by the following:

=T T PM( , ): max ( , ).
P

min
real path

min
(6)

A longest min-path in any M can be found by a standard algorithm
within +O n d( ) time, where n and d are the numbers of tasks and
dependencies, respectively.

Proposition 2. (i) For any M, and K, the lower and upper bounds for
the increase in reliability are

=
=

r K rM( , , ): ,
a A M X k K

k
a

min
,

min
i i, (7)

=r K rM( , , ): .
a A M k K

k
a

max
, 0

max
i i, (8)

(ii) For any project schedule, the total increase in system reliabilityis

=r w K r( , ): .
t c r w a S

k
a

R( , , , )a a a a a (9)

Definition 8. For any M, N∈ {X, ∅, ?}n× n, we say that

(i) N is an in-/out- diagonal extensionof M if all the ″X″ and ″∅″
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symbols inM remain unchanged in N and some (possibly none) ″?″
symbols on/off the diagonal ofM are changed to either ″X″ or ″∅″.
In this case, M is a restriction of N .

(ii) For i, j≤ n and =M ? ,i j, we denote by =i j XM[ , ] and
=i jM[ , ] the matrices if onlyMi,j has been changed to either ``X″

or ″∅″.
(iii) N is an in-/out- diagonal closureofM if N contains no ″?″ symbols

on/off of the diagonal and N in/out extends M.

The next theorem easily follows from the above definitions.

Theorem 1. For any M, any in- or out-closure N of M and w

C CM N( , ) ( , )min min (10)

T TM N( , ) ( , )min min (11)

r K r KM N( , , ) ( , , )max max (12)

C wN c( , ) ( )min (13)

T wN t( , ) ( )min (14)

r K r w KN( , , ) ( , )max (15)

T TM M( , ) ( , )min max (16)

C CM M( , ) ( , )min max (17)

r K r KM M .( , , ) ( , , )min max (18)

Definition 9. For M∈ {X, ∅}n× n and w , we use the following
notations for total project cost and time: =TPC w wM c( , ) ( ) and

=TPT w wM t( , ) ( ).
The total increase in system reliability is as follows:

=TSR w K r w KM( , , ): ( , ). (19)

Definition 10. Denote by = A wA M( , , ) ( , ) the set of scheduled
tasks that are in progress at time τ, and let =w RTPR ( , ): j A w j kk ( , ) ,

be the (total project) resource demands at time τ for resource Rk. Denote
the (total project) resource demands at time τ by

=
= …

w
TPR w TPR w TPR w

TPR M TPR( , , ) ( , )
{ ( , ), ( , ), , ( , )}1

and the

(maximal) total project time by TPR
= = =
= …

w TPR TPR w
TPR w TPR w TPR w

M TPR M( , ) ( ) max ( , , ) ( , )
{max ( , ), max ( , ), ,max ( , )}1 2

.

3.2. Problem statements

Now, we define the hybrid multimode resource-constrained main-
tenance project scheduling problem (HMCRMPSP). In PHASE ONE, we have
to find a feasible project scenario (S). Since problems 1/1, 1/2a and 1/
2b differ only in terms of the target functions, the considered problems’
formulations in PHASE ONE are combined. (In PHASE ONE we choose only one
of these problems and solve it with our algorithm.)

Problem 1. PHASE ONE (1/1, 1/2a, 1/2b): let A be a finite set of activities
(represented by M), let K be a finite set of system components, and let

be the set of modes. Further, let +C C C, ,c t r be given such that
C CM( , ) ,cmin T CM( , ) tmin and r K CM( , , ) rmax .

We have to find an in-closure M′ of M (S⊆A) such that in problem
1/1

r KM( , , ) max (20)

in problem 1/2a

C M( , ) min (21)

in problem 1/2b

T M( , ) min (22)

assuming

C CM( , ) cmin (23)

T CM( , ) tmin (24)

Fig. 2. Matrix representation of the hybrid multimode resource constrained maintenance project scheduling problem.
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r K CM( , , ) .rmax (25)

As mentioned in Section 2, several objective functions can be spe-
cified, and the corresponding problems are as follows:

(1) Repairability: maximize the system reliability within the time
and cost constraints (see Fig. 3(a), which is a result of Fig. 2, if the
target function is Eq. (20)), and (2) Serviceability: achieve the desired
level of system reliability within (a) a minimal budget (see Fig. 3(b),
which is a result of Fig. 2, if the target function is Eq. (21)) or (b) a
minimal project duration (see Fig. 3(c), which is a result of Fig. 2, if the
target function is Eq. (22)).

In PHASE TWO, we have to find a feasible project structure
= S( , , ). Since the dependencies are selected to be excluded or

included, the selection does not influence the budget and the increase in
system reliability, such that PHASE TWO must be specified only for pro-
blem 2/2b.

Problem 2. PHASE TWO (2/2b): letM′, i.e., S⊆A be a solution of PHASE ONE.
Further, let +Ct be given such that T CM( , ) tmin . Now, find a
structure, i.e., an off-closureM″ of M′ such that

T M( , ) min (26)

assuming

T CM( , ) .tmin (27)

In PHASE THREE, we have to find a feasible project schedule (w ). In this
case, we have to select from the completion modes, which influence the
budget, project duration, and increase in system reliability. In PHASE ONE

and PHASE TWO, resource constraints were ignored because the resource
allocation required to specify the minimal/maximal resource demands
unnecessarily slows down the proposed algorithm. In PHASE THREE, the
resource demands are considered. Since in PHASE THREE, only the target
functions differ for problems 3/1, 3/2a and 3/2b, the formal descrip-
tions for them are combined.

Problem 3. PHASE THREE (3/1, 3/2a, 3/2b): let M′ be a solution of PHASE
ONE, and letM″ (i.e. = S( , , )) be a solution of PHASE TWO (2b). Let K
be a finite set of system components, and let be the set of modes.
Further, let … = …+C C C C C C C C CC, , , , , , , [ , , , ]c t R R R r R R R

T
R1 2 1 2 be

given such that C CM( , ) ,cmin T CM( , ) ,tmin
TPR M C( , ) Rmin and R K CM( , , ) Rmax . Now, find w such
that in problem 3/1

w Kr( , ) max (28)

in problem 3/2a

wc( ) min (29)

in problem 3/2b

wt( ) min (30)

assuming

w Ct( ) t (31)

w Cc( ) c (32)

wTPR C( ) R (33)

r w K C( , ) .r (34)

3.3. The matrix representation

Fig. 2 shows an example for the matrix representation of the

problem. We used a matrix-based method instead of network-planning
techniques because this method allows us to model both the system and
the project structure in one so-called multidomain matrix model [40].
An example of the matrix model is presented in Fig. 2, and the result is
presented in Fig. 3. The first important part of the proposed matrix
model is the system structure, which is modeled with an RBD. The
second main part is the project domain matrix (PDM) [11], which de-
scribes a flexible project (see Fig. 2) and is detailed in Ref. [7].

Example 1. Consider 4 components of a piece of equipment, where the
component reliabilities are as follows: r

= = = =k r k r k andr k( ) 0.7, ( ) 0.6, ( ) 0.5, ( ) 0.81 2 3 4 . For the corrective/
preventive tasks, a1 and a2 are assigned to system component k1, and

…a a, ,3 5 are assigned to …k k, , ,2 4 respectively. The increase in
component reliabilities, time, cost, and resource demands is presented
in domains in Fig. 2. The deadline is 6 days (Ct), the budget is $10k (Cc),
and the resource constraint is 5 repairpeople and 5 maintenance tools
(CR). The minimal final system reliability is 0.6 (CΔr). The critical
reliability (cr) value of the system component is specified as 0.6.

The question is how to specify the maintenance projects, including
corrective/preventive maintenance tasks and completion modes, if the
system reliability has to be maximized or the budget/project durations
have to be minimized, according to the constraints.

The first domain of the matrix representation describes the relia-
bility diagram of the system, and this domain is symmetric. The diag-
onal represents the component reliability (or, in another model, the
component availability). In the next domain, maintenance tasks are
assigned to the system components. The estimation of the increase in
component reliability is based on the completion mode of the tasks.

3.4. The algorithm

The algorithm changes the “?” symbols in the logic domain re-
presented by matrixM to either “X” or “∅” step-by-step in the diagonal
in PHASE ONE, and in the off-diagonal in PHASE TWO. The matrix re-
presentation of a (final) project structure contains no “?” symbols.

3.4.1. Phase one
Given the matrix M0 ∈ {X, ∅, ?}n× n, fix an ordering of the symbols

“?” in the first σ rows (columns). The algorithm changes these symbols
to either “X” or “ ” one-by-one in this order, and such a change is called
a step. These changes are not final, and the original matrixM0 is saved.
We look for the optimum similar to the “back-and-forth” methods,
saving information about the possible paths we might investigate later
in the buffer B (a set). After replacing as many elements ofM as we can
(satisfying Eq. (23) through (25)), we return to the cases in B that
have1) a greater increase in system reliability r KM( , , ) # in lower
budget C M( , ) # in lower project duration T M( , ) than M.

Denote by M the actual matrix before the next replacement; thus,
= i jM ?j j, for some 1≤ i≤ σ, and let =i i YM[ , ] be the

matrix after replacing Mi,i with Y, where Y ∈ {X, ∅}. Before replacing
Mi,i, we save the other possibility that we do not follow in the present
step in B. The elements of B have the form

= = =i Y r i i Y K i m Y rb M M( , , ( [ , ], , )) ( , , , )#n n b1.. ,1.. max

(35)

= = =i Y C i i Y i m Y Cb M M( , , ( [ , ], )) ( , , , ), #n n b1.. ,1.. min (36)

= = =i Y T i i Y i m Y Tb M M( , , ( [ , ], )) ( , , , ).n n b1.. ,1.. min (37)

Remark 2. B contains only those =i i YM[ , ] extensions that have not
yet been investigated but fulfill the bounds in Eqs. (23) through (25):

1 From now, the phrases ”aaa # bbb # ccc” abbreviate the texts ”aaa (in
Problem 1), bbb (in Problem 2a) and ccc (in Problem 2b)”.
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Fig. 3. Results of maintenance projects.
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=C i i Y CM( [ , ], ) cmin (38)

=T i i Y CM( [ , ], ) tmin (39)

=C r i i Y KM( [ , ], , ).r (40)

Remark 3. Before starting step i for 1< i, at the end of step i 1, we
place Y into the i 1-th entry of M. Since we are now focusing on
further extending this configuration, B does not contain the
corresponding record # = i m Y Cb ( 1, , , )b # = i m Y Tb ( 1, , , )b .

The algorithm starts a new cycle whenever it returns to an element
of B and begins to replace the ″?″ symbols from the = +i i 10 -th entry of
the diagonal. PHASE ONE may have a solution if, in at least one cycle, we
are able to step i up to σ (satisfying Eq. (23) through Eq. (25)). We store
all the in-closures M′ of M0 that are found and may be optimal solu-
tions. If B contains an element b with a greater increase in system re-
liability # lower budget # lower project duration than M′ has (i.e.,

>r r KM( , , )b # <C C M( , )b # <T T M( , )b ), then we
start a new cycle from b. During this cycle, either i cannot be increased
to σ or = =r r i i Y KM( [ , ], , )b max # = =C C i i YM( [ , ], )b min #

= =T T i i YM( [ , ], )b min may decrease below r KM( , , ) # may
increase above C M( , ) # may increase above T M( , ) or we might
obtain a solution better than M′.

The pseudocode of the algorithm is as follows.
START Let i0 ≔ 0 , =i 1 , B ≔∅ .
GENERAL STEP (1≤ i≤ σ,M is the actual matrix, Y ∈ {X, ∅}). Let

= =… …i Y r i i Y Kb M M: ( , , , ( [ , ]), , ), #Y
i

n n1 ,1 max (41)

= =… …i Y C i i Yb M M: ( , , , ( [ , ]), ), #Y
i

n n1 ,1 min (42)

= =… …i Y T i i Yb M M: ( , , , ( [ , ]), ).Y
i

n n1 ,1 min (43)

CASE i) None of bi and bX
i fulfill Eqs. (38)-(40) and =B . Then,

STOP since Problem 1 has no solution.
CASE ii) None of bi and bX

i fulfill Eqs. (38)-(40) but B≠∅. Now,
choose any element b∈ B such that Δrb is maximal (in B) # Cb is
minimal (in B) # Tb is minimal (in B). Then, reset the diagonal of M
according to m , set i ≔ j , delete b from B, and go to the General Step.

CASE iii) Exactly one of bX
i and bi fulfills Eqs. (38)-(40), for ex-

ample, bY
i . Let Mi,i ≔ ″Y″, and go to Step Increasing i.

CASE iv) Both bX
i and bi fulfill Eqs. (38)-(40).

If = =r i i X K r i i KM M( [ , ], , ) ( [ , ], , )max max #
= =C i i X C i iM M( [ , ], ) ( [ , ], )min min # =T i i XM( [ , ],min

T) min =i iM( [ , ], ) then let Mi,i ≔ ″∅″, =B B b: { },X
i and go

to Step Increasing i .
If = > =r i i X K r i i KM M( [ , ], , ) ( [ , ], , )max max #

= < =C i i X C i iM M( [ , ], ) ( [ , ], )min min # =T i i XM( [ , ],min
< T) min =i iM( [ , ], ) then letMi,i ≔ ″X″, =B B b: { },i and go to

Step Increasing i .
STEP INCREASING (i) If i< σ, then let = +i i: 1, and go to General

Step. In the case =i , go to Check Step.
CHECK STEP ( =i ) First, save the recent M with its r KM( , , )

# C M( , ) # T M( , ). If B contains an element = i m Y Tb ( , , , )b
such that

>r r KM( , , )#b (44)

<C C M( , )#b (45)

<T T M( , )b (46)

then return to b, and start a new cycle, i.e., reset the diagonal of M
according to m , set i ≔ j , delete b from B, and go to General Step.

END of the Algorithm.

Theorem 2. The saved matrices (in the Check Step) of the above algorithm
are exactly the optimal solutions of Problem 1. No saved matrices exist if
and only if Eqs. (23) through (25) in Problem 1 PHASE ONE have no solution.

Proof. In each step, the algorithm chooses the better of (at most) two

possibilities and buffers the other for possible further investigation. The
value T M( , ) for each M is a sharp upper bound for each further
continuation of M. Therefore, all the buffered possibilities with smaller
T than that of the finished (and saved) matrices (in Check Step) can be
deleted from the buffer. Since the algorithm checks each of the
remaining elements of the buffer (see Check Step), at the end, we
must obtain each optimal solution. □

3.4.2. Phase two
Since PHASE TWO has no effect on the project budget and the system

reliability, it reduces the project duration. In the general case, when the
constraint of the parallel completion affects resource availability, the
algorithm and most of the notation for PHASE TWO are the same as those
for PHASE ONE. We have to consider the ″?″ symbols out of the diagonal of
M in a fixed (but arbitrary) order. Before each replacement, we save the
other possibility in a buffer, similarly to Eq. (37), and check the con-
ditions corresponding to Eq. (27), such as Eq. (38)-(40) corresponding
to Eq. (23)-(25). In each step, we have to refresh T M( , )min . The
properties of the algorithm in PHASE TWO can be proven similarly to
Theorem 2.

We consider resources and resource constraints in PHASE THREE.
Therefore, if we obtain a feasible project scenario, we obtain the best
one if all flexible dependencies are omitted.

3.4.3. Phase three
The final project structure specifies a discrete multimode resource

constrained maintenance project scheduling problem (MRCMPSP). If no
feasible solution of the given MRCMPSP algorithm exists, we return to
PHASE ONE and select the next project scenario (and project structure)
from the buffer.

The proposed method uses Li’s [37] ACO method in this phase to
find a feasible resource allocation. We compared the results with other
metaheuristics, such as the hybrid genetic algorithm [41], but ACO
found feasible solutions faster. Since the original target functions were
either to maximize system reliability (in problem 1) or minimize the
budget (in problem 2a) or project duration (in problem 2b), the feasible
resource allocation is optimal for the original target functions.

Example 2. Fig. 3 show the results of Example 1. Fig. 3 shows that
while the target is to increase the system reliability (see Fig. 3(a)), more
tasks are included in the maintenance projects than if the goal is to keep
serviceability with a minimal budget (see Fig. 3(b)) or with minimal
project duration (see Fig. 3(c)). Comparing Fig. 3(b-c) also shows that
different sets of tasks can perform the minimal increase of system
reliability. Moreover, different kinds of tasks may be included in the
maintenance project if the target is the minimal duration or the
minimal budget.

3.5. Complexity of the problem

Kosztyán[11] has shown that the number of possible project struc-
tures is 2d, where d is the number of flexible dependencies. If uncertain
task completion exists, the number of possible project scenarios is 2u,
where 0≤ u≤ n. A project scenario has 0 2di n n( 1)/2 project
structures. Therefore, the number of possible project structures is

= = 2i
d

: 1
2u

i. If every task can be completed via m possible modes, the
total number of possible project structures is = = =n n 2m m

i
d

: 1
2u

i.
Therefore, brute force algorithms cannot be applied, even in small
problems. For example, if only one project scenario exists, all de-
pendencies are flexible and there are only 3 completion modes (n ≔ 8,

= =d n n: ( 1)/2 28, m ≔ 3); then, = =2 *82 4, 294, 967, 29628 .
In PHASE ONE and PHASE TWO, the decision tree is a binary heap. Every

node in this tree has sharp bounds for the time and cost demands and
for the increase in system reliability. In this case, the expected com-
putation time is +O u d( ) (see Ref. [11]). Since the output of PHASE TWO
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is an MRCPSP, in the final phase, we can use heuristic or exact methods
to evaluate the specified project structure. Unfortunately, in this case,
the decision tree is not a binary heap but an m-heap, where m is the
number of modes. Therefore, no fast tree traversal algorithm exists for
finding the best project schedule within polynomial time. Since few
alternatives usually exist in practice, in the final phase, we implement
ACO in accordance with Ref. [37] to determine the project schedule.

4. Simulations

The aim of this section is threefold. First, the proposed algorithm
and a recent genetic algorithmic-based model (see Ref. [7]) are com-
pared (see the comparison results in Section 4.3), where tradeoffs
among time, cost, growth of component reliability and resources can be
assumed and the target function is to minimize project duration (see
problem 1–3/2b, the problem of serviceability). Since the proposed
method can also minimize the budget while satisfying the constraints
(see problem 1–3/2a) and maximize the increase in system reliability
(see problem 1–3/1) without the assumption of time, cost, component
reliability, and resource trade-offs, the results of different targets are
compared.

Therefore, the second goal of the simulation is to compare the im-
pacts of the project and structural parameters or the maintainability
(for both serviceability and repairability). The third goal is to compare
the effectiveness of traditional long-term shutdowns, where (almost) all
system components are checked and/or improved, and novel con-
tinuous maintenance approaches, which involve fewer maintenance
tasks that can be completed in parallel (see the results in Section 5).

4.1. Specified parameters for generating project plans

In Section 3, we show that the maximal cost demand of a main-
tenance project occurs if every maintenance task is completed with the
maximal task costs (Cmax). Similarly, the maximal time demand (Tmax)
results if every maintenance task is completed and every possible re-
lation between tasks is realized. Similarly, the maximal increase in
system reliability (Δrmax) occurs if every system component is main-
tained. The maximal resource demand (TPRmax) can be calculated if
every mandatory and supplementary task is realized and all the de-
pendencies are ignored for the parallel run. These values are used to
specify the time, cost, resource and reliability constraints.

We use …T C R%, %, % {50%, 60% ,100%} and r
…% {50%, 60% ,90%} to specify the time, cost, resource and reliability

constraints (e.g., Ct ≔ T% · Tmax). These parameters’ (rate of demands)
are called the project parameters. The project parameters represent the
traditional project triangle (time, cost, and quality, i.e., the increase in
reliability).

The other group of parameters is the structural parameters, namely,
the number of blocks (n ∈ {25, 50, 75}) and the ratio of flexible tasks (F
%∈ {50%, 60%, .., 90%}). A higher ratio of flexible tasks represents
continuous preventive maintenance, while a lower ratio models
planned system shutdowns.

The ratio of serial blocks was …S% {50%, 60%, , 100%}, where a

higher serial ratio represents a (serial) production line and a lower ratio
of serial blocks models a more reliable power plant.

While the goal is either to find the maximal increase in reliability of
system components (repairability, see problem 1–3/1) or the minimal
project cost (serviceability, see problem 1–3/2a) or project duration
(serviceability, see problem 1–3/2b) within the project (time/cost/re-
source/quality=increase in system reliability) constraints, the depen-
dent variable is the (key) performance of optimization,

=K % 1 [0, 1],T
T T

T T
min

max min
=K % 1 [0, 1],C

C C
C C

min
max min

K r

=% [0, 1],r r
r r

min
max min

where Δr is the increase in system reliability, C
is the project cost, and T is the project duration of the optimal solution.
A value of 1 indicates that we can find the maximal increase in system
reliability/minimal project cost/minimal project duration within the
project constraints. This value represents the effectiveness of main-
tenance.

4.2. Applied datasets

Project plans are generated by the free project generator ProGen
[42], and one production/maintenance project is from the empirical
project database of Batselier et al. (2015) [43] (see Fig. 4(a)). The
structure of the maintenance projects is similar to that of the production
project [44], and in the case of shutdowns, there are more serial than
parallel tasks in a maintenance project. Additionally, continuous
maintenance approaches, such as TPM and the novel agile approaches,
prefer shorter maintenance plans that contain fewer, parallel corrective
maintenance tasks. Therefore, most of the dependencies are treated as
flexible (see Fig. 4(c)), and the system components must be maintained
only when the reliability is under a specified (criticality) threshold (see
Fig. 4(c)).

The ratio of nonmandatory (noncritical) or supplementary tasks is
denoted as F%. A low F% value represents long-term shutdowns, while
a larger value represents continuous maintenance and agile/lean ap-
proaches.

In terms of the possible values of T%, C%, R%, Δr%, F%, n, and S%,
there are 291,600 possible settings, and we generate 20 system struc-
tures for each. Therefore, 5,832,000 maintenance projects must be
solved.

4.3. Comparison of maintenance project scheduling methods

In the first step, before showing the results of the proposed algo-
rithm, the time/cost/resource constraints and increase in component
reliabilities are sorted to satisfy the assumptions of trade-off methods,
and in this way, we can compare the proposed method to the meta-
heuristic solver proposed by Kosztyán [7] (see the comparison in
Fig. 5). Unfortunately, because of the large scale of possible project
structures, the optimal solution cannot be calculated; nevertheless, if
there are no constraints, KT is 1. Thus, we can choose the shortest
project structure. While satisfying the constraints, =K % 1T can usually
be approached but cannot be reached. Therefore, a higher KT% in-
dicates a better value for a feasible project.

Fig. 4. Production/maintenance (C2014-02) project from the empirical project database [43].
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5. Results of the proposed algorithm

The tradeoff assumption is ignored when analyzing the results of the
proposed method. The performance of the maintainability methods is
compared when different target functions are applied and flexible tasks
and flexible dependencies are allowed (see Fig. 6(a)) and when flex-
ibility is not allowed (every corrective/preventive task in the main-
tenance project is decided) (see Fig. 6(b)). Fig. 6(b) shows the results of
a long-term system shutdown, while Fig. 6(a) shows the result of the
agile/lean approaches, where to increase system reliability/decrease

the budget/decrease the project duration, flexible (nonmandatory)
tasks and dependencies can be excluded from the project.

In addition, to assess the computational time of the proposed al-
gorithm, we investigate how the parameters/constraints influence the
maintainability performance (K r K K%, %, %C T ).

Table 1 shows the parameter estimates of the simulation results and
the impacts of the two parameter types: project constraints (T%, C%, R
%, and Δr%) and structural parameters (F%, n, and S%). The positive/
negative standardized beta coefficients indicate the same/opposite di-
rection for the performance in terms of maintainability. The LogWorth

Fig. 5. Comparison of the results of the proposed algorithm (ACO) and the genetic algorithm proposed by Ref. [7]

Fig. 6. Results of performance in terms of repairability KΔr% and serviceability KC%, KT%.
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for each model effect, defined as −log10(p-value), can be treated as an
importance value for the regression. The positive significant coefficients
of time, cost and resource constraints indicate that if we relax these
constraints (increase the constraint), the maintainability performance
will also increase, and the negative values of the coefficient of the in-
crease in the system reliability constraint indicate that if the minimal
value of the increase in system reliability increases, the performance of
the maintainability will decrease. The positive (standardized beta)
coefficients of the flexibility parameters indicate that more flexible
projects can improve system reliability while improving the perfor-
mance in terms of serviceability. The negative coefficients of the
number of system components (n) mean that the performance of
maintainability is decreased if the number of components is increased.
The negative coefficients of the ratio of serial components show that the
performance of the maintainability decreases if the ratio of serial
components increases.

6. Discussion

Few algorithms can be applied to both system and project structures
that include both traditional and agile project management approaches
to schedule maintenance projects in an algorithmic manner. Kosztyán
[7] proposes a solution for only serviceability and only when the tra-
deoff assumptions are satisfied; however, we can obtain significantly
better solutions if we combine the exact method and ant colony opti-
mization (see Fig. 5).

The proposed algorithm can be used for both maximizing the in-
crease in system reliability and minimizing time/cost demands while
satisfying the constraints. Fig. 6 shows that when optimizing the re-
pairability and serviceability, we obtain different types of projects.
However, Fig. 6 also shows that better serviceability performance is
obtained if flexible projects (flexible tasks and flexible dependencies)
are allowed. However, better performance in terms of repairability is
achieved when following the traditional maintenance management
approaches.

Table 1 shows that the structural parameters are more important
than the project constraints. Since n did not exceed 75 elements, the
analysis of the positive coefficient of block size (n) is not essential.
Solving the HPMPSP in 75 blocks demands less than a minute on a
Pentium Core i5 computer; therefore, the size effect will be analyzed in
more detail in a future study.

Since a higher flexible ratio (F%) represents continuous main-
tenance, the positive coefficient of F% indicates that continuous main-
tenance can be more effective.

Clearly, more parallel blocks (fewer serial blocks) in a system results
in higher system reliability; however, considering the negative coeffi-
cient of S%, we obtain a novel result. The effectiveness of maintenance

is higher in a more reliable system, where S% is lower.
The negative coefficient of the increase in reliability parameter (Δr

%) is trivial. If we increase the minimal improvement of system relia-
bility, the distance between the feasible project duration and the ideal
minimal project duration will increase.

7. Conclusion

In this paper, a novel problem, namely, the hybrid multimode re-
source-constrained maintenance project scheduling problem is defined. This
problem integrates system reliability and preventive maintenance tasks.
The proposed method can improve both the repairability and the ser-
viceability. It can organize a maintenance project to minimize the
maintenance project tasks while maintaining a specified budget and
achieving the desired increase in system reliability (serviceability). At
the same time, it can maximize the reliability of the system when
keeping time/cost/resource constraints (repairability). After applying
the proposed matrix-based maintenance management method, the set
of maintenance tasks (the result of phase 1), their sequence of com-
pletion (the result of phase 2) and the time/cost/growth of system
components (the result of phase 3) can be specified.

Since not all the system components will be maintained in a pre-
ventive maintenance project scheduling problem, the problem specifies
a flexible project that consists of not only mandatory but also supple-
mentary tasks. The simulation test showed that a more reliable system
can be effectively maintained and that continuous maintenance is more
effective.

The developed matrix-based method and the proposed exact algo-
rithm may be important and essential components of a maintenance
project expert system. This method can be applied in a computer-aided
maintenance system (CMMS), where reliability/availability values are
generated from a diagnostic system, but this method can schedule the
maintenance tasks.

The proposed algorithm is a static algorithm; however, the system
reliability and the reliability of system components decrease as a
function of time. By considering the time dependence and integrating
the proposed model with forecast methods, this model can be extended
to support predictive maintenance, and a new predictive maintenance
project scheduling problem can be specified.
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Table 1
Parameter estimation (* significance level is lower than 0.05).

max TSR min TPC min TPT

Term Std Beta LogWorth Std Beta LogWorth Std Beta LogWorth

T% 0.008920 0.733 0.001046 0.072 0.010830* 1.712
C% 0.004110 0.266 0.008070 0.858 0.001426 0.120
R% 0.003540 0.314 0.007073 0.821 0.001426 0.121
Δr% −0.345566* 532.362 −0.277820* 525.017 −0.069100* 49.209
F% 0.130943* 82.668 0.207190* 302.221 0.248071* 574.562
n −0.237960* 263.220 −0.169880* 206.439 0.758171* 3432.190
S% −0.271180* 337.780 −0.608220* 2007.786 −0.104340* 109.803
Adj. R2 0.6543 0.5863 0.5545
Independent KΔr% KC% KT%
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Appendix A. Nomenclature

Table 2.

Supplementary material

Supplementary material associated with this article can be found, in the online version, at 10.1016/j.orp.2019.100129.

References

[1] Moubray J. Reliability-Centered Maintenance. second ed. Industrial Press, Inc.;
1997. 2 Revised edition

[2] Khan FI, Haddara MM. Risk-based maintenance (RBM): a quantitative approach for
maintenance/inspection scheduling and planning. J. Loss Prev. Process Ind.
2003;16(6):561–73. https://doi.org/10.1016/j.jlp.2003.08.011.

[3] Wireman T. Total Productive Maintenance. Industrial Press; 2004.
[4] Ghobakhloo M, Azar A. Business excellence via advanced manufacturing technology

and lean-agile manufacturing. J. Manuf. Technol. Manag. 2018;29(1):2–24.
[5] Packianather MS, Soman S, Davies A, White J. Predictive maintenance in a manu-

facturing environment through fit manufacturing and discrete event simulation.
2018 World Automation Congress (WAC). 2018. p. 1–6. https://doi.org/10.23919/
WAC.2018.8430400.

[6] Samrout M, Châtelet E, Kouta R, Chebbo N. Optimization of maintenance policy
using the proportional hazard model. Reliabil. Eng. Syst. Saf. 2009;94(1):44–52.

[7] Kosztyán ZT. Serviceability of large-scale systems. Simul. Modell. Pract. Theory
2018;84:222–31. https://doi.org/10.1016/j.simpat.2018.03.002.

[8] Kosztyán ZT, Szalkai I. Hybrid time-quality-cost trade-off problems. Oper. Res.
Perspect. 2018;5:306–18. https://doi.org/10.1016/j.orp.2018.09.003.

[9] De P, Dunne EJ, Ghosh JB, Wells CE. The discrete time-cost tradeoff problem re-
visited. Eur. J. Oper. Res. 1995;81(2):225–38. https://doi.org/10.1016/0377-
2217(94)00187-H.

[10] De P, Dunne EJ, Ghosh JB, Wells CE. Complexity of the discrete time-cost tradeoff
problem for project networks. Oper. Res. 1997;45(2):302–6. https://doi.org/10.
1287/opre.45.2.302.

[11] Kosztyán ZT. Exact algorithm for matrix-based project planning problems. Expert
Syst. Appl. 2015;42(9):4460–73. https://doi.org/10.1016/j.eswa.2015.01.066.

[12] Kelley Jr JE, Walker MR. Critical-path planning and scheduling. Papers Presented at
the December 1–3, 1959, Eastern Joint IRE-AIEE-ACM Computer Conference. IRE-
AIEE-ACM ’59 (Eastern). New York, NY, USA: ACM; 1959. p. 160–73. https://doi.
org/10.1145/1460299.1460318.

[13] Pritsker AAB. GERT: Graphical Evaluation and Review Technique. Rand
Corporation; 1966.

[14] Fulkerson DR. A network flow computation for project cost curves. Manage Sci.
1961;7(2):167–78.

[15] Elmaghraby SE. Activity Networks: Project Planning and Control by network
Models. New York: Wiley; 1977.

[16] Ahuja RK, Magnanti TL, Orlin JB. Some recent advances in network flows. SIAM
Rev. 1993;33(2):175–219. https://doi.org/10.1137/1033048.

[17] Babu A, Suresh N. Project management with time, cost, and quality considerations.
Eur. J. Oper. Res. 1996;88(2):320–7. https://doi.org/10.1016/0377-2217(94)
00202-9.

[18] Said SS, Haouari M. A hybrid simulation-optimization approach for the robust
discrete time/cost trade-off problem. Appl. Math. Comput. 2015;259:628–36.
https://doi.org/10.1016/j.amc.2015.02.092. http://www.sciencedirect.com/
science/article/pii/S0096300315002933

[19] Chen WN, Zhang J, Chung HSH, Huang RZ, Liu O. Optimizing discounted cash flows
in project scheduling - an ant colony optimization approach. IEEE Trans. Syst. Man
Cybern. Part C 2010;40(1):64–77. https://doi.org/10.1109/TSMCC.2009.2027335.

[20] Pellerin R, Perrier N. A review of methods, techniques and tools for project planning
and control. Int. J. Prod. Res. 2019;57(7):2160–78. https://doi.org/10.1080/
00207543.2018.1524168.

Table 2
List of applied symbols and abbreviations.

Abbr. Description
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