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Purpose: Especially in supply chain management (SCM), data has become essential to the 

success of companies. Traditional analytical methods are being augmented by machine 

learning (ML), which is considered the foremost relevant branch of artificial intelligence. 

This article maps various ML use-cases and assigns them to the appropriate SCM tasks. 

Methodology: We applied a scoping review and checked scientific databases for relevant 

literature. Subsequently, the articles were assigned to different categories to map the 

research area. In the categorization, we considered, amongst others, the ML tasks and 

algorithms, data source and type, and the field of application. 

Findings: The results show that there are numerous ML use cases in SCM. These range from 

predictive demand forecasting and intelligent partner selection to the use of assistance 

systems for resource management. Various data sources, such as internal company data 

and publicly available data, are used for these applications. 

Originality: By mapping ML use cases in SCM, this complex and multifaceted field of 

research is presented in a transparent and structured way. Science and practice can deploy 

the results to improve existing ML use cases in SCM on the one hand and to identify 

promising areas of application on the other. 
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1. Introduction 

A particularly important and ongoing topic in supply chain management (SCM) is the 

need to make complex decisions. Furthermore, supply chains are plagued by uncertainty 

and information asymmetry. In other words, on the one hand,  decision-making 

processes in SCM depend on diverse, non-influenceable factors that are currently often 

influenced by information barriers (Ni, Xiao, and Lim, 2020, p. 1463). On the other hand, 

the volume and variety of data are constantly increasing, and there is more data available 

than ever before. Analyzing this data with the use of traditional methods is inefficient, or 

even impossible, in most cases. For this reason, new methods and applications are 

emerging from the field of advanced data analytics (ADA). One of these methods is 

machine learning (ML), which deals with the development and application of self-

learning algorithms (Marsland, 2014, pp. 6-9; Wenzel, Smit, and Sardesai, 2019).  

ML has proven to be particularly capable of coping with large amounts of data and 

detecting patterns in the data. This property enables ML to make reliable decisions that 

humans are not capable of. Moreover, ML algorithms enable users to deal with rapidly 

changing conditions and discontinuous information. Thus, ML is a significant asset for 

SCM (Ni, Xiao, and Lim, 2020, p. 1463). Kersten et al. (2020) confirm this assumption and 

show the potential of ADA, and, thus, also ML, in SCM. Companies can particularly benefit 

from ML in the areas of planning, procurement, and delivery (Kersten et al., 2020). 

However, how is ML applied in SCM to make complex decisions related to uncertainties? 

The research goal of this article is to answer the following question: 

“What is the current state of research on the use of machine learning in supply chain 

management?” 

The remainder of this article is organized as follows. Chapter 2 describes the 

methodological approach and distinguishes this article from the current state of 

research. Chapter 3 includes the classification of the identified literature in terms of 

publication type, SCM task, industry focus, related data sources and types, and applied 

ML algorithms. Chapter 4 answers the underlying research question and identifies further 

research needs. Finally, Chapter 5 summarizes the results. 
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2. Methodological Approach 

Systematic literature reviews (SLR) are used in a wide range of research areas (Arksey and 

O'Malley, 2005). SLRs originated in the field of medicine. Later, Tranfield, Denyer, and 

Smart (2003) adapted SLRs to the needs and characteristics of management research and 

Durach, Kembro, and Wieland (2017) to those of SCM research. These adaptations are 

necessary because each research area has different requirements and characteristics 

(Durach, Kembro, and Wieland, 2017, p. 68). Currently, scoping reviews, which also follow 

a systematic approach, are becoming increasingly important for the aim of a synthesis 

(Munn et al., 2018). However, SLRs and scoping reviews have different objectives. 

Therefore, researchers should carefully determine which of the two procedures is 

appropriate to achieve their individual research objectives (Arksey and O'Malley, 2005). 

If, on the one hand, the research objective is to analyze the feasibility, appropriateness, 

usefulness, or effectiveness of specific practices, then an SLR is particularly well-suited 

to achieve the research objective. If, on the other hand, the research goal is to identify 

specific concepts and to present, report, or discuss those concepts, a scoping approach 

should be used (Munn et al., 2018, p. 144). Since the research objective of this article is to 

address the current state of research on the application of ML in SCM, the scoping review 

approaches of Arksey and O'Malley (2005) and Levac, Colquhoun, and O'Brien (2010) 

were chosen as the methodological foundation of this article. 

The following section describes the search and selection process for the scoping review 

to ensure that the research process is transparent. Furthermore, a differentiation of this 

research from the current state of research is presented to emphasize the unique 

research insights of this review. 

2.1 Search and Selection Process 

According to Arksey and O'Malley (2005), scoping reviews assist in rapidly capturing the 

key concepts of a research area, especially when the area is complex or has not yet been 

analyzed. In addition, research gaps and designs can be identified and analyzed, or the 

macroscopic view can lay the groundwork for a further SLR (Munn et al., 2018, p. 144). 

Arksey and O'Malley (2005) and Levac, Colquhoun, and O'Brien (2010) described five 
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steps for conducting a scoping review. Figure 1 shows the step-by-step process of the 

conducted scoping review. 

1) Identify the research question – The underlying research question for this paper is 

"What is the current state of research on the use of machine learning in supply chain 

management?" It was formulated by the authors to achieve the research objective of this 

paper. 

2) Identify relevant studies – To identify relevant articles, the online databases Scopus, 

Web of Science, ScienceDirect and IEEE Xplore were selected. Specific search terms were 

determined, divided into two distinct word groups, and meaningfully related using 

Boolean operators for the targeted search for the relevant articles. The first word group 

included "machine learning" and the second word group "supply chain" or appropriate 

synonyms. The literature search was performed on January 1, 2021, with a search for a 

combination of the two word groups in the title, abstract, and keywords of the articles. 

Thus, an initial literature set of 1,878 articles were identified. 

3) Study selection – The selection of relevant studies from the initial literature set 

included duplicate screening, abstract screening, and full text screening. Since the 

literature was retrieved from multiple databases, some articles were found to be 

duplicates, and these were removed during the duplicate screening process. Thus, the 

initial literature set was reduced from 1,878 to 1,145 articles. The abstracts of the articles 

were evaluated according to previously determined inclusion criteria, according to ten 

Hompel and Hellingrath (2007) and ten Hompel, et al. (2013). In addition, the ML method 

used in the article must involve one or more ML algorithms, according to Marsland (2014). 

Thus, the relevant articles could be further narrowed down, from 1,145 to 497. In the next 

step, full text screening was done. The previously mentioned inclusion criteria were used, 

but the full text of the articles was screened for relevance. After the full text screening, 

183 articles were classified as relevant. In a further step, a search for additional literature 

was undertaken with Wohlin's (2014) snowballing approach. For this purpose, 14 

literature reviews previously identified during the study selection process were examined 

to identify additional relevant literature. With consideration of the same inclusion 

criteria, 79 articles were added to the literature set. Finally, 262 articles that address ML 

algorithms in the SCM context were identified. 
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Figure 1: Methodological approach for the scoping review, following Arksey 

and O'Malley (2005) and Levac, Colquhoun, and O'Brien (2010).  

The next steps, according to Levac, Colquhoun, and O'Brien (2010), are 4) charting the 

data and 5) collating, summarizing, and reporting results. charting the data means 

classifying the data according to previously determined classes. The resulting 

classification is then analyzed, and the results presented descriptively. Collating, 

summarizing, and reporting results are done to provide an overview of the scope of the 

literature, but not in the form of a synthesis. Instead, a numerical analysis is done, 

presenting, for example, the scope and nature of the studies with the use of tables and 

charts. The scoping review is concluded with a thematic analysis. Steps 4 and 5, following 

Arksey and O'Malley (2005) and Levac, Colquhoun, and O'Brien (2010), are conducted in 

detail later in the article. 

2.2 Related Studies 

As mentioned above, 14 literature reviews that had an objective comparable to that of 

this article were identified during the search and selection process. All 14 identified 

Four Databases: 
Scopus, Web of Science, ScienceDirect, IEEE Xplore

Keyword: 
TITLE-ABS-KEY ( "machine learning" ) AND ( "supply chain" OR "suppl* network*" 
OR "value chain" OR "value network*" OR "operations management" OR 
"supplier*" )

1878 articles

Duplicate Screening:
The identified literature has been checked for duplicates

1145 articles remaining

Abstract Screening: 
Application of the exclusion criteria during abstract screening

497 articles remaining

Full text Screening: 
Application of the exclusion criteria during full text screening

183 articles remaining

Snowballing:
14 identified literature reviews has been checked for further relevant papers by 
applying the exclusion criteria via snowballing

262 relevant articles
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articles focus on the applications of ML or artificial intelligence in the logistics or SCM 

context. The main differences are in terms of the time periods considered, the research 

methods applied, the consulted databases, and the search terms used. The primary 

difference of this article, aside from its topicality, is the research method. The identified 

articles were all literature reviews, but not all were SLRs. However, none of the reviews 

followed the approach of a scoping review and the accompanying systematic 

quantitative analysis and interpretation of the research findings. Table 1 shows the 14 

identified literature reviews and their respective focus topics. 

Table 1: Identified literature reviews 

No. Authors Focus of literature reviews 

01 Bousqaoui, Achchab, and Tikito (2017) Supply Chain Management 

02 Burggraf, Wagner, and Koke (2018) Production Management 

03 Cadavid, Lamouri, and Grabot (2018) Demand & Sales Forecasting 

04 Hachimi, Oubrich, and Souissi (2018) Reverse Logistics 

05 Nguyen et al. (2018) Supply Chain Management 

06 Baryannis et al. (2019) Supply Chain Risk Management 

07 Calatayud, Mangan, and Christopher (2019) Supply Chain Management 

08 Diez-Olivan et al. (2019) Industrial Applications 

09 Ni, Xiao, and Lim (2020) Supply Chain Management 

10 Wenzel, Smit, and Sardesai (2019) Supply Chain Management 

11 Hosseini and Ivanov (2020) Supply Chain Risk Management 
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No. Authors Focus of literature reviews 

12 Kumar et al. (2020) Distribution Planning 

13 Seyedan and Mafakheri (2020) Demand Forecasting 

14 Aamer, Yani, and Priyatna (2020) Demand Forecasting 

3. Classification of Articles 

In the following section, the 262 identified articles are classified in terms of year of 

publication, publication type, SCM task, industry focus, related data sources and types, 

and ML algorithm applied to provide a comprehensive picture of the current state of 

research into ML in SCM. 

3.1 Year and Type of Publication 

If we examine the number of publications over time, as depicted in Figure 2, it is notable 

that there is a sharp increase. The first noticeable increase was in 2005, when six articles 

on the topic of ML in SCM were published. By 2015, with the exception of some 

fluctuation, the number of publications per year had more than doubled, from six to 17. 

The most interesting development in terms of the absolute number of publications is 

evident during the period from 2015 to 2020. After a decrease from 17 publications in 

2016 to 11 in 2017, there was rapid increase during the following two years. During 2019, 

60 papers were published. ML in SCM seems to have gained importance, which can be 

related to the increasing amount and importance of data in research and in practice 

(Kersten et al., 2020). The decrease in the number of publications in 2020 and 2021 can 

be explained by the fact that, as described in Subchapter 2.1, the literature search was 

conducted on January 1, 2021, and not all submitted and published articles had yet been 

entered into the databases. 
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Figure 2: Classification in relation to the year of publication 

In addition to the number of publications, it is worth investigating the types of 

publications and research methods used over time. First, we distinguished between 

journal and conference papers that applied exploratory data analysis (EDA) related to ML 

to evaluate historical-empirical data. In the early 2000s, authors mostly published in 

journals, which illustrates the strong connection between this topic and academia. In 

2005, the ratio of journal articles to conference papers was four to two, and the number 

of journal articles continued to increase through 2012, when there was a ratio of 13 to 

two. These numbers reinforce the scientific importance of ML in SCM. As of 2014, there 

was a change in terms of publication type. The ratio of journal to conference papers 

changed from 13 to two in 2012 to 29 to 31 in 2019. This change in the publication ratio 

can be partially attributed to the fact that the requirements are less stringent and the 

publication timeframe shorter for conference papers compared to journal articles. 

Authors working on the topic of ML in SCM seem to want to publish their new findings 

and results as soon as possible in the scientific communities. As previously mentioned, 

the literature was retrieved from scientific databases on January 1, 2021, and, therefore, 

presents a distorted view of the publication ratio for 2020 and 2021. 
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There was an additional finding relating to publication types and research methods. In 

2017, the first article that used an SLR as a research method, in which Bousqaoui, 

Achchab, and Tikito (2017) investigated how ML is applied in SCM, was published. Over 

the following years, more journal and conference papers that conducted SLRs were 

added. Since then, the number of publications has steadily increased. SLRs help to 

identify research gaps (Munn et al., 2018). In addition to the emergence of a research 

method, there is another observation worth highlighting in this context; compared to 

papers that applied EDA, SLRs were initially presented at conferences rather than 

published in journals. The first journal papers that involved an SLR methodology were 

published in 2018. This is one year after the first conference paper was presented. Due to 

this fact, the scientific relevance of ML in SCM can be emphasized again, as it is well 

known in the scientific environment that SLRs tend to be more difficult to publish in 

journals than papers involving other research methods, but, nevertheless, the number of 

SLRs in journals is steadily increasing. 

Especially in recent years, scientists tend to present their results at conferences and, 

thus, through a rapid publication channel. In addition to EDA, SLR has become an 

effective and scientifically accepted research method. 

3.2 Supply Chain Management Tasks 

The following subsection analyzes the SCM tasks in which ML is applied. The investigation 

is based on the SCM task model by ten Hompel et al. (2013). Figure 3 shows the 

distribution of the 262 identified articles in relation to the SCM tasks. A detailed 

assignment of the articles to the individual SCM tasks can be found in the online 

appendix1 of this article. Specific criteria for the classification and assignment of the 

articles were derived from an evaluation of the SCM tasks described by ten Hompel et al. 

(2013) and ten Hompel and Hellingrath (2007). It should be noted that individual items 

can be assigned to multiple SCM tasks. In their SCM task model, ten Hompel et al. (2013) 

distinguish between the SCM tasks supply chain design (SCD), supply chain planning 

(SCP), supply chain execution (SCE), collaborative tasks, and complementary tasks on 

 
1Online appendix: https://www.researchgate.net/profile/Martin-Brylowski-2/research 

https://www.researchgate.net/profile/Martin-Brylowski-2/research
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the macroscopic level. In some cases, these higher-level SCM tasks are broken down into 

further SCM subtasks. The complementary tasks are not considered further in this article, 

as none of the identified items could be assigned to this SCM task. 

The task of SCD involves long-term planning regarding the logistical strategy, partner 

selection, and location issues (ten Hompel et al., 2013, p. 148). A total of 70 of the 248 

identified articles could be assigned to SCD. These included the SCM subtasks, with seven 

articles assigned to supply chain strategy, 54 to partner selection, one to facility 

selection, three to sourcing process design, and seven articles were assigned to design of 

communication and information processes. It became clear from this analysis that, from 

a scientific point of view, partner selection especially benefits from ML. ML algorithms are 

applied to find potential partners (Handfield, Sun, and Rothenberg, 2020), evaluate them 

(Sasaki and Sakata, 2020), and, subsequently, selects the appropriate partners (Wu et al., 

2020). 

 

Figure 3: Classification in relation to SCM tasks,  

based on Ten Hompel et al. (2013) and Ten Hompel and Hellingrath (2007) 
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The term SCP includes all medium-term planning tasks of a company, as well as deriving 

customer requirements (ten Hompel et al., 2013, p. 149). A total of 81 of the 248 items 

could be assigned to SCP. Of these, 60 were assigned to demand planning, one to 

network planning, eight to procurement planning, six to production planning, four to 

distribution planning, one to available-to-promise/capable-to-promise, five to 

scheduling and sequencing, and one to short-term distribution planning. One SCM 

subtask in the planning task area is particularly dominant compared to the others. ML is 

used far more in demand planning and support, for example, for the prediction of future 

customer requirements and supply chain performance (Feizabadi, 2020) or the timely 

provision of spare parts for customers (Babajanivalashedi et al., 2018).  

The SCE area is dedicated to transport-related tasks, the network-wide scheduling of 

customer orders, and the monitoring of inventories (ten Hompel et al., 2013, p. 154). In 

total, 67 of the 248 identified articles were assigned to SCE tasks. Order management was 

represented by four articles, supply chain event management by 21, inventory 

management by 15, production management by 25, and, finally, transportation 

management by four articles. Compared to SCD and SCP, no one SCM subtask is 

particularly dominant in SCE, which suggests that ML is used more for many purposes in 

operational SCM tasks, and different areas benefit equally from self-learning algorithms. 

For example, ML is used for quality monitoring in supply chain event management (Myles 

D., Steven and Sengun, 2015), for ABC classification of products in inventory 

management (Li, Moghaddam and Nof, 2016), and for automatic defect detection in 

additive manufacturing processes in production management (Okaro et al., 2019). 

According to ten Hompel and Hellingrath (2007, p. 299), a logistics network can only be 

harmonized and supply optimally synchronized with cross-company cooperation. In 

addition to collaborative demand planning, collaborative capacity planning, and 

collaborative inventory planning, supply relationship management and customer 

relationship management were also assigned to collaborative tasks in this article. This is 

due to the cross-enterprise activities of the two SCM subtasks. In total, 72 of the 248 

identified articles were assigned to collaborative tasks. Nineteen of the articles address 

ML applications in collaborative demand planning, six in collaborative capacity planning, 

ten in collaborative inventory planning, 32 in supplier relationship management, and 
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nine in customer relationship management. As in SCE, several SCM subtasks stand out in 

the collaborative task area. These include, for example, cross-network analysis and the 

determination of customer needs (Kilimci et al., 2019) and risk-based planning of 

inventory across the supply chain (Ojha et al., 2018). The SCM sub-task supplier 

relationship management stands out somewhat from the other collaborative tasks with 

32 articles. These tasks include the control of existing supplier relationships (Wilson et 

al., 2020) and a classification of the supplier base (Sabbagh and Ameri, 2020). It can be 

concluded from this that ML algorithms have great potential in not only the search for, 

evaluation of, and selection of potential suppliers but also in the control of existing 

suppliers. 

In summary, ML is used particularly frequently for SCM tasks related to improving cross-

enterprise collaboration with suppliers and customers. In addition, ML is also widely used 

for operational SCM tasks to monitor or improve production processes. 

3.3 Industry Focus 

The classification of the articles in relation to the targeted industry was based on the 

International Standard Industrial Classification of All Economic Activities (ISIC) 

classification system of the United Nations (2008). Thus, a comprehensible and 

consistent classification of the articles is possible by following concrete concepts, 

definitions, principles, and classification rules (United Nations, 2008, p. 3). Figure 4 

visualizes the classification of the identified articles in relation to the focused industry. 

First, the articles were assigned to the superordinate ISIC classes manufacturing, 

transportation and storage, wholesale and retail, and no reference to industry. This was 

followed by a detailed assignment to the subclasses of the ISIC classification system. 

It was noticeable that most of the articles examine questions and problems from the 

manufacturing sector. One hundred and seventy-seven of the 262 articles could be 

assigned to the manufacturing industry. The most frequent subclasses are 

manufacturing without industrial focus (33 articles), data processing equipment (29 

articles), motor vehicles and parts (27 articles), and food and feed products (25 articles). 

For example, Cavalcante et al. (2019) addressed resilient supplier selection without 

reference to a specific manufacturing industry. Wang and Chen (2020) make cross-
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company and collaborative forecasts for the manufacturing of printed circuit boards. 

Related to the manufacturing industry of motor vehicles and parts, Hong et al. (2018) 

addressed the identification of strategic value chain partners for the manufacturing of 

products for the automotive industry. In the manufacturing industry of food and feed 

products, Zakeri et al. (2018) developed a system for proactive monitoring of raw milk 

quality. 

 

Figure 4: Classification in relation to the industry focus  

based on ISIC (United Nations, 2008) 

The second most-addressed industry was wholesale and retail, with 43 identified articles, 

36 relating to retail and 7 to wholesale. Pereira and Frazzon (2020) developed a method 

to synchronize demand in supply chains in retail. Priore et al. (2019) show how 

replenishment tasks can be dynamically determined in wholesale. 

The transportation and storage industry sector accounted for 16 of the identified articles. 

Thus, it ranks third in terms of the most frequently addressed industry sector. In their 
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article, Zhang, Li, and Peng (2020) demonstrate how risks in the transportation of fresh 

products can be assessed and monitored. 

The remaining 23 articles were assigned to the class “No reference to industry” because, 

as the designation indicates, they include no references to an industry, according to ISIC. 

The analysis of the identified articles related to ISIC industries showed that 

manufacturing as well as wholesale and retail particularly benefit from ML in the context 

of the various SCM tasks. 

3.4 Data Sources and Types 

ML applications or EDA require data that is available in structured or unstructured forms 

(Marsland, 2014, p. 6). Ideally, however, a high quantity of data should be available, it 

should be of high quality, and it should be both diverse and granular (Kersten et al., 2020). 

Therefore, in the following section, we first classify the identified articles in terms of the 

data sources used, following Ni, Xiao, and Lim (2020), which is followed by a classification 

of the articles in terms of the data types considered, following Seyedan and Mafakheri 

(2020). 

As previously mentioned, ML applications require data for analysis (Marsland, 2014, p. 6). 

This data can be obtained from a wide variety of data sources as Ni, Xiao, and Lim (2020) 

describe in their literature review. Figure 5 shows the data sources that were used to 

examine the problems in the different SCM tasks in the 262 identified articles. 

One hundred and fifty-three of the identified articles used historical data provided by 

companies for scientific research. Baryannis, Dani, and Antoniou (2019) used historical 

data provided by several companies in a manufacturing aerospace supply chain over a 

six-year period to predict supply chain risks. Furthermore, 47 articles used publicly 

available data for their research. One example is Wichmann et al. (2020), who generated 

supply chain maps using news articles. Twenty-seven of the identified articles analyzed 

data from laboratories with ML algorithms. Alfian et al. (2020) deserve a mention as a 

striking example with their perishable food traceability system, based on internet of 

things sensors and ML algorithms. A total of 25 articles included interviews with experts 

to generate or verify data. Badurdeen et al. (2014) developed a supply chain risk 
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taxonomy, which was subsequently incorporated into the ML analysis, through expert 

interviews. Finally, 11 of the identified articles used simulation data and 10 used data 

from other articles. 

 

Figure 5: Classification in relation to data source,  

following Ni, Xiao, and Lim (2020) 

Companies seem to have recognized the potential of ML in SCM and, therefore, make 

their data available for scientific analysis. In addition, publicly available data is often 

used in analyses with ML to gain new insights in the research area of SCM. 

In addition to the data source, the data type also plays a significant role in the application 

of ML in SCM. Following Seyedan, and Mafakheri (2020), Figure 6 shows the data types 

that were used in the 262 identified articles for the ML analyses. It is noticeable that most 

of the data types include information regarding external partners or were sourced from 

operational SCM task areas. Seventy-seven articles used supplier data and interpreted it 

with ML. Brintrup et al. (2019) analyzed supplier-related data to predict supplier 

disruptions in the manufacture of complex equipment. Gružauskas, Gimžauskienė, and 

Navickas (2019) provide another example of using data that includes information about 

external partners. They evaluated sales-related data to evaluate the predictive accuracy 

of logistics cluster activities. A total of 51 articles used sales-related data for ML analyses. 

Demand data was analyzed in 49 articles in total. Bhosekar and Ierapetritou (2021) 

developed a framework for supply chain optimization in modular production, using 

demand data. A final class that should be mentioned in the context of data types that 

include information regarding external partners is customer data. Twenty-eight articles 

were assigned to this class, including Simeone, Zeng, and Caggiano (2020), who 
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evaluated customer data for decision making to recommend manufacturing solutions in 

a cloud environment. In addition, data types from operational SCM tasks play a 

significant role in SCM. There were 41 articles that used manufacturing data for ML 

analysis. González Rodríguez, Gonzalez-Cava, and Méndez Pérez (2019) used production-

related data for ML-based production planning, and 39 articles evaluated inventory data 

to make predictions regarding backorders (Hajek and Abedin, 2020). Furthermore, 26 

articles explored the use of sensor data in the SCM context. For example, Ma, Wang, and 

Wang (2018) evaluated RFID sensor data with ML to detect false-positive decisions. 

Finally, product-related data was evaluated in 25 articles. In this context, Zgodavova et 

al. (2020) interpreted product-related data to improve small batch production systems. 

 

Figure 6: Classification in relation to data types  

following Seyedan and Mafakheri (2020). 

In summary, data containing information regarding external partners, such as suppliers 

and customers, is particularly likely to be used for ML-based analysis to make strategic 

decisions in the SCM context. In addition, the application of ML in operational SCM task 

areas lead to improved processes. Particularly production and logistics-related data 

types are frequently examined for this purpose. 

3.5 Machine Learning Algorithms  

In addition to the data source and type, the choice of the optimal algorithm plays an 

essential role in ML applications. Marsland (2014) distinguishes between supervised, 

unsupervised, and reinforcement learning. Supervised learning refers to the analysis of 

structured input data and can be further differentiated to classification and regression 

algorithms (Marsland, 2014, p. 6). On the one hand, regression algorithms are primarily 
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used for forecasts and to predict the course of data points (Marsland, 2014, pp. 6-8). 

Classification algorithms, on the other hand, assign defined classes to data and bundle 

them based on previously learned rules (Marsland, 2014, pp. 8-9).  

Unsupervised learning algorithms work with unstructured data and independently 

attempt to detect unknown patterns in the data to, for example, subsequently cluster 

them or to detect anomalies (Marsland, 2014, p. 6).  

Reinforcement learning approaches are a hybrid of supervised and unsupervised 

learning. When the algorithm makes incorrect decisions, it is corrected, but it does not 

learn the solution. This process continues until the algorithm has independently derived 

the optimal solution through trial and error (Marsland, 2014, p. 6). 

Figure 7 illustrates the classification of the identified articles and use cases in terms of 

the ML algorithms used, according to Marsland (2014), on the vertical axis and the 

underlying SCM tasks, according to ten Hompel et al. (2013) and ten Hompel and 

Hellingrath (2007), on the horizontal axis. In the remainder of this article, we first describe 

articles that use supervised learning algorithms for ML-based analysis. This is followed 

by examples of unsupervised learning and, thereafter, articles from the reinforcement 

learning class. 

 

Figure 7: Classification in terms of algorithms following Marsland (2014);  

Ten Hompel et al. (2013) and Ten Hompel and Hellingrath (2007). 
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A total of 54 of the identified articles could be assigned in the classification algorithms 

class in the SCD. Harikrishnakumar et al. (2019) used classification algorithms to classify 

suppliers. ML applications that can be assigned to the regression class in the SCD are 

represented by 19 articles. For example, Brintrup et al. (2019) used regression algorithms 

to predict supplier risks. In the SCP task area of SCM, 20 articles used classification 

algorithms and 60 articles used regression algorithms. González Rodríguez, Gonzalez-

Cava, and Méndez Pérez (2019) used classification algorithms for intelligent production 

planning in the SCP task area, and Priyadarshi et al. (2019) addressed the prediction of 

vegetable demand using regression analysis. In the SCE task area of SCM, 51 articles that 

applied classification algorithms for ML based analysis were identified. However, 11 

articles applied regression algorithms for operational SCE tasks. In this context, Ahmadi, 

Javidi, and Shahbazmohamadi (2018) are worth mentioning because they used 

classification algorithms to identify counterfeits in the electrical industry. Amirkolaii et 

al. (2017) showed the potential of regression algorithms for predicting the demand of 

spare parts in the aerospace industry. Finally, in terms of supervised learning algorithms, 

in the SCC task domain, 36 articles could be assigned to the classification algorithms and 

29 to the regression algorithms. In the collaborative SCM task domains, 36 articles 

describe the use of ML-based classification algorithms and 29 describe the use of 

regression algorithms. Illustrative examples include Abdollahnejadbarough et al. (2020), 

with their classification approach for supplier base rationalization, and Li et al. (2020), 

with their regression approach for sustainable production capacity assessment. 

In addition to the supervised learning algorithms, articles that followed an unsupervised 

learning approach were also identified in all SCM task areas. In SCD, a total of eight 

articles followed an unsupervised learning approach. For example, Khalid and Herbert-

Hansen (2018) showed how international location decisions can be made with clustering 

algorithms. In the tactical SCP, 14 articles could be identified. In this context, Meiners et 

al. (2019) investigated how production ramp-up can be accelerated and relationships in 

the process chain can be derived. There were 22 articles in the operational SCE domain. 

Becker and Intoyoad (2017) demonstrated how information on logistics processes can be 

extracted using ML in a data-based manner. Finally, 17 articles were assigned to 
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collaborative SC tasks (SCC). Sabbagh and Ameri (2018) developed an ML approach to 

cluster suppliers based on unstructured production data. 

As previously mentioned, it was also possible to identify articles that used reinforcement 

algorithms for ML-based analysis. One article that could be assigned to the SCD is by 

Zhang and Bhattacharyya (2007), who determined the design of a supply network. From 

the SCP domain, three articles could be identified. Vanvuchelen, Gijsbrechts, and Boute 

(2020) developed an approach to solve joint replenishment problems using deep 

reinforcement. In the SCM task domain SCE, similar to SCD, one article could be 

identified. Döring, Dangelmaier, and Danne (2007) applied reinforcement learning to 

production systems in the automotive industry. Finally, four articles were identified in 

the SCC context. Peng et al. (2019) are investigated the prediction of supply chain wide 

capacity under uncertainty. 

In summary, with the supervised learning algorithms in the SCD and SCE task domains, 

significantly more classification algorithms are used than regression algorithms. In the 

SCP domain, the opposite effect can be seen. In the SCC, classification and regression 

analyses are almost equally distributed. Unsupervised learning algorithms, however, are 

primarily used in the SCE domain. The SCM tasks SCP and SCC form the middle field in 

unsupervised learning context. In SCD, unsupervised learning is uncommon. 

Reinforcement learning does not seem to be used frequently in the SCM context in 

general and is rather underrepresented in all SCM task domains, compared to supervised 

and unsupervised learning approaches. 

4. Discussion and Further Research 

Data analytics and ML are becoming increasingly relevant, especially in the SCM context 

(Kersten et al., 2020). Therefore, the research objective of this article was to analyze for 

which specific SCM tasks ML is applied. To achieve this research goal, the following 

research question was derived and answered progressively throughout this article 

through the analysis of the identified articles in a scoping review, based on Arksey and 

O'Malley (2005) and Levac, Colquhoun, and O'Brien (2010): 
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“What is the current state of research on the use of machine learning in supply chain 

management?” 

In the remainder of this article, the core findings of this work are discussed, and two 

recommendations for further research that could examine the topic of ML in SCM from a 

new direction in terms of methodology and content are provided. 

First, it is worth mentioning that only articles using EDA or SLR as research methods were 

identified. These articles either describe the detailed implementation of ML algorithms 

in the SCM context (EDA) or provide a systematic overview of the current state of research 

(SLR). Qualitative interview studies, quantitative surveys, or conceptual papers on ML in 

SCM describing, for example, procedural models for the step-by-step and situation-

appropriate implementation of ML in the different SCM task areas, could not be identified 

for this scoping review. 

Three main application areas for ML in SCM emerged in this scoping review. These areas 

are supplier management, which can be assigned to the SCM task areas SCD and SCC, 

demand management, which is predominantly applied in SCP and SCC, and quality 

management, that can be assigned to SCE. Articles that involved ML analyses in the main 

application areas of supplier and demand management often used structured data that 

contain cross-company information regarding external SC partners, such as supplier-, 

sales-, and demand-related data. It is worth mentioning that supplier management is 

almost exclusively considered in the context of the manufacturing industry, and ML 

applications in demand management are more prevalent in the wholesale and retail 

sector. Furthermore, supplier management and demand management differ in terms of 

the ML algorithms used. Articles on the topic of supplier management generally use 

classification algorithms, and ML applications on the topic of demand management use 

regression algorithms. In quality management, production, product, and sensor data are 

analyzed, often with structured data in combination with unstructured data. Both 

supervised and unsupervised algorithms are used. The three main application areas 

identified, supplier management, demand management, and quality management, 

differ fundamentally in terms of the industry addressed, data source, data types, and ML 

algorithms. Future work should explore the three identified main application areas for 

ML in SCM in detail, in terms of industry, data source, data type, and ML algorithms. 
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5. Conclusion 

From this review, it can be concluded that ML in SCM has gained relevance over recent 

years, as the number of publications has increased. ML is frequently used for cross-

company SCM tasks to improve collaboration with suppliers and customers or to monitor 

internal processes, identify weak points, and initiate mitigation activities in a timely 

manner. Manufacturing companies and retailers are particularly likely to make their data 

available to academia, which can be evidenced by the high number of articles relating to 

these industries, thus exploiting the potential of ML to improve their strategic, tactical, 

operational, and collaborative SCM processes. Publicly available data is brought in by 

researchers to generate further value-adding insights and, thus, enhance the 

performance of ML algorithms in the SCM context. The data types most frequently used 

include information about suppliers or customers as well as information from the 

production environment or warehousing. This again underpins the relevance of ML in 

terms of strategic cross-company as well as tactical and intra-company applications. If 

we consider the distribution of classification and regression algorithms in the individual 

SCM task areas, it is notable that they are distributed differently. This is because, in SCD 

and SCE, categorical decisions are made, such as "is this supplier eligible - yes or no" or 

"is the quality acceptable - yes or no." In comparison, SCP deals with continuous 

questions, such as "how is demand evolving?" The equal distribution in SCC can be 

explained by the fact that both categorical and continuous issues are discussed in this 

SCM task domain. Unsupervised learning algorithms, however, are primarily used in the 

SCE domain. This is because image or video data, which is unstructured data, are often 

interpreted in the context of quality and production monitoring. The main application 

areas of ML in SCM are in supplier management, demand management and quality 

management, and it differ fundamentally in terms of the industry considered, data 

source, data types, and ML algorithms. 
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