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Panel Cointegration Tests with Deterministic Trends

and Structural Breaks

Joakim Westerlund∗ and David Edgerton

October 11, 2005

Abstract

This paper proposes Lagrange multiplier (LM) based tests for the null
hypothesis of no cointegration in panel data. The tests are general enough
to allow for heteroskedastic and serially correlated errors, individual spe-
cific time trends, and a single structural break in both the intercept and
slope of each regression, which may be located different dates for different
individuals. The limiting distributions of the test statistics are derived,
and are found to be standard normal and free of nuisance parameters un-
der the null. In particular, the distributions are found to be invariant not
only with respect to trend and structural break, but also with respect to
the presence of stochastic regressors. A small Monte Carlo study is also
conducted to investigate the small-sample properties of the tests. The
results reveal that the tests have small size distortions and good power
even in very small samples.

JEL Classification: C12; C32; C33.
Keywords: Panel Cointegration; Residual-Based Cointegration Test; Struc-

tural Break; Deterministic Trend; LM Principle.

1 Introduction

Tests based on the residuals from a static regression are undoubtedly the most
popular class of cointegration tests, in which the null hypothesis of no coin-
tegration is tested against the alternative that the variables are cointegrated
in the sense of Engle and Granger (1987). Unlike system based tests for coin-
tegration rank, these residual-based tests rely on economic theory to provide
the set of cointegrated variables. However, while economic theory may well
imply cointegration as a long-run economic equilibrium relationship, they do
not take into account many of the important features that characterizes the
actual data generating process.

One such feature is the presence of deterministic time trends. Indeed,
many economic variables, such as GDP, consumption and price levels, which
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are commonly considered to be nonstationary, are actually best described as
nonstationary with drift. With such variables, unless the cointegration vector
annihilates both the stochastic and deterministic trends, the test regression
should be fitted with a linear time trend as an additional explanatory variable.
Yet, most cointegration testing has traditionally been, and continues to be,
preformed in regressions without such trends. In fact, most researchers prefer
to run their regressions with a constant term only, and use critical values
that are appropriate in the absence of deterministic trends. Unfortunately,
the presence of deterministic trends affects the asymptotic distribution of the
test statistic whether or not the trend has in fact been included in the test
regression. Thus, these critical values are not valid when at least one of the
nonstationary variables exhibits deterministic trending behavior.

Another feature not accounted for by economic theory is structural breaks,
such as the great depression, oil price shocks and policy regime shifts. Because
no linear combination of nonstationary variables can be stationary in the pres-
ence of structural change, the long-run economic equilibrium may no longer
imply cointegration in the sense of Engle and Granger (1987). In such cases,
the appropriate test of economic theory may not be a conventional cointegra-
tion test, but rather a test for cointegration with structural break. However,
it is well known that the presence of such breaks may induce serial correlation
properties in the residuals that are akin to those of a random walk. There-
fore, the conventional tests may incorrectly accept the null hypothesis of no
cointegration when there is a break under the alternative hypothesis.

In this paper, we propose two simple tests for the null hypothesis of no
cointegration that allow for deterministic trends and structural change in panel
data. The tests are derived from the very popular Lagrange multiplier (LM)
based unit root tests developed by Schmidt and Phillips (1992), Ahn (1993)
and Amsler and Lee (1996), and they are able to accommodate heteroskedas-
tic and serially correlated errors, individual specific time trends, and a single
break in both the intercept and slope of each regression, which may be located
different dates for different individuals.1 Yet, both tests are very straightfor-
ward and easy to implement.

The new LM based test statistics are analyzed when there is no break,
when the locations of the breaks are known a priori and when they are es-
timated from the data. In all three cases, we allow of for the presence of
an individual specific time trend. The asymptotic analysis reveals that the
statistics have limiting normal distributions that are free of nuisance parame-
ters under the null hypothesis. In particular, it is shown that the asymptotic
null distributions are independent of the nuisance parameters associated with
both trend and structural break. Thus, with there tests, there is no need
to compute different critical values for different deterministic specifications or
break point patterns as in e.g. Perron (1989). Moreover, in contrast to existing
cointegration tests, we find that the asymptotic null distributions of the LM
based test statistics are independent of the presence of stochastic regressors.
Another surprising property of the new statistics is that their asymptotic null

1Westerlund (2005a) also adopted an LM approach but with cointegration as the null

hypothesis.
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distributions are unaffected by erroneous omission of the structural breaks in
the intercept but not in the slope.

We also evaluate the small-sample performance of the tests via Monte
Carlo simulations. The results, which generally coincide with what might be
expected from the asymptotic theory, can be summarized as follows. First,
although the size of the tests is not affected, we find that erroneous omission
of existing breaks can lead to a substantial loss of power. Second, treating the
breaks as unknown rather than known has very little effect on the performance
of the tests, which is a great operational advantage. Third, the tests generally
perform well even in very small samples.

The paper proceeds as follows. Section 2 derives the LM based test statis-
tics and their asymptotic distributions under the assumption of no breaks.
Section 3 then allows for the presence of known breaks, while Section 4 ex-
tends the results to the case with unknown breaks. Section 5 is devoted to the
Monte Carlo study. Section 6 concludes.

2 The LM based tests with no breaks

In this section, we derive the panel LM based test statistics for the simple case
when there is no structural breaks. For this purpose, we make the assumption
that the data generating process (DGP) can be described by the following
unobserved components representation

yit = αi + τit + x′itβi + zit, (1)

zit = ρizit−1 + eit, (2)

xit = xit−1 + wit, (3)

where i = 1, ..., T and i = 1, ..., N indexes the time series and cross-sectional
units, respectively. The vector xit has dimension K and contains the regres-
sors. For convenience in deriving the new tests and their asymptotic distribu-
tions, the initial conditions zi0 and xi0 are treated as fixed, and we make the
following assumption regarding the error processes eit and wit.

Assumption 1. (Error process.) The processes eit and wit satisfy the following
set of conditions:

(i) E(eitekj) = 0 and E(witw
′
kj) = 0 for all i 6= k, t and j.

(ii) E(eitwkj) = 0 for all i, k, t and j.

(iii) The process eit is normal, independent and identically distributed (i.i.d.)
with E(eit) = 0 and E(e2

it) = σ2 > 0 for all i.

(iv) E(witw
′
it) = Ωi is positive definite for all i and t.

Assumption 1 establishes the basic conditions needed for developing the
new cointegration tests. Many of these are quite restrictive but are made here
to simplify the derivation of the tests and their limiting distributions, and will
be relaxed later on. Consider first Assumption 1 (i). This type of independence
assumption is typical for our panel data approach and we will use it in the
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derivation of the asymptotic distribution of our test statistics. In applied
work, however, it may be useful to be able to allow for at least some kind
of dependence among the cross-sectional units. A very straightforward and
common way to do this is to assume that the dependence can be approximated
by means of common time effects, which will be discussed later on.

Assumption 1 (ii) and (iv) relate to the covariance matrix of the regressors.
Assumption 1 (ii) states that eit and wit are uncorrelated, which is equivalent
to imposing weak exogeneity on the regressors. Although quite restrictive, as
we shall see, our tests can be easily modified to accommodate for endogenous
regressors. Assumption 1 (iv) states that the K ×K covariance matrix Ωi is
positive definite, which is tantamount to requiring that xit is not cointegrated
in case we have multiple regressors. This assumption is very standard in the
related literature and will therefore be maintained throughout this study.

Assumption 1 (iii) requires that the innovations eit are i.i.d. and normal,
which is very standard for the likelihood based framework that we consider
in this paper. It is also very convenient because it means that standard func-
tional central limit arguments can be applied to each cross-sectional unit,
which makes the asymptotic analysis relatively uncomplicated. A few differ-
ent possibilities concerning how to modify the tests to allow for more general
error dynamics will be discussed later.

Having laid out the key assumptions that characterize the DGP considered
in this paper, we now proceed by deriving the test statistics. To this end,
consider testing the null of no cointegration using equations (1) to (3). The
error zit is stationary when xit and yit are cointegrated and it has a unit root
if they are not. Thus, the null hypothesis that all the cross-sectional units are
not cointegrated can be stated equivalently as

H0 : ρi = 1 for all i = 1, ..., N,

versus

H1 : |ρi| < 1 for i = 1, ..., N1 and ρi = 1 for i = N1 + 1, ..., N.

This formulation of the alternative hypothesis allows ρi to differ across the
cross-sectional units, and is more general than the common homogenous al-
ternative hypothesis that ρi = ρ and |ρ| < 1 for all i. For consistency of
the tests, it is necessary to assume that the fraction of cointegrated units is
nonvanishing. Thus, we require that N1/N −→ δ ∈ (0, 1] as N −→∞.

The restriction that ρi = 1 for all i can be tested using the LM, or score,
principle that the score vector, conditional on past information, has zero mean
when evaluated at the vector of true parameters under the null hypothesis.
Consider therefore the following pooled log-likelihood function

log L = −NT

2
log 2πσ2 − 1

2σ2

N∑

i=1

SSEi, (4)

where the functional expression for SSEi, the sum of squared errors, can be
found in the appendix. The LM based tests for the null hypothesis of ρi = 1
can be derived by first concentrating the log-likelihood function with respect to
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σ2 and then evaluating the resultiong score vector at the restricted maximum
likelihood estimates. As shown in Proposition A.1 of the appendix, this score
vector is given by

∂ log L

∂ρi
= σ̂−2

T∑

t=2

(∆Ŝit −∆Ŝi.)(Ŝit−1 − Ŝi.−1), (5)

where σ̂2 = (TN)−1
∑N

i=1 SSEi is the maximum likelihood estimate of σ2.
The variables ∆Ŝi. and Ŝi.−1 are the sample means of ∆Ŝit and Ŝit−1, re-
spectively, where Ŝit can be written as Ŝit = yit − α̂i − τ̂it − x′itβ̂i with
α̂i = yi1 − τ̂i − x′i1β̂i being the restricted maximum likelihood estimate of
α̃i = αi +zi0. The corresponding estimates τ̂i and β̂i of τi and βi, respectively,
are obtained by running the following least squares regression

∆yit = τ̂i + ∆x′itβ̂i + êit.

Equation (5) shows that the score vector is proportional to the numerator of
the least squares estimate of the autoregressive parameter φi = ρi − 1 in the
following auxiliary regression

∆Ŝit = µi + φiŜit−1 + uit, (6)

where µi is an individual specific constant and uit is a stationary error term. It
follows that a test of the hypothesis of ρi = 1 versus |ρi| < 1 for cross-section
unit i can be formulated equivalently as a test of the hypothesis of φi = 0
against φi < 0, which can be tested using either the least squares estimate of
φi or its t-ratio. Thus, by looking at (4), it is not difficult to see that a panel
test of H0 versus H1 can be constructed by using the cross-sectional sum of
these statistics for each i. The precise form of the panel statistics considered
in this paper is given as follows.

Definition 1. (The LM based statistics with no breaks.) Let S̃it = (Ŝit−1 −
Ŝi.−1, ∆Ŝit−∆Ŝi.)′ and S̃i =

∑T
t=2 S̃itS̃

′
it, then the panel LM based test statis-

tics are defined in the following fashion

Zφ ≡
N∑

i=1

S̃−1
i11S̃i12 and Zt ≡ σ̂−1

N∑

i=1

S̃
−1/2
i11 S̃i12.

Remark 1. In this paper, we are not concerned with the LM test itself, but
rather with LM based tests. The LM test statistic of H0 versus H1 under
Assumption 1 is derived in Proposition A.1 of the appendix. It is shown that
it takes the form of a sum of N terms corresponding to the square of a t-ratio
of the hypothesis of a zero slope in a regression of ∆Ŝit on Ŝit−1 for each i.
The proposed statistics are computationally more convenient and, as pointed
out by Ahn (1993), asymptotically as efficient as this statistic.

Remark 2. Analogous to the unit root case studied by Schmidt and Phillips
(1992), we see that the parameters used to compute Ŝit are estimated from the
first differentiated data. By contrast, the Dickey and Fuller (1979) versions of
Zφ and Zt studied by e.g. Banerjee and Carrion-i-Silvestre (2005), Gutierrez
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(2004) and Westerlund (2005c) are based on estimating the parameters using
the data in levels. Thus, since the variables are nonstationary, a regression
of yit on xit, intercept and trend in levels is spurious, so that the estimated
regression parameters do not converge to constants, but remain random even
asymptotically. As we shall see, this lower degree of randomness makes the
asymptotic properties of Zφ and Zt relatively simple.

Remark 3. Since ∆yit is a stationary process with intercept τi and slope
βi under the null hypothesis, the restricted maximum likelihood estimators
of these parameters can easily be obtained using least squares as explained
earlier, and are in fact consistent at rate T 1/2. However, while identifiable
under the alternative, the parameters αi and zi0 cannot be identified separately
under the null. Therefore, we estimate α̃i rather than αi, which entails no loss
of generality in large samples. Moreover, as shown in the appendix, since
the population intercept is zero, equation (6) could be specified without the
constant term. However, as pointed out by Ahn (1993), because αi and zi0 are
not separately identifiable, α̂i may be biased in small samples, which implies
that Ŝit may be biased too. To ease this problem, we fit (6) with a constant.
This specification also performed best in the simulations, which corroborates
the finding of Schmidt and Lee (1991) that the exclusion of the constant term
makes the tests dependent on zi0.

Remark 4. Relaxing Assumption 1 (iii) mean that eit could be both het-
eroskedastic and serially correlated as well as nonnormal. This implies the
LM based statistics are no longer asymptotically similar and that they need
to be modified to account for the temporal dependence in the DGP. To facil-
itate this, we must replace Assumption 1 (iii) with something else. Towards
this end, we make the assumption that the linear process conditions of Phillips
and Solo (1992) are satisfied, which allows for a very general class of errors
including all stationary autoregressive moving average processes. Under these
conditions, similar statistics may be obtained using either the semiparametric
correction of Schmidt and Phillips (1992) or the parametric correction of Ahn
(1993) and Amsler and Lee (1996). The former involves multiplying Zφ by
σ̂2

i ω̂
−2
i and Zt by σ̂iω̂

−1
i , where σ̂2

i and ω̂2
i are consistent estimates of the con-

temporaneous and long-run variances of uit, respectively. The latter involves
augmenting the right-hand side of (6) with, say p, lagged values of ∆Ŝit, where
p should be sufficiently large to whiten the remaining error. Our Monte Carlo
results suggest that the parametric correction method works best and it will
therefore be applied in this paper.

Remark 5. Relaxing Assumption 1 (ii) is equivalent to allowing for endogenous
regressors. As with the relaxation of Assumption 1 (iii), this implies that the
LM based statistics are no longer similar with respect to the DGP unless they
can be appropriately modified to account for the endogeneity of the regressors.
One simple way to accomplish this is by estimating βi using instrumental
variables rather than least squares. In this case, the instruments should be
uncorrelated with eit but highly correlated with ∆xit. Obvious candidates are
lagged values of ∆xit.

Remark 6. Assumption 1 (i) requires that the cross-sectional units are in-
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dependent of each other. Although the potential effects of the breakdown of
this assumption have been stressed by e.g. Banerjee et al. (2004), the ac-
commodation of such dependence has yet to become standard in the panel
cointegration literature. One simple solution is to use data that has been
demeaned with respect to common time effects, in which case the statistics
are calculated as before but with x̃it = xit −N−1

∑N
i=1 xit in place of xit and

ỹit = yit − N−1
∑N

i=1 yit in place of yit. This approach not only preserves
the simple structure of our test statistics but also leaves their asymptotic
distributions unaltered, which is very convenient. Another advantage of this
approach is that subtracting the cross-sectional average may be quite effective
even against very general forms of cross-sectional correlation structures (see,
e.g. Westerlund, 2005b).

The asymptotic distributions of the test statistics are derived next. For
this purpose, sequential limit theory is employed, which is a very convenient
method for obtaining the limiting distribution of a double indexed sequence.
In particular, the following theorem shows that both Zφ and Zt have limit-
ing normal distributions when standardized by the first two moments of the
following Brownian motion functionals

Ui ≡ −
(

4
∫ 1

0
V i(r)2dr

)−1/2

and Ki ≡ −
(

2
∫ 1

0
V i(r)2dr

)−1

,

where Wi(r) is a standard Brownian motion defined on the unit interval r ∈
[0, 1], Vi(r) = Wi(r) − rWi(1) is a standard Brownian bridge and V i(r) =
Vi(r)−

∫ 1
0 Vi(s)ds is a demeaned standard Brownian bridge. Let⇒ signify weak

convergence, and let Θ and Σ denote the expected value and the covariance
of the vector (Ui, Ki)′, respectively. The following result now holds.

Theorem 1. (Asymptotic distribution with no breaks.) Under H0 and Assump-
tion 1, as T −→∞ prior to N −→∞

N−1/2Zt −N1/2Θ1 ⇒ N(0,Σ11),

TN−1/2Zφ −N1/2Θ2 ⇒ N(0,Σ22).

Remark 7. The proof of Theorem 1 is given in the appendix but it is con-
structive to consider briefly why it holds. For this purpose, let ei. denote the
time seties average of eit. The proof begins by showing that T−1/2Ŝit is equal
to T−1/2

∑t
k=2(eik− ei.) plus a term that is asymptotically negligible suggest-

ing that T−1/2Ŝit converges in distribution to σ times a standard Brownian
bridge as T −→∞ for a fixed N . This implies that T−2

∑T
t=2(Ŝit−1 − Ŝi.−1)2

converges to σ2 times the square of an integral demeaned Brownian bridge.
Also, because T−1

∑T
t=2(Ŝit−1 − Ŝi.−1)(∆Ŝit −∆Ŝi.) converges to −σ2/2, we

obtain the required intermediate limit distributions described by Ki and Ui.
Therefore, since these functionals are i.i.d. across i, the asymptotic results
follow directly by standard Lindberg-Lévy central limit arguments as T and
N grow large in sequence.

Remark 8. Since the limit of T−1/2Ŝit does not depend on xit, this means that
the panel LM based statistics have the surprizing property that their limiting
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distributions are unaffected by the presence of stochastic regressors. Hence,
the same set of moments can be applied regardless of the number of regressors,
which make the statistics computationally very convenient. On the other hand,
the limit of T−1/2Ŝit does depend on the estimation of the trend parameter τi,
which is seen by the fact that the distributions of the tests involve the Brownian
bridge Vi(r) instead of the Brownian motion Wi(r). Therefore, if it is known
that τi = 0 for all i, then the moments of the LM based test statistics should
be based on the demeaned Brownian motion Wi(r)−

∫ 1
0 Wi(s)ds rather than

the demeaned Brownian bridge V i(r). However, if it is not known whether
τi = 0 for all i or not, the model with a trend is recommended. In addition,
preliminary simulation results indicate that the tests with the trend included
performs best in small samples.

The moments of the test are obtained by simulation methods. That is, the
elements of the Brownian motion functionals Ki and Ui are approximated by
functions of sums of partial sums of T independent draws from the standard
normal distribution. Specifically, we generate 100, 000 samples of length T =
1, 000, which are then used to obtain numerical values of the moments in
Theorem 1. The simulated values of Θ1 and Σ11 using this method are −1.9675
and 0.3301, respectively. The corresponding values of Θ2 and Σ22 are −8.4376
and 25.8964, respectively. Because the normalized statistics diverge towards
negative infinity under the alternative hypothesis, the computed value of the
test statistic should be compared with the left tail of the normal distribution.
If the computed value is greater than the appropriate left tail critical value,
we reject the null hypothesis.

Moreover, although this paper is concerned with panel data, it is obvious
that our approach also applies to the pure time series case, in which Zφ and
Zt reduce to their corresponding time series quantities for each individual.
The asymptotic distributions for these statistics are easily deducible from the
appendix, where it is shown that Zt ⇒ Ui and Zφ ⇒ Ki as T −→ ∞. The
appropriate critical values for these distributions are tabulated by Schmidt
and Phillips (1992).

3 The LM based tests with known breaks

We now extend the tests derived in the previous section to the more general
case when there is a structural break in both the intercept and slope of each
individual regression. Many of the results given here follow directly from the
same kind of arguments used in Section 2 and hence only essential details will
be given.

We begin with the level shift case, in which the slope parameter βi is not
subject to structural change. The DGP can be characterized by equations (2)
and (3) but with equation (1) replaced with the following expression

yit = αi + τit + δiDit + x′itβi + zit. (7)

In this parametrization of the DGP, αi represents the intercept before the
break and δi represent the change in the intercept at the time of the shift. If

8



we let Ti denote the location of this shift for cross-section unit i, then Dit = 1
if t > Ti and zero otherwise. The location of the break is assumed to be a
fixed fraction λi ∈ (0, 1) of T such that Ti = λiT for all i, where the limit is
taken as T −→∞ in a sequence that ensures an integer value of Ti. For now,
it is assumed that the location of each break is known, which simplifies the
presentation. The case with unknown breaks will be dealt with in Section 4.

As in the case when there is no break, the LM based statistics can be
obtained on the basis of the following auxiliary regression

∆Ŝc
it = µi + φiŜ

c
it−1 + uit. (8)

In this case, however, in order to account for the level break, the variable Ŝc
it

is constructed as Ŝc
it = yit − α̂i − τ̂it− δ̂iDit − x′itβ̂i, where the new restricted

maximum likelihood estimate of α̃i is given by α̂i = yi1 − τ̂i − δ̂iDi1 − x′i1β̂i.
Analogous to the no break case, the restricted maximum likelihood estimates
τ̂i, δ̂i and β̂i of τi, δi and βi, respectively, can be obtained by using the following
least squares regression

∆yit = τ̂i + δ̂i∆Dit + ∆x′itβ̂i + êit.

As before, a test of H0 versus H1 can be based on the least squares estimate
of φi in (8) or its t-ratio. The test statistics in the level break case can
thus be constructed exactly as in Definition 1 with Ŝc

it in place of Ŝit. The
resulting modified versions of Zφ and Zt will henceforth be denoted Zc

φ and
Zc

t , respectively. If follows that the LM based statistics in the case with level
breaks are computationally as convenient as in the case with no breaks. In
fact, the only novelty here is the break dummy Dit, which is needed in order to
obtain tests that are unaffected by the break under the alternative hypothesis
of cointegration. The asymptotic results for the level break model is given
next.

Theorem 2. (Asymptotic distribution with level shifts.) Under H0 and As-
sumption 1, as T −→∞ prior to N −→∞, then the following results hold:

(i) The modified statistics Zc
φ and Zc

t are distributed as Zφ and Zt in The-
orem 1, respectively.

(ii) The asymptotic distributions of the unmodified statistics Zφ and Zt are
unaltered by the presence of a level break.

Remark 9. Theorem 2 (i) states that allowing for a single known structural
break in the intercept of each individual does not affect the asymptotic dis-
tributions of the modified LM based statistics under the null hypothesis of
no cointegration. This is true whether there are breaks or not. Hence, the
asymptotic distributions of the statistics are unaffected by allowing for breaks
even when there are no breaks. This is, of cause, very convenient as it means
that we can use the same moments as derived in Section 2, and proceed with
the modified statistics as if there were no breaks at all. Thus, there is no
need to tabulate different critical values for different break structures as in
e.g. Perron (1989).
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Remark 10. Analogous with the unit root case studied by Amsler and Lee
(1995), Theorem 2 (ii) shows that the asymptotic null distributions of the LM
based statistics computed under the assumption of no break are unaffected
by the presence of structural breaks. Hence, the null distributions of these
statistics do not depend on breaks that are misplaced or even excluded in the
estimation. The intuition behind this result follows from the fact that the LM
based statistics are obtained using a regression in first differences, and ∆Dit

equals one only at one point, so its inclusion has no effect asymptotically. The
problem is that incorrect placement, or exclusion, of the breaks make the tests
biased towards accepting the null hypothesis. Thus, although the presence of
breaks does not affect the null distribution, it does affect the tests by reducing
their power, which is why accounting for breaks is important.

Remark 11. Since the breaks are allowed under both the null and alternative
hypotheses, there is no confusion about the interpretation of the test outcome.
As an example, consider the univariate unit root test of Zivot and Andrews
(1992), which allows for a single unknown break to affect the level and trend of
the series. The problem with this test is that the break is only permitted under
the alternative hypothesis of stationarity. Thus, a rejection of the null does
not necessarily imply a rejection of a unit root per se but rather a rejection
of a unit root without breaks. This outcome calls for a careful interpretation
of the test result in applied work. Particularly, in the presence of breaks
under the null, researchers might incorrectly conclude that a rejection of the
null indicates evidence of stationarity with a break, when in fact the series
nonstationary with breaks.

Next, we extend the results of the level break model to the case when
there is a structural break in both the intercept and slope of each individual
regression. As before, we assume that (2) and (3) holds but that yit evolves
according to the following equation

yit = αi + τit + δiDit + Ditx
′
itγi + x′itβi + zit. (9)

In this case, the parameters αi, τi and δi are as in the level shift model, βi

is the slope parameter before the shift and γi represents the change in the
slope. Thus, the relation in (9) is permitted to rotate as well as shift parallel.
Following the terminology introduced by Gregory and Hansen (1996), we shall
refer to this DGP as the regime shift model. As before, the LM based statistics
can be derived from the of the following auxiliary regression

∆Ŝr
it = µi + φiŜ

r
it−1 + uit. (10)

Analogous to the level shift case, the variable Ŝr
it may be written as Ŝr

it =
yit − α̂i − τ̂it− δ̂iDit −Ditx

′
itγ̂i − x′itβ̂i, where we use α̂i = yi1 − τ̂i − δ̂iDi1 −

Di1x
′
i1γ̂i− x′i1β̂i to denote the new restricted maximum likelihood estimate of

α̃i. As in the previous section, the restricted maximum likelihood estimates
of τi, δi, γi and βi can be obtained from the following least squares regression

∆yit = τ̂i + δ̂i∆Dit + ∆(Ditxit)′γ̂i + ∆x′itβ̂i + êit.

10



As expected, the LM based statistics in the regime shift case can be con-
structed as in Definition 1 with Ŝr

it in place of Ŝit. The modified versions
of Zφ and Zt will henceforth be written in an obvious notation as Zr

φ and
Zr

t , respectively. Their asymptotic distributions are given in the following
theorem.

Theorem 3. (Asymptotic distribution with regime shifts.) Under H0 and As-
sumption 1, as T −→∞ prior to N −→∞, the modified statistics Zr

φ and Zr
t

are distributed as Zφ and Zt in Theorem 1, respectively.

Remark 12. Analogous with the level break case, Theorem 3 shows that the
asymptotic distributions of the modified statistics Zr

φ and Zr
t are unaffected

by the presence of regime shifts. Thus, in this sense, the modified LM based
statistics derived from the level and regime shift models are very similar. One
important difference is that the unmodified statistics in the regime shift model
are not asymptotically invariant with respect to the breaks as in the level shift
model. Thus, it is no longer possible to disregard or misspecify the structural
breaks without affecting the asymptotic null distributions of the test statistics.
The intuition behind this result is that, although ∆Dit vanishes asymptotically
when normalized by T−1/2, the first difference of xitDit does not. Thus, unless
the breaks have been correctly accounted for, the distributions of the statistics
will depend on both the regressors and the locations of the structural breaks.

4 The LM based tests with unknown breaks

In the previous section, we assumed that the locations of the structural breaks
are known. This is not necessary. In fact, if there is no a priori knowledge
about the breakpoints, one can treat them as endogenous variables that can
be estimated from the data.

Towards this end, note that, because the LM based test statistics are
asymptotically similar with respect to the breaks, their null distributions will
be unaffected by dispensing with the assumption of known breaks, which is
likely to be unduely restrictive for most empirical purposes. In fact, the breaks
could be misplaced or even ignored without affecting the distributions of the
test statistics. Hence, the properties of the tests under the null remain un-
altered even if we employ an inconsistent estimator of the breakpoints. The
problem here is that incorrect placement of the breaks makes the tests biased
towards accepting the null hypothesis. Thus, employing a poor estimator is
expected to result in a loss of power.

Arguably, the single most popular cointegration testing procedure with
unknown breaks is that employed by e.g. Gregory and Hansen (1996) and
Westerlund (2005c), in which the location of a single break can be estimated
via grid search at the minimum of the individual test statistics. However, our
simulation results suggest that the size of our tests based on this procedure can
be highly unreliable with serious distortions in many cases. Another drawback
of this procedure is that it cannot be easily extended to allow for more than
one break. Indeed, extending this grid search beyond the single break case

11



would be computationally extremely demanding and practically infeasible for
more than three breaks, say.

An alternative approach, that is computationally very convenient and read-
ily extendable to the case with multiple breaks, is that developed by Bai (1994,
1997) and Bai and Perron (1998), in which the break locations are estimated
by minimizing the sum of squared residuals among all possible sample splits.
Let ûit denote the least squares residual from (8) or (10), then the break point
estimator is defined as follows

T̂i = argmin
Ti∈[n,T−n]

T∑

t=1

û2
it,

where n is a trimming parameter that imposes a minimum length for each
subsample. Consider the level break model, in which δi denotes the magnitude
of the break for each i. Bai (1994) shows that T̂i−Ti is Op(δ−2

i ), which implies
that λ̂i − λi must be Op(T−1δ−2

i ). Thus, even though λ̂i is consistent for λi

as T grows, the break date estimator is by itself not consistent for the break
date. Fortunately, consistent estimation of the model under both the null
and alternative hypotheses requires only that the break fraction λi can be
estimated consistently. Thus, this procedure is expected to generate tests
with good power. Note also that the accuracy of the estimated breakpoints
depend on the parameter δi, which governs the size of the break. This is to be
expected since a smaller break is more difficult to discern. The same argument
applies to the regime shift model.

5 Monte Carlo simulations

In this section, we investigate the small-sample properties of the LM based
tests through Monte Carlo simulations. The DGP used for this purpose is
given by the following system of equations

yit = δDit + Ditxitγ + xitβ + zit,

zit = ρzit−1 + eit,

xit = xit−1 + wit.

For the error process, we have two scenarios. In the first, eit = uit + θuit−1

so eit follows a first order moving average process. In the second, we have
eit = γeit−1 +uit, in which case eit follows a first order autoregressive process.
In both cases, we have uit ∼ N(0, 1) and wit ∼ N(0, 1), and we use the value
zero to initiate xit, zit, eit and uit.

The DGP is parameterized as follows. For the structural breaks, we have
two different configurations, each of which correspond to one of our two model
specifications. For the level break model, we have γ = 0 and δ = 5, whereas,
for the regime shift model, γ = δ = 5. For convenience, we assume a common
break fraction λ for all i. The parameter ρ determines whether the null hy-
pothesis it true or not. As with the other parameters, we make the simplifying
assumption that ρ takes on a common value for all i. Under the null hypoth-
esis, we have ρ = 1, while, under the alternative hypothesis, we have ρ < 1.

12



The data is generated for 1, 000 panels with N cross-sectional and T +50 time
series observations. The first 50 observations for each cross-section is then
disregarded in order to avoid possible initial value effect.

In constructing the LM based test statistics, we need to decide on how
to remove the serial correlation in the regression errors. Towards this end,
consistent with the results of e.g. Schwert (1989) and DeJong et al. (1992),
we find that the semiparametric adjustment method proposed by Schmidt and
Phillips (1992) does not work very well for typical sample sizes. Therefore,
in this section we report only the results based on the parametric long au-
toregression method of Ahn (1993) and Amsler and Lee (1995). In so doing,
we follow the recommendation of Zivot and Andrews (1992) and let the order
of the lag augmentation to increase with T . In particular, since there is no
obvious choice, we follow Newey and West (1994) and set the lag order to the
largest integer less than 4(T/100)2/9.

For brevity, we only report the size and size-adjusted power of a nominal
5% level test. The results on the accuracy of the estimated breakpoints are not
presented but will be discussed when appropriate. These results are available
from the corresponding author upon request. All computational work was
performed in GAUSS.

Consider first the results of the size presented in Table 1 for the level shift
model and Table 2 for the regime shift model. There are several things that
are noteworthy. First, it has been well documented in the earlier literature
that negative moving average errors may cause substantial size distortions
when testing the null hypothesis of no cointegration (see, e.g. Haug, 1996).
In agreement with these results, Tables 1 and 2 suggest that the Zφ type
tests tend to reject the null hypothesis too frequently when γ < 0 or θ < 0.
In most cases, there is even a compounding effect as the distortions tend to
accumulate and to become very serious as N grows. By contrast, the Zt

type tests generally maintains the nominal level well and do not suffer from
this kind of distortions in the presence of negative autoregressive or negative
moving average errors. Thus, the parametric correction method seem to work
very well for this test.

Second, the best size accuracy in the level break model is obtained by
using the test based on no breaks. The tests based on estimated and known
breakpoints are about equally accurate, and perform only slightly worse. This
is not unexpected given that the tests based on the assumption of no breaks
are asymptotically independent of the breaks under the null in the level shift
case. Hence, even the tests based on no breaks are expected to perform well
here. The ranking of the tests is reversed in the regime shift model, in which
case the tests based on estimated and known breakpoints perform best.

Third, the results for the level break model reveal that the performance
of the LM based tests under the null hypothesis is not affected much by the
location of the structural break, which corroborates the results given in The-
orem 2. By contrast, the size of the unmodified LM based tests in the regime
shift model is seen to be highly dependent on the location of the break. This
accords well with the asymptotic theory suggesting that these tests should
depend on both the regressors and the location of the breaks.
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The results of the power of the tests, which are presented in Tables 3 to 6,
generally coincides with what might be expected from the asymptotic theory.
First, the power increases faster when increasing T rather than N , which is
presumably a reflection of the sequential limit method used in the derivation of
the test. Second, the power increases as ρ departs form its hypothesized value
of one. Third, the tests based on the assumption of no break are generally
the least powerful, thus corroborating the result that erroneous omission of
structural breaks should affect the tests by lowering their power. This effect
is particularly prominent in the regime shift model, in which case the results
suggest the power of the no break tests need not be much larger than their
size.

Fourth, the tests based on estimated breakpoints together with those based
on known breakpoints produce the best power. In particular, it is seen that
there is generally no loss of power involved in estimating the breaks rather than
treating them as known. This is due to the accuracy of the estimated break-
points, which is almost perfect in all cases considered. In fact, the results on
the estimated breakpoints suggest that the correct selection frequency rarely
falls below 95%. Of course, as indicated in Section 4, the accuracy of these
estimates will in general depend on the magnitude of the structural breaks.
Thus, smaller values of the break parameters δ and γ are expected to lead to
lower accuracy and vice versa.

Overall, the simulations lead us to the conclusion that the LM based tests
perform well in general with good power and small size distortions in most
experiments. However, in the presence of negative autoregressive or moving
average errors, we find that the Zφ statistic can perform quite poorly. As a
practical matter, we therefore recommend using the Zt statistic.

6 Conclusions

This paper proposes two new panel cointegration tests that are appropriate
when the cross-sectional units are independent of each other. The tests are
based on the univariate unit root tests developed by Schmidt and Phillips
(1992), Ahn (1993) and Amsler and Lee (1996), and they are derived by ap-
plying the LM, or score, principle to an unobserved components representation
of the data. Allowable features include heteroskedastic and serially correlated
errors, individual specific time trends, and a single break in both the intercept
and slope of each regression, which may be located different dates for different
individuals. Yet, both tests are shown to be surprisingly straightforward and
very easy to implement.

The new statistics are analyzed when there is no break, when the locations
of the breaks are assumed to be known and when they are unknown. By using
sequential limit arguments, we show that the statistics have limiting normal
distributions, which are free of nuisance parameters under the null hypothesis.
In particular, we show that the asymptotic null distributions are independent
of the both the trend and structural break. This makes the tests very simple
to implement since there is no need to consult a table for the critical values
for every possible combination of breakpoint and deterministic specification,
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which may be a very tedious undertaking.
Secondly, we show that the asymptotic distributions of the test statistics

are independent of the presence of stochastic regressors, which make them even
simpler to implement. Finally, we show that erroneous omission of structural
breaks does not affect the asymptotic null distribution of the statistics in the
intercept break case.

The small-sample performance of the tests is evaluated via Monte Carlo
simulations. The results, which generally accords well with the asymptotic
theory, suggest that the tests generally perform well with small size distortions
and good power even in very small samples.
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Appendix: Mathematical proofs

In this appendix, we derive the LM statistic and the limiting distributions of
the LM based statistics under the null hypothesis. For brevity, the notations
introduced in the main text are taken as given and are thus not repeated.

Proposition A.1. (The panel LM test statistic.) Under Assumption 1, the
panel LM test statistic of H0 versus H1 is given by

ξNT =
N∑

i=1

(
T∑

t=2

∆ŜitŜit−1

)2 (
σ̂2

T∑

t=2

Ŝ2
it−1

)−1

.

Proof of Proposition A.1

We begin by rewriting equations (1) and (2) in the text as follows

yi1 = αi + τi + x′i1βi + ρizi0 + ei1, (A1)

yit = ρiyit−1 + αi(1− ρi) + τi(t + ρi(1− t))

+ (xit − ρixit−1)′βi + eit, (A2)

where the last equality holds for t = 2, ..., T . Assume that zi0 is fixed and that
Assumption 1 holds, then (A1) and (A2) imply the following log-likelihood
function

log L = −NT

2
log 2πσ2 − 1

2σ2

N∑

i=1

SSEi, (A3)

where SSEi =
∑T

t=1 e2
it and eit is defined by (A1) and (A2). It easy to

verify that this log-likelihood is maximized for σ̂2 = 1
NT

∑N
i=1 SSEi and so

the concentrated log-likelihood function becomes

log L = −NT

2
log 2π − NT

2
− NT

2
log σ̂2. (A4)

Let γi denote the vector containing the true parameters α̃i, τi and βi, then
the score of the concentrated log-likelihood is given by

∂ log L

∂γi
= − 1

2σ̂2

∂SSEi

∂γi
. (A5)

We begin by deriving the maximum likelihood estimators of α̃i, τi and βi under
the null hypothesis. These can be obtained by minimizing SSEi under the
null. Towards this end, let Sit = yit − α̃i − τit− x′itβi and assume that ρi = 1,
in which case SSEi reduces to

SSEi = S2
i1 +

T∑

t=2

∆S2
it.
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Direct calculation reveal that the elements of the score of SSEi with respect
to γi are given by

∂SSEi

∂α̃i
= −2Si1, (A6)

∂SSEi

∂τi
= −2Si1 − 2

T∑

t=2

∆Sit

= −2Si1 − 2(SiT − Si1)

= −2SiT , (A7)

∂SSEi

∂βi
= −2xi1Si1 − 2

T∑

t=2

∆xit∆Sit. (A8)

By the first order condition, and some algebra, we obtain the restricted max-
imum likelihood estimators as explained in the text.

Now, to derive the LM test statistic, we need to obtain the score of SSEi

with respect to ρi. This is given by

∂SSEi

∂ρi
= −2zi0ei1 − 2

T∑

t=2

eit(Sit−1 + zi0). (A9)

If we let ρi = 1, then (A9) reduces to the following expression when evaluated
at the restricted maximum likelihood estimators

∂SSEi

∂ρi
= −2zi0Ŝi1 − 2zi0

T∑

t=2

∆Ŝit − 2
T∑

t=2

∆ŜitŜit−1

= −2zi0Ŝi1 − 2zi0(ŜiT − Ŝi1)− 2
T∑

t=2

∆ŜitŜit−1

= −2zi0ŜiT − 2
T∑

t=2

∆ŜitŜit−1

= −2
T∑

t=2

∆ŜitŜit−1. (A10)

The last equality follows from the fact that ŜiT is equal to zero, which can be
seen by writing

ŜiT = yiT − α̂i − τ̂iT − x′iT β̂i

= yiT − (yi1 − τ̂i − x′i1β̂i)− τ̂iT − x′iT β̂i

= yiT − yi1 − τ̂i(T − 1)− (xiT − xi1)′β̂i.

If we let ∆yi. and ∆xi. denote the sample averages of ∆yit and ∆xit, respec-
tively, then this expression becomes

ŜiT =
T∑

t=2

∆yit − τ̂i(T − 1)−
T∑

t=2

∆x′itβ̂i

=
T∑

t=2

∆yit − (∆yi. −∆x′i.β̂i)(T − 1)−
T∑

t=2

∆x′itβ̂i,

17



which is zero.
Next, we show that the Hessian of the restricted log-likelihood is asymp-

totically block-diagonal between ρi and γi, in which case the LM statistic of
H0 versus H1 has the simple form

ξNT ≡
N∑

i=1

(
∂ log L

∂ρi

)2 (
∂2 log L

∂ρ2
i

)−1

. (A11)

From (A5), we can see that

∂2 log L

∂γi∂γ′i
= − 1

2σ̂2

∂2SSEi

∂γi∂γ′i
. (A12)

Straightforward calculations yield the following second order partial deriva-
tives when evaluated at the restricted maximum likelihood estimators

∂2SSEi

∂ρi∂α̃i
= 2zi0, (A13)

∂2SSEi

∂ρi∂τi
= 2Tzi0 + 2

T∑

t=2

(∆Ŝit(t− 1) + Ŝit−1)

= 2Tzi0 + 2(ŜiT − Ŝi1)(t− 1) + 2
T∑

t=2

Ŝit−1

= 2Tzi0 + 2
T∑

t=2

Ŝit−1, (A14)

where the last equality holds because Ŝi1 is zero, which follows by writing

Ŝi1 = yi1 − α̂i − τ̂i − x′i1β̂i

= yi1 − (yi1 − τ̂i − x′i1β̂i)− τ̂i − x′i1β̂i.

For ∂2SSEi/∂ρi∂βi, we have

∂2SSEi

∂ρi∂βi
= 2xi1zi0 + 2

T∑

t=2

(∆xit(Ŝit−1 + zi0) + xit−1∆Ŝit)

= 2xi1zi0 + 2(xiT − xi1)zi0 + 2
T∑

t=2

(∆xitŜit−1 + xit−1∆Ŝit)

= 2xiT zi0 + 2
T∑

t=2

(∆xitŜit−1 + xit−1∆Ŝit). (A15)

The appropriate normalizing order of these derivatives is determined by the
order of the second derivative with respect to ρi. Similar calculations yield

∂2SSEi

∂ρ2
i

= 2z2
i0 + 2

T∑

t=2

(Sit−1 + zi0)2

= 2
T∑

t=2

Ŝ2
it−1. (A16)
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The second equality follows by evaluating the second term at the restricted
maximum likelihood estimators, and by ignoring the first, which is op(1).

In the proof of Theorem 1, we show that T−1/2Ŝit is Op(1), which implies
that T−2

∑T
t=2 Ŝ2

it−1 is Op(1) too. Hence, the appropriate normalizing order
for the Hessian is T−2. Moreover, by standard asymptotic arguments, we can
show that the scaled quantities T−3/2

∑T
t=2 Ŝit−1, T−1

∑T
t=2 ∆xitŜit−1 and

T−1
∑T

t=2 xit−1∆Ŝit are Op(1). This shows that the expressions appearing in
(A13) to (A15), when normalized by T−2, must be op(1). Hence, the Hessian
is indeed asymptotically block-diagonal.

By using (A10) and (A16), we can thus show that the expression in (A11)
has the following asymptotically equivalent representation

ξNT =
N∑

i=1

(
T∑

t=2

∆ŜitŜit−1

)2 (
σ̂2

T∑

t=2

Ŝ2
it−1

)−1

. (A17)

This completes the derivation of the LM test statistic. ¥

Proof of Theorem 1.

We begin by considering the limit of Ŝit. This variable can be written as

Ŝit = yit − α̂i − τ̂it− x′itβ̂i

= yit − yi1 − τ̂i(t− 1)− (xit − xi1)′β̂i

=
t∑

k=2

eik − (xit − xi1)′(β̂i − βi)− (τ̂i − τi)(t− 1). (A18)

For the third term, we have

τ̂i − τi = ∆yi. −∆x′i.β̂i − τi

= ei. −∆x′i.(β̂i − βi),

where ∆yi., ∆xi. and ei. are the sample means of ∆yit, ∆xit and eit, respec-
tively. Further, let wi. be the mean of wit, then τ̂i − τi = ei. − w′i.(β̂i − βi).
This implies that (A18) can be rewritten as follows

Ŝit =
t∑

k=2

eik − ei.(t− 1)−
t∑

k=2

w′ik(β̂i − βi) + w′i.(β̂i − βi)(t− 1)

=
t∑

k=2

(eik − ei.)−
t∑

k=2

(wik − wi.)′(β̂i − βi). (A19)

As shown by Schmidt and Phillips (1992), we have T−1/2
∑t

k=2(eik − ei.) ⇒
σVi(r) as T −→ ∞ for a fixed N . For the second term in (A19), note that
T−1/2

∑t
k=2(wik − wi.) ⇒ Ω1/2

i Ṽi(r) as T −→ ∞, where Ṽi(r) is a standard
Brownian bridge process. Also, if we let ∆x̃it and ẽit denote the deviations
of ∆xit and eit from their respective mean values, then T 1/2(β̂i − βi) can be
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written as

T 1/2(β̂i − βi) = T 1/2

(
T∑

t=2

∆x̃it∆x̃′it

)−1 T∑

t=2

∆x̃itẽit

=

(
T−1

T∑

t=2

∆x̃it∆x̃′it

)−1

T−1/2
T∑

t=2

∆x̃itẽit.

If we let
p→ signify convergence in probability, then the denominator of this

expression is T−1
∑T

t=2 ∆x̃it∆x̃′it
p→ Ωi > 0 by Assumption 1 (iv) and standard

asymptotic arguments for stationary processes. For the numerator, we have
T−1/2

∑T
t=2 ∆x̃itẽit = Op(1) since wit and eit are orthogonal by Assumption 1

(ii). It follows that T 1/2(β̂i − βi) = Op(1). Therefore, we get

T−1/2Ŝit = T−1/2
t∑

k=2

(eik − ei.)− T−1
t∑

k=2

(wik − wi.)′T 1/2(β̂i − βi)

= T−1/2
t∑

k=2

(eik − ei.) + op(1)

⇒ σVi(r). (A20)

It is useful to rewrite Ŝit as

Ŝit = yit − yi1 − τ̂i(t− 1)− (xit − xi1)′β̂i

= yit − yi1 − (∆yi. −∆x′i.β̂i)(t− 1)− (xit − xi1)′β̂i

=
t∑

k=2

(∆ỹit −∆x̃′itβ̂i). (A21)

It follows that ∆Ŝit = ∆ỹit − ∆x̃′itβ̂i. The model in first differences is given
by ∆yit = τ̂i + ∆x′itβ̂i + êit or ∆ỹit = ∆x̃′itβ̂i + ẽit, where ẽit now denotes the
deviation of êit from its mean value. Thus, by using (A21), we can deduce
that ∆Ŝit is equal to ẽit.

Now, consider Zφ. This statistic can be written as

TZφ = T
N∑

i=1

S̃−1
i11S̃i12

=
N∑

i=1

(
T−2S̃i11

)−1
T−1S̃i12. (A22)

For the denominator, we have the following limit passing T −→∞

T−2S̃i11 = T−2
T∑

t=2

(Ŝit−1 − Ŝi.−1)2

⇒ σ2

∫ 1

0
V i(r)2dr. (A23)
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Similarly, for the denominator, we have

T−2S̃i12 = T−1
T∑

t=2

(Ŝit−1 − Ŝi.−1)(∆Ŝit −∆Ŝi.)

= −1
2

(
T−1

T∑

t=2

(∆Ŝit −∆Ŝi.)2
)

= −1
2

(
T−1

T∑

t=2

ẽ2
it

)

p→ −1
2
σ2. (A24)

For the second equality, we use Lemma 1 of Schmidt and Phillips (1992), from
which it follows that

∑T
t=2(Ŝit−1−Ŝi.)(∆Ŝit−∆Ŝi.) = −1

2

∑T
t=2(∆Ŝit−∆Ŝi.)2.

Equations (A23) and (A24) imply that the limit of TZφ as T −→ ∞ with N

held fixed is equal to

TZφ =
N∑

i=1

(
T−2S̃i11

)−1
T−1S̃i12

=
N∑

i=1

−1
2

(∫ 1

0
V i(r)2dr

)−1

. (A25)

Now, to derive the sequential limit of Zφ, define Ei ≡
(
T−2S̃i11

)−1
T−1S̃i12

and then expand the statistic as follows

TN−1/2Zφ −N1/2Θ2 = N1/2

(
N−1

N∑

i=1

Ei −Θ2

)
.

Assume that E(K2
i ) = Σ11 < ∞ exist. Then, by Assumption 1 (i) and the

Lindberg-Lévy central limit theorem, as T −→ ∞ and then N sequentially,
TN−1/2Zφ−N1/2Θ2 ⇒ N(0, Σ22). This establishes the first part of the proof.

Consider next the limiting distribution for Zt. Similar to the analysis Zφ,
since σ̂2 p→ σ2, we obtain the following limit as T −→∞

Zt =
N∑

i=1

(
σ̂−2S̃i11

)1/2
Ei

=
N∑

i=1

(
σ̂−2T−2S̃i11

)1/2
TEi

=
N∑

i=1

−1
2

(∫ 1

0
V i(r)2dr

)−1/2

. (A26)

If we define Qi ≡ S̃
1/2
i11 Ei, then Zt can be rewritten as

N−1/2Zt −N1/2Θ1 = N1/2

(
N−1

N∑

i=1

σ̂−1Qi −Θ1

)
.
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Given that E(U2
i ) = Σ22 < ∞ exist, then TN−1/2Zφ − N1/2Θ2 ⇒ N(0,Σ22)

as T −→ ∞ and then N −→ ∞ by similar arguments used for Zφ. This
establishes the second part of the proof. ¥

Proof of Theorem 2.

To prove Theorem 2 (i), we need to show that T−1/2Ŝit is asymptotically
unaffected by the inclusion of the break dummy Dit. In so doing, we begin by
rewriting Ŝc

it as follows

Ŝc
it = yit − α̂i − τ̂it− δ̂iDit − x′itβ̂i

= yit − yi1 − τ̂i(t− 1)− δ̂i(Dit −Di1)− (xit − xi1)′β̂i

=
t∑

k=2

eik − (δ̂i − δi)(Dit −Di1)− (xit − xi1)′(β̂i − βi)

− (τ̂i − τi)(t− 1). (A27)

Let ∆yi., ∆xi. and ei. be the sample averages of ∆yi, ∆xit and eit, respectively,
and note that the sample average of ∆Dit is (T −1)−1. Then, the fourth term
on the right-hand side of (A27) can be written as

τ̂i − τi = ∆yi. − (T − 1)−1δ̂i −∆x′i.β̂i − τi

= ei. − (T − 1)−1(δ̂i − δi)−∆x′i.(β̂i − βi)

= ei. − (T − 1)−1(δ̂i − δi)− w′i.(β̂i − βi).

Hence, by using (A27), we get

T−1/2Ŝc
it = T−1/2

t∑

k=2

eik − ei.(t− 1)− T−1/2
t∑

k=2

w′ik(β̂i − βi)

+ w′i.(β̂i − βi)(t− 1)− T−1/2(δ̂i − δi)
(

Dit −Di1 − t− 1
T − 1

)

= T−1/2
t∑

k=2

(eik − ei.)− T−1/2
t∑

k=2

(wik − wi.)′(β̂i − βi)

− T−1/2(δ̂i − δi)
(

Dit −Di1 − t− 1
T − 1

)

= I − II − III. (A28)

Now, part II is op(1) by similar arguments used in the proof of Theorem 1.
Therefore, to prove part (i) of Theorem 2, we only need to show that III is
op(1), in which case T−1/2Ŝc

it has the same distribution as T−1/2Ŝit.
Let ∆x̃it, ∆D̃it and ẽit be the deviations of ∆xit, ∆Dit and eit from their

respective mean values. Also, let ∆D̃X
it = ∆D̃it−∆x̃′itbi and ẽX

it = ẽit−∆x̃′itai

be the errors from projecting ∆D̃it and ẽit, respectively, onto ∆x̃it. Consider
T 1/2(δ̂i − δi). This term may be written as

T 1/2(δ̂i − δi) = T 1/2

(
T∑

t=2

∆D̃X2
it

)−1 T∑

t=2

∆D̃X
it ẽX

it

=

(
T−1

T∑

t=2

∆D̃X2
it

)−1

T−1/2
T∑

t=2

∆D̃X
it ẽX

it . (A29)

22



The denominator of this expression can be expanded as follows

T−1
T∑

t=2

∆D̃X2
it = T−1

T∑

t=2

∆D̃2
it − 2T−1

T∑

t=2

∆D̃it∆x̃′itbi

+ T−1
T∑

t=2

b′i∆x̃it∆x̃′itbi

= T−1
T∑

t=2

∆D̃2
it − T−1/2

T∑

t=2

∆D̃it∆x̃′it

·
(

T−1
T∑

t=2

∆x̃it∆x̃′it

)−1

T−1/2
T∑

t=2

∆x̃it∆D̃it. (A30)

Now, since ∆Dit equals one only at one point, it is obvious that all sums
involving ∆D̃it must be op(1) when normalized by T−1/2 or T−1. Hence,
we can deduce that T−1

∑T
t=2 ∆D̃2

it and T−1/2
∑T

t=2 ∆x̃it∆D̃it must be op(1).
Also, since T−1

∑T
t=2 ∆x̃it∆x̃′it

p→ Ωi as T −→ ∞, we get T−1
∑T

t=2 ∆D̃X2
it =

op(1).
Similarly, for the numerator of (A29), we have

T−1/2
T∑

t=2

∆D̃X
it ẽX

it = T−1/2
T∑

t=2

∆D̃itẽit − T−1/2
T∑

t=2

∆D̃it∆x̃′itai

− T−1/2
T∑

t=2

ẽit∆x̃′itbi + T−1/2
T∑

t=2

a′i∆x̃it∆x̃′itbi

= T−1/2
T∑

t=2

∆D̃itẽit − T−1/2
T∑

t=2

∆D̃it∆x̃′it

·
(

T−1
T∑

t=2

∆x̃it∆x̃′it

)−1

T−1
T∑

t=2

∆x̃itẽit. (A31)

We have that T−1/2
∑T

t=2 ∆D̃itẽit = op(1) and T−1
∑T

t=2 ∆x̃itẽit
p→ 0 as T −→

∞, where the latter follows from the fact that ∆x̃it and ẽit are independent
by Assumption 1 (ii). Thus, we can show that T−1/2

∑T
t=2 ∆D̃X

it ẽX
it = op(1).

These results imply that T 1/2(β̂i − βi) = op(1). Hence, by using (A28), it
follows that

III = T 1/2(δ̂i − δi)
(

T−1(Dit −Di1)− t− 1
T (T − 1)

)

= op(1) · op(1).

We have thus shown that III is op(1) as required for the proof of (i).
Next, consider Theorem 2 (ii). From (A18), the variable Ŝit assuming no

breaks can be written as

Ŝit = yit − yi1 − τ̂i(t− 1)− (xit − xi1)′β̂i

=
t∑

k=2

eik −
t∑

k=2

w′ik(β̂i − βi)− (τ̂i − τi)(t− 1) + δi(Dit −Di1), (A32)

23



where the equality follows from the fact that yit−yi1 = τi(t−1)+
∑t

k=2 w′ikβi+
δi(Dit −Di1) +

∑t
k=2 eik. With a break in the DGP, τ̂i − τi can be written as

τ̂i − τi = ∆yi. −∆x′i.β̂i − τi

= ei. −∆w′i.(β̂i − βi) + (T − 1)−1δi.

This suggests that (A32) can be rewritten as

T−1/2Ŝit = T−1/2
t∑

k=2

(eik − ei.)− T−1/2
t∑

k=2

(wik − wi.)′(β̂i − βi)

+ T−1/2δi(Dit −Di1)− T−1/2δi

(
t− 1
T − 1

)

= T−1/2
t∑

k=2

(eik − ei.) + op(1). (A33)

Thus, the distribution of T−1/2Ŝit does not depend on the presence of the level
break. This establishes (ii). ¥

Proof of Theorem 3.

In this section, we show that the limit of T−1/2Ŝr
it is equal to the limit of

T−1/2Ŝit, which implies that the symptotic distributions of the LM based
statistics in the regime shift case are unaffected by the shifts. The proof is
very similar to that of Theorem 2 and hence only essential details are given.

For notational convenience, let E′
it = Ditx

′
it. As in equation (A18), Ŝr

it can
be written as

Ŝr
it =

t∑

k=2

eik − (δ̂i − δi)(Dit −Di1)− (xit − xi1)′(β̂i − βi)

− (Eit −Ei1)′(γ̂i − γi)− (τ̂i − τi)(t− 1). (A34)

If we let ∆Ei. denote the sample average of ∆Eit, then we have

τ̂i − τi = ei. − (T − 1)−1(δ̂i − δi)− w′i.(β̂i − βi)−∆E′
i.(γ̂i − γi). (A35)

Equation (A35) imply that (A34) can be reformulated as

T−1/2Ŝr
it = T−1/2

t∑

k=2

eik − T−1/2ei.(t− 1)− T−1/2
t∑

k=2

w′ik(β̂i − βi)

+ T−1/2w′i.(β̂i − βi)(t− 1)− T−1/2(δ̂i − δi)
(

Dit −Di1 − t− 1
T − 1

)

− T−1/2

(
Eit −Ei1 − t− 1

T − 1
(EiT − Ei1)

)′
(γ̂i − γi)

= T−1/2
t∑

k=2

(eik − ei.)− T−1/2
t∑

k=2

(wik − wi.)′(β̂i − βi)

− T−1/2(δ̂i − δi)
(

Dit −Di1 − t− 1
T − 1

)

− T−1/2

(
Eit −Ei1 − t− 1

T − 1
(EiT − Ei1)

)′
(γ̂i − γi)

= I − II − III − IV. (A36)
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As with Theorem 2, proving Theorem 3 requires showing that II, III and IV

are op(1). Part II is an immediate consequence of the proof of Theorem 1 and
is thus omitted.

Consider III. Let ∆Ẽit = ∆Eit−∆Ei., and let ∆D̃X
it = ∆D̃it−X ′

itbi and
ẽX
it = ẽit−X ′

itai be the errors from projecting ∆D̃it and ẽit, respectively, onto
the generic projection vector Xit = (∆x̃′it,∆Ẽ′

it)
′. Then, T 1/2(δ̂i − δi) may be

written as

T 1/2(δ̂i − δi) =

(
T−1

T∑

t=2

∆D̃X2
it

)−1

T−1/2
T∑

t=2

∆D̃X
it ẽX

it . (A37)

The denominator of this expression can be expanded as

T−1
T∑

t=2

∆D̃X2
it = T−1

T∑

t=2

∆D̃2
it − T−1

T∑

t=2

∆D̃itX
′
it

·
(

T−1
T∑

t=2

XitX
′
it

)−1

T−1
T∑

t=2

Xit∆D̃it. (A38)

For the second term in (A38), we have

T−1
T∑

t=2

Xit∆D̃it = T−1
T∑

t=2

(
∆x̃it∆D̃it

∆Ẽit∆D̃it

)
.

We have that T−1
∑T

t=2 ∆x̃it∆D̃it = op(1) and T−1
∑T

t=2 ∆Ẽit∆D̃it = op(1)
so T−1

∑T
t=2 Xit∆D̃it = op(1).

Next, consider T−1
∑T

t=2 XitX
′
it. This term can be written as

T−1
T∑

t=2

XitX
′
it = T−1

T∑

t=2

(
∆x̃it∆x̃′it ∆x̃it∆Ẽ′

it

∆Ẽit∆x̃′it ∆Ẽit∆Ẽ′
it

)
.

Since T−1
∑T

t=2 ∆x̃it∆x̃′it
p→ Ωi as T −→∞, while the remaining three terms

in T−1
∑T

t=2 XitX
′
it converge in probability to Ωi if t > Ti and zero otherwise,

we have that T−1
∑T

t=2 XitX
′
it = Op(1). Therefore, as the first term on the

right hand side of (A38) is op(1), we can show that T−1
∑T

t=2 ∆D̃X2
it is also

op(1).
For the numerator of (A37), we have

T−1/2
T∑

t=2

∆D̃X
it ẽX

it = T−1/2
T∑

t=2

∆D̃itẽit − T−1
T∑

t=2

∆D̃itX
′
it

·
(

T−1
T∑

t=2

XitX
′
it

)−1

T−1/2
T∑

t=2

Xitẽit. (A39)

Because T−1/2
∑T

t=2 ∆D̃itẽit, T−1
∑T

t=2 ẽitXit and T−1/2
∑T

t=2 ∆D̃itX
′
it are all

op(1), and T−1
∑T

t=2 XitX
′
it is Op(1), it follows that T−1/2

∑T
t=2 ∆D̃X

it ẽX
it =

op(1). Hence, since both T−1
∑T

t=2 ∆D̃X2
it and T−1/2

∑T
t=2 ∆D̃X

it ẽX
it are op(1),

we can deduce that T 1/2(δ̂i − δi) = op(1).
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By using this result, we can show that

III = T 1/2(δ̂i − δi)
(

T−1(Dit −Di1)− t− 1
T (T − 1)

)

= op(1) · op(1).

Next, consider IV . The term T 1/2(γ̂i − γi) appearing in this expression
can be written as

T 1/2(γ̂i − γi) =

(
T−1

T∑

t=2

∆ẼX
it ∆ẼX′

it

)−1

T−1/2
T∑

t=2

∆ẼX′
it ẽX

it ,

where Xit = (∆x̃′it, ∆D̃it)′, ∆ẼX
it = ∆Ẽit −X ′

itbi and ẽX
it = ẽit −X ′

itai. As in
(A37), the denominator of T 1/2(γ̂i − γi) can be expanded as

T−1
T∑

t=2

∆ẼX
it ∆ẼX′

it = T−1
T∑

t=2

∆Ẽit∆Ẽ′
it − T−1

T∑

t=2

ẼitX
′
it

·
(

T−1
T∑

t=2

XitX
′
it

)−1

T−1
T∑

t=2

Xit∆Ẽ′
it. (A40)

By using the results derived earlier, it is obvious that both terms on the right
hand side of (A40) are Op(1) if t > Ti and op(1) otherwise, which implies that
T−1

∑T
t=2 ∆ẼX

it ∆ẼX′
it is also Op(1).

The numerator of T 1/2(γ̂i − γi) is qual to

T−1/2
T∑

t=2

∆ẼX′
it ẽX

it = T−1/2
T∑

t=2

∆Ẽ′
itẽit − T−1/2

T∑

t=2

∆Ẽ′
itX

′
it

·
(

T−1
T∑

t=2

XitX
′
it

)−1

T−1
T∑

t=2

Xitẽit. (A41)

In this expression, the terms with normalizing order T−1/2 are Op(1) by stan-
dard arguments for stationary processes. Therefore, since T−1

∑T
t=2 ∆Xitẽit =

op(1) and T−1
∑T

t=2 XitX
′
it = Op(1), we can deduce that T−1/2

∑T
t=2 ∆ẼX′

it ẽX
it =

op(1). Consequently, as T−1/2
∑T

t=2 ∆ẼX
it ẽX

it and T−1
∑T

t=2 ∆ẼX
it ∆ẼX′

it are
both Op(1), T 1/2(γ̂i − γi) must also be Op(1).

This shows that IV must be op(1) as seen by writing

IV =
(

T−1(Eit − Ei1)−
(

t− 1
T (T − 1)

)
(EiT − Ei1)

)′
T 1/2(γ̂i − γi)

= op(1) ·Op(1),

where we have used the fact that Eit − Ei1 =
∑t

k=2 wik if t > Ti and zero
otherwise. We have thus shown that II, III and IV are op(1), which implies
that (A36) reduces to

T−1/2Ŝr
it = T−1/2

t∑

k=2

(eik − ei.) + op(1).

This completes the proof. ¥
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Ẑ
c φ

Z
c t

Z
c φ

Z
t

Z
φ

0.
0

0.
0

50
5

0.
10

5
0.

12
2

0.
09

0
0.

09
0

0.
08

2
0.

10
8

0.
12

9
0.

13
6

0.
10

3
0.

10
6

0.
08

6
0.

10
3

0.
0

0.
0

50
10

0.
14

0
0.

16
3

0.
11

0
0.

12
9

0.
09

2
0.

10
8

0.
11

4
0.

14
9

0.
09

4
0.

11
5

0.
06

4
0.

08
9

0.
0

0.
0

10
0

5
0.

06
4

0.
10

1
0.

05
2

0.
08

4
0.

05
3

0.
08

6
0.

07
4

0.
09

5
0.

06
6

0.
07

8
0.

05
9

0.
07

3
0.

0
0.

0
10

0
10

0.
07

3
0.

10
9

0.
06

2
0.

08
9

0.
06

7
0.

09
8

0.
08

5
0.

11
8

0.
06

8
0.

09
5

0.
07

0
0.

09
1

0.
0

0.
3

50
5

0.
13

1
0.

02
8

0.
11

6
0.

01
9

0.
09

6
0.

04
3

0.
10

7
0.

02
4

0.
09

2
0.

01
7

0.
07

8
0.

02
8

0.
0

0.
3

50
10

0.
15

4
0.

02
7

0.
13

0
0.

01
8

0.
11

0
0.

02
1

0.
14

6
0.

01
4

0.
13

0
0.

00
8

0.
09

9
0.

01
7

0.
0

0.
3

10
0

5
0.

07
9

0.
01

3
0.

07
4

0.
01

1
0.

07
6

0.
02

7
0.

08
2

0.
01

4
0.

07
9

0.
01

2
0.

07
1

0.
02

3
0.

0
0.

3
10

0
10

0.
08

3
0.

00
9

0.
07

2
0.

00
6

0.
06

4
0.

01
3

0.
09

0
0.

00
9

0.
08

9
0.

00
8

0.
07

2
0.

01
2

0.
0

−0
.3

50
5

0.
10

1
0.

41
8

0.
08

8
0.

39
7

0.
04

4
0.

19
0

0.
10

1
0.

41
8

0.
08

8
0.

38
8

0.
04

9
0.

23
5

0.
0

−0
.3

50
10

0.
10

7
0.

57
6

0.
08

7
0.

54
5

0.
04

7
0.

28
7

0.
12

2
0.

57
9

0.
09

6
0.

53
1

0.
05

4
0.

32
1

0.
0

−0
.3

10
0

5
0.

07
4

0.
40

4
0.

05
9

0.
38

3
0.

03
5

0.
27

4
0.

07
8

0.
44

3
0.

05
9

0.
42

1
0.

04
7

0.
29

0
0.

0
−0

.3
10

0
10

0.
07

5
0.

60
0

0.
06

2
0.

57
5

0.
04

7
0.

42
8

0.
06

8
0.

63
7

0.
05

6
0.

60
4

0.
04

9
0.

45
3

0.
3

0.
0

50
5

0.
11

0
0.

01
4

0.
09

9
0.

01
1

0.
08

8
0.

01
8

0.
11

7
0.

01
2

0.
10

8
0.

00
8

0.
08

2
0.

02
1

0.
3

0.
0

50
10

0.
12

4
0.

00
6

0.
11

6
0.

00
3

0.
11

5
0.

01
4

0.
15

2
0.

00
9

0.
13

7
0.

00
4

0.
11

0
0.

00
9

0.
3

0.
0

10
0

5
0.

10
3

0.
01

1
0.

09
8

0.
01

1
0.

08
6

0.
01

4
0.

07
4

0.
00

8
0.

07
2

0.
00

8
0.

07
9

0.
01

1
0.

3
0.

0
10

0
10

0.
07

9
0.

00
4

0.
07

6
0.

00
2

0.
08

7
0.

00
1

0.
07

5
0.

00
2

0.
06

6
0.

00
1

0.
04

9
0.

00
3

−0
.3

0.
0

50
5

0.
10

2
0.

31
9

0.
08

8
0.

28
8

0.
05

2
0.

18
0

0.
09

2
0.

29
9

0.
07

6
0.

27
5

0.
05

1
0.

16
9

−0
.3

0.
0

50
10

0.
09

1
0.

47
5

0.
07

6
0.

42
4

0.
05

9
0.

26
5

0.
10

7
0.

46
0

0.
08

8
0.

42
1

0.
04

6
0.

25
0

−0
.3

0.
0

10
0

5
0.

07
5

0.
34

7
0.

06
8

0.
32

8
0.

04
1

0.
21

9
0.

07
8

0.
34

7
0.

06
2

0.
31

8
0.

05
3

0.
24

7
−0

.3
0.

0
10

0
10

0.
06

4
0.

48
1

0.
05

4
0.

44
5

0.
05

7
0.

34
9

0.
06

6
0.

48
2

0.
04

9
0.

45
0

0.
05

7
0.

34
5

N
ot

es
:

T
he

va
lu

e
λ

re
fe

rs
to

th
e

lo
ca

ti
on

of
th

e
st

ru
ct

ur
al

br
ea

k,
γ

re
fe

rs
to

th
e

au
to

re
gr

es
si

ve
pa

ra
m

et
er

an
d

θ
re

fe
rs

to
th

e
m

ov
in

g
av

er
ag

e
pa

ra
m

et
er

.
T

he
Ẑ
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