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Many balls in the air make time fly: The effect
of multitasking on time perception and time

preferences∗

Hjördis Hardardottir†

Abstract
In this paper, we study how increasing the cognitive demands of

multitasking affects time preferences. The novelty of this paper is that
it studies how time perception mediates the effect of multitasking on
time preferences. Results from experimental psychology have demon-
strated that people tend to experience the passage of time as quicker
when they are busy with cognitively-demanding tasks. If time is ex-
perienced as passing faster, the future should be experienced as being
closer, and patience should increase. However, a standard prediction
from behavioral economics is that being cognitively loaded leads to less
patient decisions. Our hypothesis is that increases in patience, driven
by the speeding up of time, and decreases in patience, driven by de-
creased cognitive capacity, added together explain the total effect of
increasing the cognitive demands of multitasking on time preferences.
We also shed light on whether the observed relationship between time
preferences and time perception within subjects is mirrored when com-
paring between subjects.
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1 Introduction
Economic decisions are not made in a vacuum. They are dependent on the
situation of the agent making the decision. An increasingly common view
within economics is that circumstances affect decisions not only through al-
tering incentives or beliefs but also by affecting preferences. A number of
papers have studied the long-term effects of life events on preferences.1 How-
ever, the circumstances of an agent can also affect preferences in the short
term. Tired or alert, stressed or relaxed, frightened or calm—our state de-
termines our preferences. Otherwise, how could we explain the fact that
people take more risks when they are sleep-deprived if sleep deprivation does
not affect beliefs or incentives?2 One aspect of a decision-making agent’s
environment concerns whether or not the circumstances allow for undivided
focus on the decision task. It is becoming increasingly common that people
find themselves in situations where they are disturbed by competing tasks
demanding their attention. In the digital world of today, people are con-
stantly accessible, which leads to situations such as e-mails arriving at any
time. How multitasking (or task-switching)3 affects our decision-making is a
relevant issue in a world in which juggling many tasks has become the norm.
In this paper, we use experimental methods to study how increasing the dif-
ficulty of competing tasks affects time preferences, holding the frequency of
task-switching constant.

In particular, we look at the role of time perception when intertemporal
decisions are made while multitasking. Time perception is the subjective
experience of the passage of time and has been shown to vary greatly, both
between individuals and within individuals, over time and across contexts. To
give an example, it is well known that children perceive time differently than
adults (Droit-Volet, 2013). Also, most people have had the experience of time
“flying by” when they are busy while it sometimes feels as if 5 minutes is an
eternity when waiting for the bus. The way we perceive time has been studied
within psychology, and experimental results show that time perception is
indeed highly context-dependent (see Grondin (2010) for a review of the
literature on time perception).

If we assume that we anchor our intertemporal decisions to our own sub-
jective perception of time rather than to clock time, as is generally assumed

1See e.g. Malmendier & Nagel (2011), Nishiyama (2006) and Callen et al. (2014).
2According to Killgore (2015) and Castillo et al. (2017), sleep-deprived individuals are

more prone to take risks than individuals that have slept enough.
3Hereafter, we will use the term multitasking synonymously with task-switching. How-

ever, we will not discuss the effect of simultaneously performing more than one task on
decision-making (e.g. driving and talking on the telephone).

1



in the economics literature, differences in time preferences both between in-
dividuals and within individuals across contexts would depend on the sub-
jective perception of time. For example, imagine two individuals, A and B,
who, when assessing future payoffs, rely on their own subjective perceptions
of time. If individual A overestimates clock time while individual B underes-
timates clock time (e.g. a week feels like a month for individual A but only
feels like a few days for individual B), individual A would discount a future
prospect at a given date more than individual B would.

On the other hand, multitasking is cognitively constraining. Being cogni-
tively constrained leads to less patience and more present bias according to
a number of theories within behavioral economics. Dual-system- and dual-
process theories, as well as multiple-selves theories, all predict that patience
decreases when subjects are under cognitive load (Kahneman, 2003; Fuden-
berg & Levine, 2006).

The goal of this paper is to use experimental methods to understand
how multitasking demands affect time preferences. In particular, we want to
quantify the role of time perception and the role of decreased cognitive ca-
pacity when the cognitive demands of multitasking increase. Using a within-
subject design, we study how time preferences, time perception, and cognitive
capacity are affected when the cognitive demands of multitasking increase.
We then study the relationship between the treatment effect on time pref-
erences and the treatment effect on time perception and cognitive capacity.
Our findings confirm that time perception plays an important role when the
effect of multitasking demands on time preferences is studied. However, we
do not find evidence for the channel of cognitive capacity, despite a zero to-
tal treatment effect on time preferences. More generally, the results of the
paper illustrate the importance of time perception in explaining the context-
dependence of time preferences.

2 Theoretical motivation
To study the effect of multitasking on decision-making, either the effect of
introducing multitasking or the effect of increasing the cognitive demands of
multitasking can be studied, keeping the intensity of task-switching constant.
In this paper, we focus on the latter. We keep the frequency of task-switching
constant but vary the difficulty of the competing tasks. Hence, our approach
is also related to the literature on decision-making under cognitive load where
cognitive load is induced by increasing task difficulty.4

4A common task in the experimental literature on cognitive load is a memory task in
which subjects are asked to remember a short or long number, depending on the cognitive
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Multitasking has been shown to increase response times and decrease
performance (Jersild, 1927; Rubinstein et al., 2001; Liefooghe et al., 2008).
Furthermore, the cost of multitasking has been shown to depend on the dif-
ficulty of the primary and secondary tasks5, such that switch costs increase
with task difficulty, leading to both longer response times and higher error
rates (Jersild, 1927; Rubinstein et al., 2001; Borst et al., 2010).6 It is nat-
ural to assume that switching time increases when difficulty increases, since
the mere action of leaving one cognitive process and engaging in another
is more demanding if the processes are more complex. However, the ob-
served increase in the error-rate when multitasking demands increase is not
as straightforward to explain. One possible explanation is that, assuming
people have limited cognitive capacity at any point in time, either the fact
that the secondary task is difficult or the fact that the task switching itself is
demanding when the secondary task is difficult leads to cognitive depletion
that reduces the cognitive capacity available for solving the primary task.
This, in turn, leads to poorer performance.

The above reasoning is in line with the literature on cognitive load, which
predicts that being under cognitive load results in lower performance and
worse decision-making due to the fact that decisions are made with con-
strained cognitive capacity, as captured by the dual-system theory, dual-
process model, and multiple-selves model of decision-making. When making
an intertemporal decision, most would agree that choosing a late reward re-
quires more cognitive power than choosing an immediate reward. Hence,
patience should decrease when multitasking and/or cognitive load is intro-
duced or increased. Despite this prediction, results from previous experi-
mental studies on the relationship between cognitive constraints and time
preferences have been mixed (see Deck & Jahedi (2015) for a survey).

The novelty of this paper is that, in addition to looking at the effect
of a decrease in cognitive capacity on time preferences when multitasking
demands increase, we take into account changes in time perception due to

load. Other studies have induced cognitive load by competing tasks that appear from time
to time, similar to this study. Cognitive load is then induced by varying the task difficulty.

5The primary task is the main task being attended to. The secondary task is the
disturbance task.

6Here, the similarity and familiarity of the primary and secondary tasks also affect the
cost of multitasking. It is harder to switch from a familiar task to an unfamiliar task
than vice versa, and it is easier to switch between similar tasks than dissimilar ones. In
particular, alternating between similar tasks of varying difficulty has been shown to be
more difficult when one switches from the easy task to the difficult task than vice versa. A
possible explanation for this is that it is harder to “overwrite” the more intuitive processes
used to solve the easy task (Allport et al., 1994; Meuter & Allport, 1999; Monsell et al.,
2000; Yeung & Monsell, 2003a,b).
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increased multitasking demands. Building on previous results from exper-
imental psychology, our hypothesis is that when multitasking demands in-
crease, the ratio of subjective time to clock time decreases (i.e. the perceived
length of a given time interval decreases). Assuming that individuals an-
chor their intertemporal decisions to their subjective perception of time, a
decrease in the ratio of subjective time to clock time leads to more patience
over clock time. Since cognitive deficits due to multitasking have been pre-
dicted to result in less patience, we anticipated that the two effects shift
preferences in opposite directions, possibly canceling each other.

In this study, we aim to separate the effect of increasing multitasking
demands on time preferences into these two channels. In order to do this, we
estimate the following using a within-subject setup: (i) The effect of increas-
ing multitasking demands on time perception, (ii) the effect of increasing
multitasking demands on cognitive capacity, and (iii) the effect of increasing
multitasking demands on time preferences. Our hypothesis is that (i) and
(ii) are separable and additive, explaining (iii). Figure 1 illustrates the two
channels.

Figure 1: A flow graph illustrating the effect of multitasking on time pref-
erences.
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The attentional-gate model offers a theoretical motivation for our hy-
pothesis that increasing the cognitive demands of multitasking speeds up
subjective time. It is a well-known model of time perception within psychol-
ogy and was presented by Zakay & Block (1997). According to the model,
humans have an internal pacemaker that sends pulses to a cognitive counter
that perceives time. Between the pacemaker and the cognitive counter is an
attentional gate that opens and allows for a flow of pulses from the pace-
maker to the cognitive counter when a person attends to time. The more a
person attends to time, the more pulses pass through the attentional gate
and the longer the perceived length of a given time interval. Being busy with
a cognitively-demanding task means that attention must be directed away
from the passage of time and to the task, which closes the attentional gate
more often than otherwise, causing fewer pulses to pass through the atten-
tional gate to the cognitive counter. The result is a decrease in the ratio of
subjective time to clock time, i.e. a given time interval is perceived as shorter
due to fewer pulses passing through. Experimental studies have confirmed
this (see e.g. Polti et al., 2018). Figure 2 illustrates the main idea with the
attentional gate model.

Figure 2: A schematic illustration of the attentional-gate model. The flow
of the model is illustrated with solid arrows. External factors that affect the
model are illustrated with dashed arrows.

In addition, the speed of the pacemaker is determined by arousal. The
more aroused a subject is, the faster the pacemaker. Accordingly, a person
who is highly aroused and completely focused on the passage of time receives
the largest number of pulses to the cognitive counter and hence perceives
time as passing very slowly (i.e. a given time interval is experienced as being
long). This effect has also been confirmed experimentally, see e.g. Zakay
et al. (1983) and Gil et al. (2007).
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If time perception is related to time preferences, the most relevant mea-
sure of time perception should be the subjective perception of the same future
time intervals as the measured time preferences regard (e.g. the perceived
length of a time interval that starts today and ends in 6 weeks). However, it
is difficult, if not impossible, to measure the subjective perception of future
time intervals in a convincing manner.7 Instead, we measure prospective
time perception. Prospective time perception is the perception of an on-
going time interval, which, in our case, is in the range between 7 seconds
and 45 seconds. Empirical evidence exists that prospective time perception
over such short intervals is related to time preferences. Brocas et al. (2018)
found that subjects that have a slower subjective perception of time discount
the future to a larger extent than subjects that experience time as pass-
ing quicker. Additionally, Park & Capra (2017) discovered that when time
perception is manipulated by external tempo, time preferences are also af-
fected, the effect being in the same direction as in Brocas et al. (2018). This
suggests that prospective time perception correlates with anticipatory time
perception, which in turn affects time preferences over clock time. A more
narrative motivation of this is that it is a known human behavior to extrap-
olate the current state of matters into the future. Projection bias has been
shown to shape economic decisions when it comes to tastes and preferences
(Loewenstein et al., 2003; Conlin et al., 2007; Busse et al., 2015), why should
the perception of time be different?

3 Related literature
This paper links to the literature on multitasking and preferences and, more
generally, to the literature on cognitive load and preferences. It also relates
to the literature on time perception as well as to the small but growing
literature linking time perception to time preferences.

Regarding the experimental literature on cognitive load or multitasking
and time preferences, experimental studies have shown mixed support for the
predictions that subjects should become more impatient, more risk averse,
and generally worse decision-makers when cognitively constrained. Hinson
et al. (2003) found that subjects became more impatient under cognitive

7There are studies that have attempted to measure anticipatory time perception using a
slider task in which subjects are asked to represent the length of a future time interval with
a slide (Zauberman et al., 2009; Bradford et al., 2014). However, the goal of these studies
was to relate the logarithmic perception of time to hyperbolic discounting, meaning that
the differences in slides within subjects were the unit of measurement. While this might be
reasonable, studying individual differences in baseline anticipatory time perception does
not make sense due to the lack of a “common unit”.
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load, but Franco-Watkins et al. (2006) argued that the results in Hinson
et al. (2003) were consistent with increased noise, not increased impatience.
The same authors replicated this result in Franco-Watkins et al. (2010). Fur-
thermore, Shiv & Fedorikhin (1999) found that subjects acted more impul-
sively under cognitive load. In the risk aversion domain, Benjamin et al.
(2013) discovered that subjects became more risk averse when cognitively
constrained but failed to detect any effect of cognitive load on patience.
However, Castillo et al. (2017) found that tired (and hence cognitively con-
strained) subjects were less risk averse. Lastly, Buser & Peter (2012) looked
at cognitive performance when multitasking and found that performance in
Sudoku and word-search tasks decreased when subjects were multitasking.

The existing literature on time perception under cognitive load has stud-
ied the effect of the method used to elicit time perception on the obtained
results, analyzed differences in the link to time perception of different types
of cognitive load, and compared the effect of cognitive load on prospective
time perception to the same effect on retrospective time perception.8 To
summarize the literature, prospective time perception was found to decrease
(i.e. the length of a given time interval is experienced as shorter) when un-
der cognitive load (Block et al., 2010; Tse et al., 2004). Interestingly, the
opposite held true for retrospective time perception (Zakay & Block, 2004;
Macar et al., 1994; Predebon, 1996), which has to do with the fact that
while prospective time perception makes use of the working memory and
hence competes with the registration of time,9 retrospective time perception
makes use of the memory. A time interval with cognitive load is then seen
as longer since more memories were created during the interval compared to
an empty time interval in the past. The type of cognitive load also matters.
Block et al. (2010) performed a meta-study of the existing studies on the topic
and compared how cognitive load induced by response demands, attentional
demands, processing difficulty, familiarity, memory demands, and process-
ing changes affects time perception. Their results showed that three out of
six methods studied have a significant effect on prospective time perception
(attentional demands, processing difficulty, and response demands).

Regarding the branch of the literature that combines time preferences
and time perception, the largest focus has been on explaining hyperbolic
discounting with a non-linear perception of time. The perception of time,
like a range of other perception types, has been shown to be non-linear with
respect to clock time. This has been captured in both the Weber-Fechner
law, which states a logarithmic relationship between objective stimuli (such

8Retrospective time perception is the perception of a time interval in the past.
9See discussion on the attentional-gate model above.
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as time) and the subjective perception of it, as well as in Stevens’ power law,
which states a power relationship between stimuli and perception (Stevens,
1957). Taking into account this non-linearity when measuring time prefer-
ences could explain why time preferences are hyperbolic. Ray & Bossaerts
(2011),Wittmann & Paulus (2008), and Takahashi (2005) proposed a theoret-
ical framework in which non-linear time perception is considered when time
preferences are formed. Experimental studies focusing on the non-linearity
of perceived time relative to clock time and hyperbolic discounting have used
a slider-task based measure of anticipatory time perception and related it to
time preferences. However, our paper is more related to Brocas et al. (2018)
and Park & Capra (2017), as discussed above. In both papers, prospective
time perception was related to time preferences, across subjects in the former
paper and within subjects using external tempo to manipulate time percep-
tion in the latter paper. Although we study the link between time perception
and time preferences in a within-subject setup like Park and Capra (2017),
the focus of our paper is to examine the effects of increasing the cognitive
demands of multitasking on time preferences by analyzing how the total ef-
fect is mediated by changes in cognitive capacity and time perception. We
will now state the hypotheses of the paper.

4 Hypotheses
Based on previous results from experimental psychology and theoretical pre-
dictions of the attentional-gate model our first hypothesis is:

Hypothesis 1: The ratio of subjective time over clock time decreases when
multitasking demands increase (i.e. a given time interval is perceived as
shorter).

Our second hypothesis connects Hypothesis 1 to time preferences.

Hypothesis 2: Time perception mediates the effect of multitasking demands
on time preferences

We argue that cognitive capacity is limited and hence that cognitive
performance deteriorates when subjects are cognitively constrained. Con-
sequently, our third hypothesis is:

Hypothesis 3: Cognitive capacity measured with performance on a cognitive
reflection task deteriorates when multitasking demands increase.
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Assuming that the cognitive processes underlying Hypothesis 3 are the
same as the cognitive processes leading to a decrease in patience when under
cognitive load, our fourth hypothesis links the effect of multitasking demands
on cognitive capacity to time preferences.

Hypothesis 4: Cognitive capacity mediates the effect of multitasking de-
mands on time preferences.

Finally, we combine Hypothesis 2 and Hypothesis 4, assuming that the
effects of increasing multitasking demands on time preferences are mediated
by time perception and cognitive capacity only.

Hypothesis 5: The effect of an increase in multitasking demands on time
preferences is the sum of the effect of an increase in multitasking demands
on prospective time perception and the effect of an increase in multitasking
demands on cognitive capacity.

5 The Experiment
The experiment was conducted in Lund University, Sweden, in the spring of
2018 and in the Behavioral lab of the University of Copenhagen in the fall
of 201810. In total, 151 subjects participated in the multitasking experiment
(100 in Lund and 51 in Copenhagen). In the experiment, cognitive capacity,
time perception, and time preferences were elicited twice under two different
levels of multitasking demands.

The multitasking consisted of answering Stroop tasks (Stroop, 1935) that
were either easy or difficult. The tasks popped up with a random delay
in between them during the time preference elicitation and the cognitive
reflection tasks.11 In the time perception elicitation, there was no delay
between the Stroop tasks, but the place at which the tasks appeared on the
screen was random in order to make it harder for the subjects to count time.

In the Stroop tasks, the subjects saw the name of a color written with
colored letters. In the easy condition, the name of the color and the color
of the letters were the same, while this was not the case in the difficult
condition. The subjects’ task was to choose the color of the letters from
a list of six colors. It has been well-established that correctly answering a
difficult Stroop task requires more cognitive power than correctly answering

10A pilot was conducted in the behavioral laboratory at the University of Zürich in the
spring of 2018.

11The Stroop tasks popped up with a Poisson-distributed delay with a mean of 7 (sec-
onds).
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an easy Stroop task (Stroop, 1935; MacLeod, 1991). All Stroop tasks in
the experiment were incentivized in such a way that answering quickly and
correctly maximized the subjects’ earnings.12 Before each task, the subjects
were reminded of this. Figure 3 shows examples of a congruent Stroop task
(easy) and a dissimilar Stroop task (difficult).

(a) A congruent Stroop task (easy). (b) A dissimilar Stroop task (difficult).

Figure 3: Stroop tasks used to induce multitasking.

The experiment was pre-registered in the AEA RCT registry. We will
now describe each of the tasks of the experiment.

5.1 Time perception
Prospective time perception was measured using the method of production.
Subjects were instructed to press a start button and then, after an interval
of 7, 11, 15, 23, 34, or 45 seconds, press a stop button. All subjects pro-
duced all six time intervals, during which Stroop tasks were solved. They
were incentivized to come as close to the instructed time as they could in
their production. Payment depended on the subjects’ ranking amongst the
participants in the session in terms of producing the time intervals accurately.

5.2 Time preferences
Time preferences were measured using multiple price lists. Each list consisted
of 10 choices between an earlier option and a later option. The later option
was paid out in one, two, three, six, or nine weeks. In the sessions in Lund,
the earlier option was “today”, but in the sessions in Copenhagen, the earlier
option was “tomorrow”.13 In addition, there were alternative multiple price
lists with a later payment in one week and a later payment in six weeks
in which the upward jump between the 10 choices was smaller than in the

12The subjects were paid depending on the share of correct answers and their ranking
in the session in terms of the average answering speed to the Stroop tasks.

13The reasons for this were a limited subject pool in Lund and constraints on payment
methods in Copenhagen.
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other lists. The purpose of the alternative multiple price lists was to study the
possibility that higher multitasking demands lead to more noise. Considering
the structure of multiple price lists, it has been suggested that an increase
in noise leads to more earlier choices due to randomness, given that the true
shifting point from the earlier payment option to the later payment option
is above the middle of the list (Andersson et al., 2016).

We chose not to elicit the curvature of the utility function using double
multiple price lists or convex time budgets. Instead, we assumed that the
curvature of the utility function is not affected by multitasking demands.
Although, theoretically, it might have been optimal to have a full parameter
profile, weighing in that the experiment was already mentally demanding,
we chose not to estimate the curvature parameter and focused only on the
time preference parameters.

In Lund, the “today” payment was (together with other earnings during
the experiment, except the show-up fee) paid with SWISH, a mobile payment
technology that allows for a direct bank transfer using mobile phones.14 The
subjects received a confirmation that the transaction had gone through di-
rectly to their mobile phones. The later payments were transferred to the
subjects’ private bank accounts on the given date. In Copenhagen, all pay-
ments took place in the lab. After the experiment, the subjects received
payment for all parts of the experiment, except for the time preference elici-
tation part. To receive the randomly-drawn payment for the time preference
part, the subjects were instructed to come back to the lab the next day (in
the case of an early payment) or on (or after) the indicated date (in the case
of a later payment). The different versions of the multiple price lists used in
both Lund and Copenhagen are presented in Tables 1 and 2.

5.3 Cognitive capacity
We used cognitive reflection questions from Frederick (2005), Toplak et al.
(2014), and Thomson & Oppenheimer (2016) to measure cognitive capac-
ity. A total of eight cognitive reflection questions were randomized into
the two multitasking conditions (the questions are listed in the Online Ap-
pendix). The subjects were incentivized to answer the questions correctly
and as quickly as they could. Their payment depended on the number of
correctly-answered questions and their average speed in comparison to the
other participants when answering the questions.

14The show-up fee was paid through a bank transfer two weeks after the session in order
to counteract incentives to always choose the “today” payment only to avoid multiple
payments.
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Table 1: Weekly discount rates for all multiple price lists (in Swedish kro-
nas). A=payment today. B=later payment in 1, 2, 3, 6 or 9 weeks.

Version 1, discount rates % Version 1, alternative, discount rates %
A B 1w 2w 3w 6w 9w A B 1w 2w 3w 6w 9w

100 90 -10,00 -5,13 -3,45 -1,74 -1,16 100 95 -5,00 -2,53 -1,70 -0,85 -0,57
100 100 0,00 0,00 0,00 0,00 0,00 100 100 0,00 0,00 0,00 0,00 0,00
100 110 10,00 4,88 3,23 1,60 1,06 100 105 5,00 2,47 1,64 0,82 0,54
100 120 20,00 9,54 6,27 3,09 2,05 100 110 10,00 4,88 3,23 1,60 1,06
100 130 30,00 14,02 9,14 4,47 2,96 100 115 15,00 7,24 4,77 2,36 1,57
100 140 40,00 18,32 11,87 5,77 3,81 100 120 20,00 9,54 6,27 3,09 2,05
100 150 50,00 22,47 14,47 6,99 4,61 100 125 25,00 11,80 7,72 3,79 2,51
100 160 60,00 26,49 16,96 8,15 5,36 100 130 30,00 14,02 9,14 4,47 2,96
100 170 70,00 30,38 19,35 9,25 6,07 100 135 35,00 16,19 10,52 5,13 3,39
100 180 80,00 34,16 21,64 10,29 6,75 100 140 40,00 18,32 11,87 5,77 3,81

Version 2, discount rates % Version 2, alternative, discount rates %
A B 1w 2w 3w 6w 9w A B 1w 2w 3w 6w 9w

110 100 -9,09 -4,65 -3,13 -1,58 -1,05 110 105 -4,55 -2,30 -1,54 -0,77 -0,52
110 110 0,00 0,00 0,00 0,00 0,00 110 110 0,00 0,00 0,00 0,00 0,00
110 120 9,09 4,45 2,94 1,46 0,97 110 115 4,55 2,25 1,49 0,74 0,50
110 130 18,18 8,71 5,73 2,82 1,87 110 120 9,09 4,45 2,94 1,46 0,97
110 140 27,27 12,82 8,37 4,10 2,72 110 125 13,64 6,60 4,35 2,15 1,43
110 150 36,36 16,77 10,89 5,31 3,51 110 130 18,18 8,71 5,73 2,82 1,87
110 160 45,45 20,60 13,30 6,44 4,25 110 135 22,73 10,78 7,06 3,47 2,30
110 170 54,55 24,32 15,62 7,52 4,96 110 140 27,27 12,82 8,37 4,10 2,72
110 180 63,64 27,92 17,84 8,55 5,62 110 145 31,82 14,81 9,65 4,71 3,12
110 190 72,73 31,43 19,98 9,54 6,26 110 150 36,36 16,77 10,89 5,31 3,51
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Table 2: Weekly discount rates for all multiple price lists (in Danish kronas).
A=payment tomorrow. B=later payment in 1, 2, 3, 6 or 9 weeks.

Version 1, discount rates % Version 1, alternative, discount rates %
A B 1w 2w 3w 6w 9w A B 1w 2w 3w 6w 9w

70 65 -8,33 -4,26 -2,86 -1,44 -0,96 70 67 -5,00 -2,53 -1,70 -0,85 -0,57
70 70 0,00 0,00 0,00 0,00 0,00 70 70 0,00 0,00 0,00 0,00 0,00
70 75 8,33 4,08 2,70 1,34 0,89 70 73 5,00 2,47 1,64 0,82 0,54
70 80 16,67 8,01 5,27 2,60 1,73 70 76 10,00 4,88 3,23 1,60 1,06
70 85 25,00 11,80 7,72 3,79 2,51 70 79 15,00 7,24 4,77 2,36 1,57
70 90 33,33 15,47 10,06 4,91 3,25 70 82 20,00 9,54 6,27 3,09 2,05
70 95 41,67 19,02 12,31 5,98 3,95 70 85 25,00 11,80 7,72 3,79 2,51
70 100 50,00 22,47 14,47 6,99 4,61 70 88 30,00 14,02 9,14 4,47 2,96
70 105 58,33 25,83 16,55 7,96 5,24 70 91 35,00 16,19 10,52 5,13 3,39
70 110 66,67 29,10 18,56 8,89 5,84 70 94 40,00 18,32 11,87 5,77 3,81

Version 2, discount rates % Version 2, alternative, discount rates %
A B 1w 2w 3w 6w 9w A B 1w 2w 3w 6w 9w

80 75 -7,29 -3,71 -2,49 -1,25 -0,84 80 77 -4,38 -2,21 -1,48 -0,74 -0,50
80 80 0,00 0,00 0,00 0,00 0,00 80 80 0,00 0,00 0,00 0,00 0,00
80 85 7,29 3,58 2,37 1,18 0,79 80 83 4,38 2,16 1,44 0,72 0,48
80 90 14,58 7,04 4,64 2,29 1,52 80 86 8,75 4,28 2,84 1,41 0,94
80 95 21,88 10,40 6,82 3,35 2,22 80 89 13,13 6,36 4,20 2,08 1,38
80 100 29,17 13,65 8,91 4,36 2,88 80 92 17,50 8,40 5,52 2,72 1,81
80 105 36,46 16,82 10,92 5,32 3,51 80 95 21,88 10,40 6,82 3,35 2,22
80 110 43,75 19,90 12,86 6,24 4,11 80 98 26,25 12,36 8,08 3,96 2,62
80 115 51,04 22,90 14,74 7,11 4,69 80 101 30,63 14,29 9,31 4,55 3,01
80 120 58,33 25,83 16,55 7,96 5,24 80 104 35,00 16,19 10,52 5,13 3,39

Notes: According to the SEK-DKK exchange rate in October 2018 (1 DKK = 1.4 SEK), 70 DKK corre-
sponds to 98 SEK, 80 DKK corresponds to 112 SEK.
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5.4 Randomization
The order of the tasks was fixed within each session such that the same
order was repeated twice, but the order in which a subject performed the
easy/difficult multitasking was randomized.15 For example, in one session,
the order of tasks was as follows:

Time preferences - cognitive reflection tasks - time perception - time pref-
erences - cognitive reflection tasks - time perception.

Since the order of the tasks was repeated twice, six possible order combi-
nations were possible. The number of subjects that encountered each com-
bination was similar for all six combinations. After the random assignment
of the order of the easy/difficult multitasking, a subject might have had the
following ordering:

Time preferences (difficult multitasking) - cognitive capacity (easy multitask-
ing) - time perception (easy multitasking) - time preferences (easy multitask-
ing) - cognitive capacity (difficult multitasking) - time perception (difficult
multitasking).

We will now proceed to presenting the results of the experiment.

6 Results
Here, we will present the results of the experiment. First, we will report
the estimations of our measures of time perception and time preferences.
Then, we will test the five hypotheses of the paper. All regression results
will be presented graphically. Complete regression tables corresponding to
the figures in this section can be found in the Online Appendix.

6.1 Measuring time perception
Human time perception has been shown to be highly nonlinear. Following
previous studies that related time perception to time preferences (Park &

15The reason why the order of the tasks was fixed within the session was to ensure
that the data would be balanced with respect to the number of observations with each
task first/second/last. Our hypothesis was that there might be a learning effect and/or
increasing cognitive fatigue as the experiment proceeded. Hence, we prioritized having the
number of observations in which each task was first/second/third balanced over random-
izing the order of the tasks.
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Capra (2017); Brocas et al. (2018)), we fit our results from the time per-
ception elicitation to Stevens’ law of time perception, which states that the
time produced in each of the six production tasks in the time perception
elicitation part of the experiment is a power function of instructed time:
pi(t) = ait

bi . The parameter a captures the expansion of produced time
relative to instructed time, while the parameter b captures nonlinearities in
the relationship between produced time and instructed time. Accordingly,
a subject with a = b = 1 perceives time correctly and has no biases in her
produced time. Figure 4 illustrates how produced time depends on a and b.
The solid lines in Figures (a) to (d) correspond to a = b = 1, i.e. no biases in
time perception, and the dashed lines correspond to produced time, given the
parameter values stated under the figure. For example, an individual who
perceives time as illustrated in Figure (a) overproduces short time intervals
but underproduces long time intervals, indicating that short time intervals
are experienced as being shorter than what they are in terms of clock time
while long time intervals are experienced as being longer than what they are
in terms of clock time.

Fitting the data to Stevens’ law gives us estimates of a and b. Two sub-
jects had very high values of â and b̂ (â = 118.9 and b̂ = 4.1) and were
removed from the data.16 In addition, observations from five subjects were
removed due to missing data. The remaining pool of subjects used in the fol-
lowing analysis consists of 144 subjects. Figure 5 illustrates the distribution
of the parameters for the subjects that remained after elimination of extreme
and missing data. Most subjects (165 out of 288 observations) had â > 1 and
b̂ < 1. This is in line with previous results from the literature that people
tend to overproduce time, especially short time intervals (Block & Gruber,
2014). Figure (e) of Figure 4 illustrates an example of a case when â > 1
and b̂ < 1.

In addition to the estimated parameters â and b̂, we use the average of
the ratio of produced time to instructed time across all six time intervals (of
length 7, 11, 15, 23, 34 and 43 seconds) that the subjects produced as a non-
parametric measure of time preferences (TR average). Note that the ratio
of produced time to instructed time corresponds to the inverse of the ratio
of subjective time to clock time since the time produced is the clock time
that corresponds to the experienced (instructed) time. Figure 6 illustrates

16Given the nature of time measurements, there was considerable variation in our time
measuring variables. Therefore, in the Online Appendix, we performed a robustness anal-
ysis of our results in which we excluded observations that classified as extreme outliers
in terms of the time measuring variables (extreme outliers were defined as observations
larger than Q3+3IQR or smaller than Q1-3IQR, where Q1 and Q3 are the first and the
third quartile, respectively, and the interquartile range, IQR=Q3-Q1).
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(a) a = 1, b = 0.8 (b) a = 1, b = 1.5

(c) a = 0.8, b = 1 (d) a = 1.2, b = 1

(e) a = 1.2, b = 0.8

Figure 4: Examples of produced time in relation instructed time for different
parameters a and b.

the distribution of the variable TR average. From the figure, we see that in
general, TR average is larger than one which means that subjects tend to
overproduce time.

6.2 Measuring time preferences
We fit our data from the time preferences elicitation tasks to a β−δ model of
time preferences (Laibson, 1997). Hence, we estimate the following equation
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Figure 5: The distribution of â and b̂ parameters of Stevens’ law for time
perception.

Figure 6: The distribution of the average of the ratio of produced time to
instructed time across the 6 time intervals produced in the experiment.

using non-linear least squares:

Di,j = βiδ
tj

i (1)

where Di,j is the discount factor of subject i over time interval j and tj is
the length of time interval j. In addition, we use the principal component
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factorization of the number of late answers in all the multiple price lists
(Factor late) as a non-parametric measure of time preferences. Figures 7 and
8 illustrate the distribution of the estimated parameters β and δ, and Figure
9 illustrates the distribution of Factor late.

Figure 7: The distribution of β̂

Figure 8: The distribution of δ̂
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Figure 9: The distribution of Factor late

6.3 Hypothesis 1: Time perception when multitasking
demands increase

Figure 10 presents coefficient estimates of a regression with our measures of
time perception, both parametric (the coefficients â and b̂ of Stevens’ power
law) and non-parametric (TR average) as dependent variables and a dummy
for the difficult multitasking condition as an independent variable. In the
regressions with â as the dependent variable we include b̂ as a control variable,
and vice versa in the regression with b̂ as the dependent variable. We observe
that subjects produce longer time intervals when multitasking demands are
higher, hence Subjective time

Clock time
decreases and Hypothesis 1 is confirmed.
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Figure 10: The effect of multitasking demands on time perception.
Notes: Estimated coefficients from OLS regressions, including subject fixed effects with
95% confidence intervals.
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6.4 Hypothesis 2: Time perception mediates the effect
of multitasking on time preferences

We use mediation analysis to explore whether and how time perception me-
diates the effect of multitasking demands on time preferences. In order to
explore the mediation, we study (i) the joint hypothesis that the effect of in-
creased multitasking demands on time perception is zero and that the effect
of time perception on time preferences is zero. Hence, we test whether the
coefficients bMD and bT P of regressions (2) and (3) are zero. Note that MD
stands for multitasking demands.

TimePerception = b0 + bMDMD + SubjectFE + ε (2)

TimePreferences = b0 + bT PTimePerception+ SubjectFE + ε, (3)
(ii) The average causal mediation effect, i.e. the difference between the coef-
ficient β1 and the coefficient α1 in the two following regressions. Again, MD
stands for multitasking demands:

TimePreferences = β0 + β1MD + SubjectFE + ε (4)

TimePreferences =α0 + α1MD + α2TimePerception

+ SubjectFE + ε.
(5)

If time perception mediates the effect of an increase in multitasking demands
on time preferences, the difference β1 − α1 should be different from zero.

The usual first step in mediation analysis is to investigate the total effect
of the treatment variable (multitasking demands, in our case) on the outcome
variable (time preferences). However, since we hypothesized that the total
effect of increased multitasking demands on time preferences is small due
to the counterbalancing effects of time perception and cognitive capacity,
we skipped this first step here. Even in the case in which there is a zero
total effect of treatment on outcome, mediation analysis makes sense if the
mediating variable is believed to have an effect that goes in the opposite
direction of the direct effect, possibly resulting in a zero total effect (Shrout
& Bolger, 2002).

Testing (i), we regress time perception on multitasking demands, con-
trolling for subject fixed effects. Then, we regress time preferences on time
perception, again controlling for subject fixed effects. We do this for all com-
binations of our measures of time perception and time preferences. Using a
Wald test, we then test the joint hypothesis that the coefficients for multi-
tasking demands in the first regression and for time perception in the latter
regression are zero. The results of this exercise are presented in Table 3. As
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Table 3: A Wald test of the joint null hypotheses that bMD = 0 and
bT P = 0 of the regressions TimePerception = b0 + bMDMD + controls and
TimePreferences = b0 + bT PTimePerception+ controls.

Measure of
time preferences -

Measure of
time perception (controls) bMD bT P

p-value of joint
zero-hypotheses

Factor late - TRaverage 0.1*** 0.3** <0.001
ˆ̂
β - TRaverage (δ̂) 0.1*** 0.04*** <0.001
δ̂ - TRaverage (β̂) 0.1*** 0.0006 <0.001
Factor late - â(b̂) 0.44** 0.04* <0.001
β̂ - â(b̂, δ̂) 0.44** 0.002 0.0162
δ̂ - â(b̂, β̂) 0.44** -0.00003 0.0469
Factor late - b̂ (â) 0.03* 0.33 0.0086
β̂ - b̂ (â, δ̂) 0.03* -0.005 0.1379
δ̂ - b̂ (â, β̂) 0.03* -0.00002 0.1401

*p<0.1, **p<0.05, ***p<0.01
Notes: All regressions include subjects fixed effects.

the table shows, for all but two specifications, the joint hypothesis that both
bMD and bT P are zero is rejected at the 0.05 level.

Testing (ii), we estimate equations (4) and (5) and test whether β1−α1 =
0. While the results in Table 3 suggest that time perception mediates the
effect of multitasking demands on time preferences, in (ii), we quantify the
mediation effect. In Table 4 we test β1 − α1 = 0 for all combinations of
time preference measures and time perception measures. From the table, it
can be seen that the difference between β1 and α1 is significantly different
from zero at the 0.05 level when time preferences are measured with β̂ and
time perception is measured with TR average. When Factor late is used as a
measure of time preferences, time perception mediates multitasking demands
for both TR average and â and b̂, although the mediation effect is only
significant at the 0.1 level. We follow the advice of Shrout & Bolger (2002)
and use a bootstrapped test to circumvent problems with asymmetric or
non-normal data.

To summarize, the results of the mediation analysis suggest that time
perception mediates the effect of multitasking demands on time preferences.
Hence, Hypothesis 2 is confirmed.
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Table 4: A test of the hypothesis that β1 − α1 = 0 using bootstrapped
standard errors.

Dependent var. - Independent var. (controls) β1 − α1 Bootstrapped SE p-value

Factor late - TRaverage 0.033∗ 0.018 0.074
β̂ - TRaverage (δ̂) 0.004∗∗ 0.002 0.017
δ̂ - TRaverage (β̂) 0.00006 0.00007 0.42
Factor late - â + b̂ 0.017∗ 0.01 0.092
β̂ - â + b̂ (δ̂) 0.0006 0.001 0.587
δ̂ - â + b̂ (β̂) -0.00001 0.00004 0.791

*p<0.1, **p<0.05, ***p<0.01
Notes: All regressions include subjects fixed effects.

6.5 Hypothesis 3: Cognitive capacity when multitask-
ing demands increase

We now look at the effect of multitasking demands on cognitive capacity. In
Figure 8, estimated coefficients of a regression with cognitive capacity as a
dependent variable and a dummy for multitasking demands as an indepen-
dent variable are presented. Recall that our measure of cognitive capacity is
the number of correct answers out of four cognitive reflection tasks in each
of the two multitasking conditions.

First, we regress performance on the cognitive reflection tasks on a dummy
for the difficult multitasking condition without a control for response time17
(the diamond marker). Then, we redo the same regression with a control
for response time and response time squared (the square marker). We find
that performance on the cognitive reflection tasks is not affected on average
by the increase in multitasking demands, even when controlling for response
time.

Despite the stable result that the relationship between multitasking de-
mands and cognitive capacity is not dependent on answering time, it is inter-
esting to study how the response time differs between the two multitasking
conditions. This gives us an indication about the mental mechanisms that
the subjects used when answering the cognitive reflection questions. In re-
gressions not presented in the paper, we regress answering time on the cog-
nitive reflection tasks on multitasking demands, controlling for subject fixed
effect. We find an increase (although not statistically significant) in response
time when multitasking demands increased (about 0.15 standard deviation

17The response time is the time it takes for a subject to answer the cognitive reflection
questions, excluding the time used to answer the pop-up Stroop tasks.
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increase in response time when multitasking demand went from easy to dif-
ficult (p-value = 0.187)). We also observe that performance on the cognitive
reflection tasks is positively related to answering time (one standard deviation
increase in answering time comes with a 0.19 standard deviation increase in
performance on the cognitive reflection questions (p-value = 0.004)). How-
ever, as the results in Figure 11 show, the total effect of multitasking on
cognitive capacity does not seem to be driven by this channel.

Taken together, the results suggest that cognitive capacity measured by
performance on the cognitive reflection tasks did not, on average, decrease
when multitasking demands increased. Hence, Hypothesis 3 is not supported
by the data.

Figure 11: The effect of multitasking demands on cognitive capacity.
Notes: Estimated coefficients from OLS regressions, including subject fixed effects with
95% confidence intervals.
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6.6 Hypothesis 4: Cognitive capacity mediates the ef-
fect of multitasking demands on time preferences.

We use mediation analysis to explore whether cognitive capacity mediates
the effect of multitasking demands on time preferences. First, we look at
the joint hypothesis that the effect of increased multitasking demands on
cognitive capacity is zero and that the effect of cognitive capacity on time
preferences is zero. That is, given the following two regressions,

CRscore = b0 + bMDMD + SubjectFE + ε (6)
TimePreferences = b0 + bCRscoreCRscore + SubjectFE + ε, (7)

where MD stands for multitasking demands, we test bMD = 0 and bCRscore =
0 jointly. The coefficient estimates for bMD and bCRscore and the p-values of a
Wald test of the joint hypothesis that bMD = 0 and bCRscore = 0 are presented
in Table 5.

Then, we estimate the average causal mediation effect by calculating the
difference between β1 and α1 in the two following regressions:

TimePreferences = β0 + β1MD + SubjectFE + ε (8)
TimePreferences = α0 + α1MD + α2CRscore + SubjectFE + ε, (9)

where again, MD stands for multitasking demands. As when Hypothesis 2
was tested, we use bootstrapped test to test whether β1−α1 is different from
zero. The difference between the estimated coefficient values β1 and α1 and
the p-values of the null hypothesis that β1−α1 = 0 are presented in Table 6.

Table 5: A Wald test of the joint null hypotheses that bMD = 0 and
bCRscore = 0 of the regressions CRscore = b0 + bMDMD + controls and
TimePreferences = b0 + bT PCRscore+ controls.

Dependent var. - Independent var. (controls) bMD bCRscore
p-value of joint
zero-hypotheses

Factor late - CR score (RT, RT2) 0.063 -0.0007 0.86
β̂ - CR score (δ̂, RT, RT2) 0.063 -0.005 0.39
δ̂ - CR score (β̂, RT, RT2) 0.063 -0.0002 0.32

*p<0.1, **p<0.05, ***p<0.01
Notes: All regressions include subjects fixed effects.

Taken together, the results presented in Tables 5 and 6 show that cog-
nitive capacity does not mediate the effect of multitasking demands on time
preferences. Thus, we cannot confirm Hypothesis 4.
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Table 6: A test of the hypothesis β1 − α1 = 0 using bootstrapped standard
errors.

Dependent var. - Independent var. (controls) β1 − α1 Bootstrapped SE p-value

Factor late - CR score (RT, RT2) 0.0064 0.013 0.62
β̂ - CR score (δ̂, RT, RT2) 0.00069 0.0017 0.68
δ̂ - CR score (β̂, RT, RT2) 0.000068 0.000066 0.28

*p<0.1, **p<0.05, ***p<0.01

6.7 Hypothesis 5: Time perception and cognitive ca-
pacity mediate the total effect of multitasking de-
mands on time preferences

Now, we test whether combining the mediating effects of time perception
and cognitive capacity on time preferences can explain the total effect of
multitasking demands on time preferences. We begin by studying the to-
tal effect of multitasking demands on time preferences. Then, we combine
cognitive capacity and time perception by studying the extent to which the
estimated treatment effect of increasing multitasking demands for cognitive
capacity and time perception, respectively, explains the treatment effect for
time preferences.

Figure 12 illustrates how our three measures of time preferences relate to
multitasking demands. In the figure, we present coefficient estimates from
regressions with the three time preferences measures as dependent variables
and a dummy for the difficult multitasking condition as an independent vari-
able. In the regression with δ̂ as the dependent variable, we include β̂ as a
control variable, and vice versa for the regression with β̂ as the dependent
variable. From the figure, it can be seen that we find no relationship between
the three measures of time preferences and multitasking demands.

Adding the channel of time perception and the channel of cognitive ca-
pacity together in order to explain the total effect of multitasking demands
on time preferences, we estimate:

∆TimePref =β0 + β1∆CR + β2∆TimePerception
+ β3∆CRRT + β4∆CR2

RT + ε
(10)

where ∆ indicates the difference between the difficult and the easy multi-
tasking conditions, CR is performance on the cognitive reflection tasks and
CRRT is response time when solving the cognitive reflection tasks (excluding
the pop-up Stroop tasks).
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Figure 12: The effect of multitasking demands on time preferences.
Notes: Estimated coefficients from OLS regressions including subject fixed effects with
95% confidence intervals.

Figure 13 illustrates the relationship between shifts in time perception
and cognitive capacity generated by an increase in multitasking demands and
shifts in time preferences generated by an increase in multitasking demands.
In all regressions, we control for response time on the cognitive reflection
tasks. In addition, we control for ∆β̂ in the regression with ∆δ̂ as dependent
variable, and vice versa. We see that shifts in time perception correlate with
shifts in time preferences, especially for β̂ and the non-parametric measure
Factor late. Regarding cognitive capacity when multitasking demands in-
crease, we find no evidence that shifts in cognitive capacity due to an increase
in multitasking demands relate to corresponding shifts in time preferences,
as suggested by the results of the mediation analysis.

It is possible that answering time on the time preferences elicitation mat-
ters for our results. For example, it could be the case that answering time
increases when the cognitive demands of multitasking increase, compensat-
ing for the cognitive constraints multitasking generates. To examine this
possibility, in the Online Appendix, we present the same regressions that are
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presented here, together with regressions where we control for answering time
on the multiple price lists. The results show that controlling for answering
time does not alter the results presented in Figures 12 and 13.

Taken together, the results of this section suggest that Hypothesis 5 is
partly confirmed. Time perception shifts time preferences such that patience
increases when multitasking demands increase. However, we do not observe
a relationship between shifts in cognitive capacity and shifts in time prefer-
ences.

Figure 13: Shifts in time preferences regressed on shifts in time perception
and shifts in cognitive capacity when multitasking demands increase. In the
figure to the left, coefficient estimates from a regression where time perception
is captured with the estimated parameters â and b̂ are presented. In the figure
to the right, coefficient estimates from a regression where time perception is
captured with TR average are presented.
Notes: Estimated coefficients from OLS regressions, including session fixed effects with
95% confidence intervals.
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7 Discussion
Taken together, the results of this paper show that increasing the cognitive
demands of multitasking leads to a faster subjective perception of time (i.e.
a given time interval is experienced as shorter) but has no effect on cognitive
capacity. Despite the positive effect of shifts in time perception on patience
when multitasking demands increase, we do not find any overall effect of
increasing the cognitive demands of multitasking on patience.

One potential concern is the large variation in the variables that measure
time. In the Online Appendix we exclude extreme outliers18 in terms of time
measures (∆â, ∆b̂, ∆TR average and ∆ CRRT ) from the main regressions.
This exercise shows that the results of the paper were not affected by this
exclusion.

Our experimental setup allows us to use the measures for cognitive ca-
pacity, time preferences, and time perception in the easy multitasking con-
dition as an individual measure of cognitive ability, time preferences, and
time perception. Therefore, we can compare our results from the within-
subjects study to differences between subjects in time perception, cognitive
ability, and time preferences. Note that not taking the curvature of the util-
ity function into account in the between-subject setup is problematic, given
the established result that utility function curvature has non-negligible ef-
fects on measured time preferences (see e.g. Andersen et al., 2008; Andreoni
& Sprenger, 2012). However, as a partial remedy, we include a survey-based
measure of risk preferences as a control variable in the between-subjects re-
gressions.

In Figure 14 we present results from between-subjects regressions in the
easy multitasking condition in which time preferences are regressed on time
perception and cognitive ability. Looking at the relationship between time
preferences on the one hand and time perception and cognitive ability on the
other hand, it can be seen that both time perception and cognitive ability
predict time preferences such that a faster subjective time and higher cog-
nitive ability come with more patience. In contrast to the results from the
within-subject study, the effect between multitasking demands and cognitive
ability is here large and statistically significant.

We also examine whether a survey measure of time preferences is related
to our incentivized measures of time preferences. This serves as a validation
check for our experimentally-elicited measures of time preferences. In a ques-
tionnaire after the experiment, the subjects answered the following question:

18Extreme outliers are defined as observations that lie outside the interval [Q1-3IQR,
Q3+3IQR], where Q1 and Q3 are the first and third quartiles, respectively, and IQR=Q3-
Q1.
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“How willing are you to give up something that is beneficial for you today in
order to benefit more from that in the future? Indicate your answer on a scale
from 0 to 10 where 0 means that you are ‘completely unwilling to do so’ and
10 means you ‘are very willing to do so’”.19 This question has been shown to
relate to both educational choices and savings around the world (Falk et al.,
2018). Table 7 reports the pairwise correlation coefficients between all four
time preference measures. We note that both the non-parametric measure
and the survey measure of time preferences correlate more with β̂ than with
δ̂.

In Figure 15 we present results from the same regressions as presented
in Figure 14 but with the survey measure of time preferences as the depen-
dent variable. The results go in the same direction as the results for the
experiment-based measures of time preferences.

Figure 14: Time preferences, time perception and cognitive ability in a
between-subjects setting.
Notes: Estimated coefficients from OLS regressions, including session fixed effects with
95% confidence intervals.

19The question is borrowed from Falk et al. (2018).
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Figure 15: Survey based time preferences, time perception and cognitive
ability in a between-subjects setting. Dependent variable: Self-reported time
preferences.
Notes: Estimated coefficients from OLS regressions including session fixed effects with
95% confidence intervals.

Comparing the results from the within-subject study to the results from
the between-subjects study, there are two things worth noticing. First, it can
be seen that in the within-subject study, the effect of increasing multitasking
demands on time preferences is driven by a shift in β̂ caused by shifts in time
perception. However, in the between-subjects setup, it can be seen that the
relationship between time perception and time preferences is driven by δ̂ to
a greater extent than β̂ . This suggests that there might be a different mech-
anism underlying shifts in time preferences due to time perception within
individuals but across contexts than when comparing individuals.

Secondly, it can be seen that cognitive ability is strongly correlated to
time preferences in the between-subject setup, though uncorrelated to time
preferences in the within-subject setup. One potential explanation for this is
that differences in cognitive capacity within individuals when multitasking
demands increase are fundamentally different from differences in cognitive
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Table 7: Correlation coefficients of the time preference variables.

TimePref, survey δ̂ β̂ Factor late
TimePref, survey 1.0000
δ̂ 0.2374 1.0000
β̂ 0.3354 0.0373 1.0000
Factor late 0.3709 0.3862 0.8152 1.0000

ability between individuals, such that the latter rather than the former re-
lates to time preferences. Another possible explanation is that the measure-
ment of cognitive capacity in the within-subject setting is noisier than in the
between-subject setting, possibly due to the importance of response time on
the cognitive reflection tasks for performance on the tasks.

Additionally, it is possible that noise is a confounding factor for our re-
sults, as noise can be expected to increase when the cognitive demands of
multitasking increase. In the Online Appendix, we present results that show
a decrease in consistency in the time preference elicitation when multitask-
ing demands increase. We also detect a significant increase in noise in the
location of the switching point in the multiple price list when going from the
easy multitasking condition to the difficult multitasking condition. Based
on the difference between the alternative and the standard multiple price
lists, we construct a measure of noise that we added as a control variable
to the regressions presented in Figures 12 and 13. Controlling for noise in
the regression presented in Figure 12 leads to a significant increase in the
coefficients for multitasking demands (in the regression with factor late as
dependent variable, the coefficient is now positive and statistically signifi-
cant) while noise relates negatively to patience. Reassuringly, controlling for
noise in the regressions presented in Figure 13 shows that the observed re-
lationship between time perception and time preferences when multitasking
demands increase is not driven by noise. Hence, the results suggest that noise
is the reason why we observed a zero total effect of increased multitasking
demands on time preferences in Figure 12 while, at the same time, we found
a strong relationship between time perception and time preferences when
multitasking demands increase in Figure 13.

We perform a similar analysis for the between-subjects study in which we
investigate whether there is a relationship between noisiness and cognitive
ability. We do not find a relationship between inconsistency and cognitive
ability, but we do find that consistent subjects with low cognitive ability are
more prone to choose the sub-optimal "less later" option in the first line of the
multiple price lists. Lastly, we find that noise in the location of the switching
point is not correlated with cognitive ability, nor do the results presented in

32



Figure 14 change when we add our measure of noise and answering time as
control variables.

A potential concern with the results is that the channel of time percep-
tion and the channel of cognitive capacity, when explaining time preferences
under multitasking demands, might be dependent. For example, if there is a
causal relationship between time perception and cognitive capacity, the for-
mer might drive changes in time preferences while correlation between the
latter and time preferences only reflects the causal relationship between time
perception and cognitive capacity. In the Online Appendix, we show results
from an additional experiment where arousal, induced by external tempo
(a metronome) in headphones, was used to manipulate time perception and
cognitive capacity. We show that while the effect of arousal on cognitive
capacity is similar to the multitasking treatment, the results indicate that
time perception is shifted in the opposite direction. This suggests that given
a shift in cognitive capacity, depending on the type of treatment, time per-
ception can be shifted either up or down. This demonstrates that the two
cannot be linearly dependent and hence strengthens (although not proves)
the argument that time perception and cognitive capacity are independent.

A second potential concern is that time perception was measured over
very short intervals (seconds), while time preferences were measured over
weeks and months. As noted earlier, previous experimental papers on the
relationship between time perception and time preferences used similar mea-
sures and found a relationship (Brocas et al., 2018; Park & Capra, 2017).20
Moreover, assuming that time perception is subject to projection bias, it is
not surprising that the experience of the current passage of time relates to
how people perceive the future. Still, when relating time perception to time
preferences, it is the perception of future time intervals that is theoretically
most relevant. Since measuring the perception of future time intervals is dif-
ficult, we measure future time perspective under both high and low arousal in
the Online Appendix and relate shifts in future time perspective to shifts in
prospective time perception and time preferences.21 Our hypothesis is that
future time perspective mediates the observed relationship between prospec-

20In their paper, Brocas et al. (2018) matched time perception to time preferences by
ranking subjects on both measures before extrapolating time perception measures upwards
in time and time preference measures downwards in time so that they matched. Then,
the correlation between measured time perception and time preferences was calculated.

21Future time perspective is individuals’ perception of their remaining time in life
(Carstensen et al., 1999), traditionally measured with a questionnaire. However, De-
meyer & De Raedt (2014) validated the use of a scrambled sentence task for the measure
of future time perspective, which was the method we used. For more information, see the
Online Appendix.
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tive time perception and time preferences. Our results go in the expected
direction, and we show that future time perspective is related to prospective
time perception. However, the relationship between future time perspective
and time preferences is weaker, and the estimated mediation effect is not sta-
tistically significant. A detailed description of the procedure of the arousal
experiment and its results can be found in the Online Appendix.

8 Conclusion
In this paper, we examine the effect of multitasking demands on time pref-
erences by studying the role of time perception and cognitive capacity as
mediators of the effect. Our results show that measured patience is not af-
fected when multitasking demands increase. However, we observe a relatively
strong relationship between shifts in time perception and shifts in time pref-
erences when multitasking demands increase but a zero effect when shifts in
cognitive capacity are related to shifts in time preferences. Studying the role
of noise in the elicitation of time preference for our results, we find that noise
works in the opposite direction to the patience-increasing effect of shifts in
time perception. When noise is controlled for, we find a positive relationship
between increased multitasking demands and patience, driven by shifts in
time perception.

In addition, the experimental setup allows us also to study how cognitive
ability and time perception relate to time preferences in a between-subject
setup. The results show that in contrast to the within-subject setup, we find
a positive relationship between cognitive ability and time preferences as well
as a positive relationship between time perception and time preferernces.

The results are in line with previous experimental results in Brocas et al.
(2018) and Park & Capra (2017) that time perception plays an important role
for time preferences, both when it comes to variations in individual prefer-
ences across different contexts and when it comes to differences in preferences
across individuals.

Our results add to previous research on decision-making under cogni-
tive load or while multitasking and on the link between cognitive ability
and decision-making. We observe increases in response time when the cog-
nitive demands of multitasking increase, indicating that people take more
time to think in order to compensate for the decrease in cognitive capacity
induced by multitasking demands. This suggests that it is not necessarily
so that decisions become more intuitive or of lower quality when cognitive
load increases. However, in our between-subjects results (where, arguably,
response time does not matter as much), we discover a significant relation-
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ship between cognitive ability and time preferences indicating more intuitive,
impatient choices of subjects with lower cognitive ability.

The results suggest that differences in both time perception and cogni-
tive ability across population groups can explain differences in intertemporal
decisions across these groups. For example, age has been shown to relate
strongly to both time perception and cognitive ability such that, as we grow
older, time is experienced as passing faster and cognitive ability decreases
(Murman, 2015). This suggests that while the speeding up of subjective
time predicts that patience increases with age, the decline in cognitive abil-
ity predicts that patience decreases. Experimental results on time preferences
over the lifespan have either found that patience increases uniformly with age
(Green et al., 1994; Harrison et al., 2002; Falk et al., 2018) or that there is an
inverse u shaped relationship between age and patience (Sozou & Seymour,
2003; Read & Read, 2004; Falk et al., 2018)22. The latter type of relation-
ship could be explained by accounting for both a decline in cognitive ability
over the lifespan, resulting in less patience, and an increase in the experi-
enced speed of time over the lifespan, resulting in more patience. At a young
age, the decline in cognitive ability is slow, and the relationship between age
and time preferences is mostly explained by the speeding up of time. For
older individuals, the effect of decreasing cognitive ability gradually becomes
more important, which leads to a flatter and eventually downward-sloping
relationship between age and time preferences.

We show that context-dependent shifts in time perception relate to shifts
in time preferences. Although we only study the role of multitasking demands
in this paper, the context dependence of time perception is a well-established
result. Previous results have shown that factors including body temperature,
hormones, stress, emotions, and fatigue affect time perception. Our results
suggest that the same factors that affect time perception might drive differ-
ences in time preferences within individuals and across time and contexts.
Thus, taking the context dependence of time perception into account when
designing environments where intertemporal decisions are made, can poten-
tially result in better, more patient decision-making.

22Falk et al. (2018) found a uniform increase in patience over age for non-OECD coun-
tries but an inverse U-shaped relationship for OECD countries.
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9 Online Appendix
The Online Appendix is organized as follows. In Section 9.1, we study the
possibility that the results of this paper are driven by noise. In Section 9.2,
we describe the arousal experiment and report its results. In Section 9.4,
we present questions used in the future time perspective part of the arousal
experiment as well as the questions used in the cognitive reflection elicitation.
In Section 9.5, we present additional regression tables.

9.1 Noise
Noise in the within-subject study

Noise has been shown to increase when subjects are cognitively constrained
(see e.g. Franco-Watkins et al., 2006, 2010) and hence is a potential driver
of our results. To exclude the possibility that our results are driven by
noise, we quantify the increase in noise as multitasking demands increased
by (i) comparing the share of consistent answers in the easy and difficult
multitasking conditions, (ii) studying differences in shifting points between
the alternative multiple price lists (see description below) and the standard
multiple price lists, and (iii) studying the share of sub-optimal answers among
the consistent answers.

In Table 8, we present the share of consistent answers in all multiple price
lists as well as the share of sub-optimal answers among the consistent answers
for both the within-subject and the between-subjects study. For the within-
subject study, we compared the two multitasking demands conditions and
for the between-subjects study, we compared the answers of subjects with
high cognitive ability to the answers of subjects with low cognitive ability,
both in the easy multitasking condition.

As can be seen from the table, we find an increase in the share of inconsis-
tent answers when going from low multitasking demands to high multitasking
demands. However, those who are consistent in their answers do not increase
their share of sub-optimal "less later" answers when multitasking demands
increase. Comparing subjects with low cognitive ability with subjects with
high cognitive ability, we see that the share of inconsistent answers is about
the same in both groups. However, subjects with low cognitive ability sub-
mit a larger share of sub-optimal answers than subjects with high cognitive
ability. The high number of consistent answers when multitasking demands
were low might have been partly due to the fact that participants were told
that, usually, subjects shift only once from the early payment option to the
late payment option.
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Another potential source of noise is the location of the switching point,
e.g. due to subjects following the advice to switch only once but choosing the
switching point randomly. Two alternative multiple price lists were included
to control for this possibility: One with the later payment in one-week time,
and the other with the later payment in six-weeks time. The alternative
multiple price lists had a lower increment between the choices. Hence, the
location of the “true switching point” differed between the two lists such
that it was always further down in the alternative version. If there was
an increase in noise in the difficult multitasking condition compared to the
easy multitasking condition, the difference in discount factors between the
standard multiple price list and the alternative version would increase in
absolute terms. If the average “true switching point” was above the middle
of the list, the difference would become more negative as noise increased,
but if the average “true switching point” was below the middle of the list,
the difference would become more positive. We observe that the average
difference between the alternative and standard multiple price lists is positive
in the easy multitasking condition for both the one-week delay and the six-
weeks delay versions, confirming that our measure of noise is increasing in
noise regarding shifting points in the multiple price lists.

Table 8: Consistency.

Share of inconsistent answers Share of “less later” answers

Easy MT/
CR score≥2

Difficult MT/
CR score<2

Easy MT/
CR score≥2

Difficult MT/
CR score<2

Within 1.7% 9.7% 3.8% 3.4%

Between 1.5% 1.9% 1.7% 6.6%

Notes: MT = multitasking. Inconsistent answers are subjects that did not shift once (or not at all) from
the early to the late payment option. “Less later” answers are answers in the first line of the multiple price
lists where the later option is lower than the earlier option such that the later, lower option is chosen.

Unfortunately, the difference between the alternative and standard ver-
sions of the multiple price lists is strongly correlated with the discount factor
in the standard list. This is because subjects that report high discount fac-
tors in the standard list and answer noisily will, with greater probability,
report a smaller discount factor in the alternative list than vice versa. Con-
versely, subjects who report low discount factors in the standard list and
answer noisily will, with a greater probability, report a higher discount fac-
tor in the alternative list than vice versa. Additionally, subjects who report
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truthfully and have such a low discount factor that it is either not covered
by both lists or is only covered by the standard list will be forced to report
too high, resulting in the reported discount factor in the standard list being
larger than the reported discount factor in the alternative list.

To account for this, we regress the difference between the alternative
and standard versions of the multiple price lists on the discount factor from
the standard list (also including session fixed effect) and use the residuals
from this regression as our measure of noise. We then regress our residuals
on a dummy for the difficult multitasking condition to study whether noise
increased when going from easy to difficult multitasking. We do this for both
the one-week and six-weeks discount factors, and the results are presented in
Table 9. From the table, it can be seen that our measure of noise increases
when multitasking demands increase for both the one-week delay and the
six-weeks delay discount factors.

Table 9: The effect of multitasking demands on noise in shifting points in
multiple price lists with 1 week delay and 6 weeks delay, respectively.

Noise 1 Noise 6

MD 0.0142∗∗∗ 0.0093∗
(0.005) (0.005)

Constant -0.0208∗∗∗ -0.0136∗
(0.007) (0.008)

N 266 269
R2 0.074 0.029
Subject FE Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: MD = multitasking demands. Due to missing data points in the alternative discount factors, 19
and 22 observations, respectively are excluded from the analysis. Noise 1 and Noise 6 are the residuals from
the regressions Diff1 = b0D1 + b1D12 and Diff6 = b0D6 + b1D62, where D1 and D6 are the measured
discount factors from the multiple price list with delay 1 and 6 weeks, respectively and Diff1 and Diff6
are the differences in discount factors between the standard and the alternative multiple price lists with
1 and 6 weeks delay.

The question then arises whether the increase in noise observed in Table
9 was driving our results. In order to analyze this possibility, we redo the
regressions presented in Figures 12 and 13 (the two main regressions of the
paper that include time preferences) controlling for noise in the location of
shifting points. We do this by including a factor variable that summarizes
the two nosie variables, Noise 1 and Noise 6. Due to missing data in the
noise measures, we drop 23 observations from our main sample. In order to
compare coefficient estimates with and without the noise controls, we also
include the original regressions, now on the reduced sample. The results are
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presented in Tables 10 and 11.
From Table 10, it can be seen that the results in Figure 12 in the pa-

per are affected when noise is controlled for. It is clear that the coefficients
for multitasking demands in the regressions where noise was controlled for
(regressions 1-3) are larger than corresponding estimates in the original re-
gressions (regressions 4-6). Especially in the first regression, we now observe
a statistically significant relationship between multitasking demands and fac-
tor late. At the same time, we observe a negative correlation between noise
and patience, which suggests that noise might be the factor underlying the
coexistence of the results that the overall effect of multitasking demands on
time preferences was zero in Figure 12, while we found convincing evidence
for the channel of time perception in Figure 13. In the absence of noise, the
time perception channel should govern the relationship between multitasking
demands and time preferences, leading to a positive total effect, while in the
presences of noise, the noise will pull in the opposite direction, resulting in a
much reduced or zero total effect.

From Table 11, it can be seen that the observed positive relationship
between the treatment effect on time perception and the treatment effect
on time preferences is more or less insensitive to the inclusion of treatment
differences in noise as control variables. This is reassuring since it indicates
that the observed relationship between time perception and time preferences
when multitasking demands increase is not dependent on noise.

Noise in the between-subjects study

Noise can also be a concern in the between-subjects study presented in the
Discussion section of the paper. It might have been the case that subjects
with low cognitive ability were noisier in their answers than subjects with
high cognitive ability. In order to study the relationship between noise and
cognitive ability in the between-subjects setup, we perform the same anal-
ysis that we used in the within-subjects case: (i) We compare the share of
consistent answers in the multiple price lists for subjects with less than two
correct answers on the cognitive reflection questions to the share of consis-
tent answers of subjects with two or more correct answers on the cognitive
reflection questions, (ii) we compare the share of sub-optimal “less later”
choices among the consistent answers for subjects with high cognitive ability
and subjects with low cognitive ability, and (iii) we study noise in shifting
points by comparing the standard and alternative versions of the multiple
price lists with a one-week delay and a six-weeks delay, respectively, using
the same residual measure of noise as in the within-subject case.

(i) and (ii) are presented in Table 8 and discussed above in relation to
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Table 10: Time preferences when multitasking demands increase, including
noise as control variables.

Factor late δ̂ β̂ Factor late δ̂ β̂

MD 0.0833∗∗ 0.0771 0.0609 0.00159 0.0577 0.0226
(0.040) (0.047) (0.055) (0.042) (0.044) (0.052)

Noise -0.193∗∗∗ -0.0459 -0.0892∗∗
(0.033) (0.039) (0.045)

β̂ -0.266∗∗∗ -0.252∗∗∗
(0.076) (0.075)

δ̂ -0.357∗∗∗ -0.346∗∗∗
(0.101) (0.103)

Constant -0.102∗ -0.0968 -0.0727 0.0170 -0.0686 -0.0169
(0.060) (0.072) (0.084) (0.065) (0.068) (0.080)

N 264 264 264 264 264 264
R2 0.229 0.109 0.117 0.000 0.099 0.087
Subject FE Yes Yes Yes Yes Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: All variables, except MD, are standardized. Factor late = a factorization of the number of late
choices in all multiple price lists, MD=multitasking demands, Noise = a factor variable that summarizes
the residuals from the regressions Diff1 = b0+b1D1 and Diff6 = b0+b1D6 , where D1 and D6 are the
measured discount factors from the multiple price list with delay 1 and 6 weeks, respectively and Diff1
and Diff6 are the differences in discount factors between the standard and the alternative multiple price
lists with 1 and 6 weeks delay.
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the same results for the within-subject case. In Table 12, we regress our two
measures of noise on cognitive ability, which was measured as the number
of correctly answered cognitive reflection questions in the easy multitasking
condition. From the table, it can be seen that noisiness in answering the
multiple price lists does not seem to be larger for subjects with lower cognitive
ability.

Table 12: The relationship between cognitive ability and noise in shifting
points in multiple price lists with 1 week delay and 6 weeks delay, respectively.

Noise 1 Noise 6

CR score 0.001 -0.001
(0.003) (0.003)

Constant -0.00479 0.001
(0.015) (0.015)

N 143 143
R2 0.021 0.038
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: CR score = Number of correctly answered cognitive reflection questions in the easy multitasking
condition. Due to missing data points in the alternative discount factors, 1 observation is excluded from
the analysis. Noise 1 and Noise 6 are the residuals from the regressions Diff1 = b0D1 + b1D12 and Diff6
= b0D6 + b1D62, where D1 and D6 are the measured discount factors from the multiple price list with
delay 1 and 6 weeks, respectively and Diff1 and Diff6 are the differences in discount factors between the
standard and the alternative multiple price lists with 1 and 6 weeks delay.

Despite the non-significant results in Table 12, it might have been the
case that noise still shifted the results presented in Figure 14 in the paper. In
Table 13, we add our measures of noise as a control variable to the regression
presented in Figure 14. Due to missing data in the noise variable, we drop two
observations from the analysis. In order to study the effect of controlling for
noise, we also present the original regressions on the same reduced sample.
The results show that controlling for noise does not change the obtained
results, suggesting that the results presented in Figure 14 do hold when
noise is controlled for.

9.2 The arousal experiment
In the arousal experiment, we study the effect of arousal on time perception
and cognitive capacity. We also study whether there is a relationship between
time perception and future time perspective.
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9.2.1 Addressing the independence of the channel of time percep-
tion and the channel of cognitive capacity

The attentional-gate model serves as a theoretical motivation for using arousal
to shift time preferences. While cognitive load (or attention) determines
whether or not the attentional gate is open, allowing time pulses to pass
through, the speed of the pacemaker is determined by arousal. The more
aroused a subject is, the faster the pacemaker. Accordingly, a person who
is highly aroused and completely focused on the passage of time receives the
largest number of pulses to the cognitive counter and hence perceives time
as passing very slowly (one minute might seem like an eternity for this per-
son). This effect has also been confirmed experimentally, see e.g. Zakay et al.
(1983) and Gil et al. (2007).

The relationship between arousal and cognitive capacity has also received
considerable attention within psychology.23 Yerkes & Dodson (1908) sug-
gested in their seminal paper that the relationship between arousal and cog-
nitive capacity is hump-shaped. At low levels of arousal, cognitive capacity is
low; it then increases with arousal until an optimal level is reached. If arousal
increases further, cognitive capacity goes down. In later work, Yerkes and
Dodson pointed out that the non-linear relationship between arousal and
cognitive capacity only holds when the cognitive task is difficult enough. For
easy tasks, they suggested a linear and increasing relationship. In the arousal
treatment, we aimed to compare medium-level arousal (close to the optimal
level in terms of cognitive capacity) with high-level arousal. Given that we
succeeded in placing the arousal levels such that the arousal increased from
medium to high on the downward slope of the Yerkes-Dodson curve and that
the cognitive reflection tasks were not too easy, cognitive capacity should, in
theory, go down. Hence, while the effect of arousal on subjective time is the
opposite of the effect of multitasking demands on subjective time, the effect
of multitasking demands and arousal on cognitive capacity goes in the same
direction.

This would strengthen the argument that the two channels of time percep-
tion and cognitive capacity in the multitasking experiment are independent
and that the results are not driven by, for example, a causal link between time
perception and cognitive performance.24 For instance, if it was the case that
increasing multitasking demands had a causal effect on time perception such

23The term cognitive performance is generally used in this literature. The concept is
the same as cognitive capacity.

24To be more precise, the arousal treatment allows us to rule out that the two channels
are linearly dependent. However, it is still possible that a non-linear relationship exists
between them.

50



that time was perceived as passing quicker, the two channels would simply be
two sides of the same coin. Or, the other way around, when subjective time
speeds up, the time people have to solve a given problem decreases which
should lead them to be more cognitively constrained than otherwise. We
cannot exclude this ex-ante.

9.2.2 Addressing the time discrepancy between measures of time
perception and time preferences

In order to shed light on the issue of time discrepancy between prospective
time perception and time preferences, as a part of the arousal treatment, we
measured future time perspective using a scrambled sentence task.25 We then
study whether subjects tend to have a greater future time perspective when
their subjective time speeds up and, in turn, if those with greater future time
perspective are more patient. We also measure the average causal mediation
effect of future time perspective on the relationship between time perception
and time preferences. Although future time perspective is not a measure
of anticipatory time perception (which would be the appropriate measure
to use, were it measurable), it measures whether subjects see the future as
more expansive or limited. A higher score on the future time perception test
would then imply that the future is experienced as closer and that future time
intervals are experienced as shorter. The arousal treatment is summarized in
Figure 16. We will now summarize the hypotheses of the arousal experiment.

9.2.3 Hypotheses

First, as predicted by the attentional-gate model of time perception and
previously demonstrated experimentally by Zakay et al. (1983) and Gil et al.
(2007), our sixth hypothesis is:

Hypothesis 6: When arousal level increases from medium to high, the ratio
of subjective time over clock time increases (i.e. a given time interval is
perceived as longer).

Our seventh hypothesis is an artifact of the Yerkes-Dodson curve. If arousal
levels are high enough and the cognitive reflection task is sufficiently hard,
performance on the cognitive reflection questions should go down.

Hypothesis 7: When arousal level increases from medium to high, cognitive
capacity deteriorates.

25Future time perspective is individuals’ perception of their remaining time in life
(Carstensen et al., 1999).
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Figure 16: A flow graph illustrating the arousal experiment

Finally, Hypothesis 8 and 9 regard future time perspective:

Hypothesis 8: Future time perspective is correlated with prospective time
perception and time preferences such that as the ratio of subjective time over
clock time decreases, future time perspective increases. Further, an increase
in future time perspective correlates with increased patience.

Hypothesis 9: Future time perspective mediates the eventual relationship
between prospective time perception and time preferences.

9.2.4 The experiment

The experiment was conducted in the Behavioral lab of the University of
Copenhagen in the fall of 2018. In total, 143 subjects participated in the
experiment. In the experiment, performance on a cognitive reflection task,
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time perception, time preferences, and future time perspective were elicited
twice, each under two different arousal levels.

Arousal was induced with an external tempo in headphones. We followed
the results in Chie & Karthigeyan (2009) in which the same piece of music
was played at 60 bpm, 120 bpm, and 165 bpm. Cognitive performance was
low at 60 bpm, high at 120 bpm, and low again at 165 bpm, suggesting that
the maximum point of the Yerkes-Dodson curve lies around 120 bpm. Hence,
our medium arousal condition was induced by a metronome playing 120 bpm
continuously, and our high arousal condition was induced by a metronome
playing 165 bpm continuously.26

The order of the tasks was fixed within each session such that the same
order was repeated twice, but the order in which a subject performed the
high/low arousal version was randomized. For example, in one session, the
order of tasks was as follows:

Time preferences - cognitive reflection questions - time perception - future
time perspective - time preferences - cognitive reflection questions - time per-
ception - future time perspective.

Hence, a subject might have had the following ordering:

Time preferences (165 bpm) - cognitive reflection questions (120 bpm) - time
perception (120 bpm) - future time perspective (165 bpm) - time preferences
(120 bpm) - cognitive reflection questions (165 bpm) - time perception (165
bpm) - future time perspective (120 bpm).

The time preferences elicitation and the cognitive reflection questions
were identical to the multitasking experiment, except for the difference in
manipulation. In the time perception tasks, in addition to the metronome,
the subjects had to solve table tasks during the time intervals.27 The purpose
of the table tasks was to make it harder for the subjects to count time. In
the task, the subjects had a period of unknown length to answer each task.
The length of the period was between 17 and 22 seconds, and the subjects
were assured that the time they had was long enough for them to answer the
task in a stress-less yet effective way. Figure 17 illustrates the content of the

26We chose not to use music but, rather, a neutral tempo from a metronome. This is due
to the fact that music is expected to induce emotional responses that are heterogeneous
across subjects, which might have affected the results of the experiment (see e.g. Kreutz
et al., 2008).

27The table task was borrowed from Brocas et al. (2018)
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table task. When a subject answered the task or the answering time ended
without an answer, a new task appeared on the screen. The subjects had to
answer at least 80% of the tasks correctly in order to receive their earnings
for the time perception task.

Figure 17: An example of the table task. The instructions are: “Please
type “x” in the box where the column to the left of Gymnastics intersects
the row below Green”

Finally, we measured future time perspective. Future time perspective
is individuals’ perception of their remaining time in life (Carstensen et al.,
1999). It has been shown to relate to behavior in the health domain, risky
behavior and school performance, and time preferences (Teuscher & Mitchell,
2011). Future time perspective is traditionally elicited with a questionnaire,
such as the future time perspective scale (FTPS) developed by Carstensen &
Lang (2018). Demeyer & De Raedt (2014) validated the use of a scrambled
sentence task for the measure of future time perspective with the FTPS.
Moreover, the authors found that the measured future time perspective can
be manipulated with primings that are either future-oriented or present-
oriented. In the arousal treatment, we used a scrambled sentence task, similar
to the one in Demeyer & De Raedt (2014), to measure future time perspective
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under different levels of arousal.
In the task, subjects were presented with a list of words and told to form

a sentence from the words. It was possible to form both a future-oriented
sentence and a present-oriented sentence from each word list. For example,
from the words “far-away, future, close, the, is”, one could form “the future is
far-away” or “the future is close”. Both sentences are grammatically correct,
but while the former is present-oriented, the latter is future-oriented. The
subjects were incentivized to answer the tasks as quickly as they could. Their
payment depended on their rank in answering time as well as on the number
of correct sentences. The time pressure during the task was important to
ensure that the subjects wrote down the sentence that first came to their
mind to avoid eventual self-corrections due to aspects such as social norms.
The sentences used in the future time perspective task are listed in Section
9.4.1 below.

9.2.5 Results

The noise in the time perception elicitation part of the arousal treatment
was considerably higher than in the corresponding part of the multitasking
experiment. This might have been due to the somewhat demanding nature
of the distracting table task that the subjects had to solve during the time
perception tasks. In order to deal with the high standard deviations, we ex-
clude observations that are outliers in the time perception elicitation.28 Out
of the 143 subjects participating in the tempo treatment, 38 did not fulfill
this condition and were excluded from the analysis.

Separating the two channels: The effect of arousal on time per-
ception and cognitive performance
In Table 14, we present results from regressions in which the effect of arousal
on time perception is studied. Although we only observe a statistically sig-
nificant effect of tempo on our non-parametric measure of time perception in
the case of TR 15s, for â of Steven’s law for time perception, we observe that
when the tempo increased from 120 bpm to 165 bpm, â decreased, indicating
that Subjective time

Clock time
increased. Hence, Hypothesis 6 is confirmed for the para-

metric measures of time perception but not generally for the non-parametric
measures, although all but one coefficient go in the expected direction.

Table 15 reports results from regressions that study the effect of tempo
28While extreme outliers were defined as observations above Q3 + 3 IQR or below Q1-3

IQR, outliers were defined as observations above Q3 + IQR or below Q1-IQR, where Q1
and Q3 are the first and the third quartile, respectively, and IQR is the interquartile range,
i.e. Q3-Q1.
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on cognitive capacity. From the regression results, it can be seen that there is
no effect on cognitive capacity when response time is not taken into account
nor when controlling for response time. Hence, Hypothesis 5 is refuted.
Reassuringly, the coefficient estimates go in the same direction and are of a
similar magnitude

Table 14: Time perception, tempo treatment

TR 7 TR 11 TR 15 TR 23 TR 34 TR 45 TR average

Tempo -0.0274 -0.182 -0.182∗ -0.0369 -0.0608 0.0265 -0.118
(0.121) (0.127) (0.103) (0.103) (0.126) (0.033) (0.094)

Constant 0.0411 0.273 0.273∗ 0.0554 0.0912 1.032∗∗∗ 0.177
(0.191) (0.201) (0.162) (0.163) (0.200) (0.053) (0.148)

N 210 210 210 210 210 210 210
R2 0.000 0.019 0.029 0.001 0.002 0.006 0.015

â b̂

Tempo -0.137∗∗ -0.0482
(0.068) (0.070)

b̂ -0.803∗∗∗
(0.056)

â -0.828∗∗∗
(0.058)

Constant 0.205∗∗∗ 0.072∗∗∗
(0.107) (0.111)

N 210 210
R2 0.685 0.674
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: All variables except the dummy for tempo are standardized before the regression in order to make
the results comparable to the results in the paper. TRX = the ratio of produced time to instructed time
for time interval X ∈{7, 11, 15, 23, 34, 45}. TR average is the average of TR7-TR45. Tempo = a dummy
vaiable that takes the value 1 if tempo is 165 bpm. and the value 0 if tempo is 120 bpm.

Taken together, the results in Tables 14 and 15 suggest that while the
effect of increased arousal/multitasking demands on cognitive capacity is
similar in the arousal and multitasking experiments, the effect of arousal on
time perception goes in the opposite direction of the effect of multitasking
demands on time perception.

Future time perspective
In Table 16, we present regressions in which (i) future time perspective is
regressed on time perception, (ii) time preferences are regressed on time per-
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Table 15: Cognitive reflection tasks with tempo treatment

(1) (2)
CR score CR score

Tempo 0.0270 0.0583
(0.098) (0.099)

CRRT -0.219∗
(0.113)

CR2
RT 0.0513

(0.036)
Constant -0.0405 -0.138

(0.155) (0.161)
N 210 210
R2 0.001 0.037
Subject FE Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: All variables except the dummy for tempo are standardized before the regression in order to make
the results comparable to the results in the paper. CR score is performance on the cognitive reflection
questions. CRRT is response time on the cognitive reflection questions. Tempo is a dummy variable that
takes the value 1 if tempo is 165 bpm and the value 0 if tempo is 120 bpm.

ception, and (iii) time preferences are regressed on time perception and future
time perspective. In regressions (1) to (3), the whole sample is included in the
analysis. In regressions (4) to (6), we exclude subjects with differences in an-
swering time on the future time perspective task that exceeded 100 seconds.
Focusing only on subjects with small differences in answering speed allows us
to eliminate concerns that more time used to answer the scrambled sentence
task leads to “self-correction”, i.e. complying to norms that one should think
about the future. From the table, it can be seen that, looking at the whole
sample, there is little evidence for a link between time perception and future
time perspective and future time perspective and time preferences. When
subjects with small differences in answering time on the scrambled sentence
task are studied, a relatively strong relationship between time perception
and future time perspective emerges (about 0.3 standard deviations). We
also note that the coefficient on future time perspective is positive as ex-
pected but small and statistically insignificant. Lastly, we study whether
future time perspective mediates the relationship between time perception
and time preferences. The average causal mediation effect is the difference
between the coefficients for TR average in regressions 2/3 and 4/5. The dif-
ference goes in the predicted direction: adding future time perspective lowers
the coefficient on TR average. In order to study whether the difference is
statistically significant, we perform a Wald test with bootstrapped standard
errors. The p-value of the test is 0.44 for the reduced sample and 0.83 for
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the whole sample, indicating that we cannot reject the null hypothesis of no
difference between the two coefficients.

To summarize, we find that future time perspective correlates with time
perception when response time on the scrambled sentence task is taken into
account. Regarding a relationship between future time perspective and time
preferences, our results go in the hypothesized direction, but the obtained
coefficients are small and not statistically significant. Hence, we find some
evidence, although not conclusive, that support Hypothesis 8. After testing
for a causal mediation effect of future time perspective in the relationship
between time perception and time preferences, we cannot reject the null
hypothesis of no mediation. Hence, Hypothesis 9 is refuted.

Table 16: Future time perspective and time perception / Future time per-
spective and time preferences

(1) (2) (3) (4) (5) (6)
FTP Factor late Factor late FTP Factor late Factor late

TR average 0.0380 -0.0381 -0.0403 0.301∗ 0.0283 0.00807
(0.145) (0.067) (0.067) (0.180) (0.095) (0.097)

FTP correct 0.350∗∗∗ -0.0515 -0.0720 0.280∗∗ -0.0472 -0.0661
(0.111) (0.051) (0.054) (0.139) (0.073) (0.075)

FTPRT 0.0319 0.0444 0.0426 0.0796 -0.00880 -0.0142
(0.134) (0.062) (0.062) (0.179) (0.094) (0.094)

FTP2
RT 0.0117 0.0110 0.0103 -0.671 0.533∗ 0.578∗

(0.069) (0.032) (0.032) (0.557) (0.293) (0.296)
FTP 0.0585 0.0672

(0.046) (0.063)
Constant -0.0117 -0.0109 -0.0103 0.296 -0.205 -0.225

(0.098) (0.045) (0.045) (0.273) (0.144) (0.145)
N 210 210 210 148 148 148
R2 0.091 0.043 0.059 0.115 0.068 0.083
Subject FE Yes Yes Yes Yes Yes Yes
Constraint - - - Yes* Yes* Yes*
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: All variables are standardized. FTP is future time perspective, measured as the share of future
oriented sentences in the scrambled sentence task. FTP correct is the number of grammatically correct
sentences formed in the scrambled sentence task, FTPRT is the response time for the same task and Factor
late is a factor variable of the number of late choices across all multiple price lists. *|∆FTPRT | < 100
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9.3 Experiment screen shots
Here, we present screen shots from both the multitasking experiment and
the arousal experiment.
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Figure 18: Time perception elicitation, first screen
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Figure 19: Time perception elicitation, second screen in easy multitasking condition.
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Figure 20: Time perception elicitation, second screen in arousal experiment.
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Figure 21: Time preferences elicitation, an example of a multiple price list.
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Figure 22: Cognitive load during time preferences elicitation (pop-up).
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Figure 23: An example of the future time perspective scrambled sentence task.
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9.4 Questions used in the experiment
9.4.1 Sentences used in the scrambled sentence task to measure

future time perspective

The following 10 scrambled sentences were used in the experiment.

1. is future the close far-away→ “the future is close” (future-oriented) or
“the future is far-away” (present-oriented)

2. ahead crucial planning unnecessary is → “planning ahead is crucial”
(future-oriented) or “planning ahead is unnecessary” (present-oriented)

3. seems be limited time infinite to→ “time seems to be infinite” (future-
oriented) “time seems to be limited” (present-oriented)

4. act think then first → “think first then act” (“first think then act”)
(future-oriented) or “act first then think ( “first act then think”) (present-
oriented)

5. the focus present future on → “focus on the future” (future-oriented)
or “focus on the present” (present-oriented)

6. rarely often the think future about I→ “I often think about the future”
(future-oriented) or “I rarely think about the future” (present-oriented)

7. detailed I plans loose make→ “I make detailed plans” (future-oriented)
or “I make loose plans” (present-oriented)

8. important present future the is → “the future is important” (future-
oriented) or “the present is important” (present-oriented)

9. planning horizon I long short have a → “I have a long planning hori-
zon” (future-oriented) or “I have a short planning horizon” (present-
oriented)

10. imagine hard it’s easy to future the→ “it’s easy to imagine the future”
(future-oriented) or “it’s hard to imagine the future” (present-oriented)

9.4.2 Cognitive reflection questions

The following eight cognitive reflection questions were used in the experiment.

1. A bat and a ball cost 62 kr. in total. The bat costs 60 kr. more than
the ball. How many kronor does the ball cost?
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2. If it takes 5 machines 5 minutes to make 5 widgets, how many minutes
would it take 100 machines to make 100 widgets?

3. In a lake, there is a patch of lily pads. Every day, the patch doubles
in size. If it takes 48 days for the patch to cover the entire lake, how
many days would it take for the patch to cover half of the lake?

4. If John can drink one barrel of water in 6 days, and Mary can drink
one barrel of water in 12 days, how many days would it take them to
drink one barrel of water together?

5. Jerry received both the 15th highest and the 15th lowest mark in the
class. How many students are in the class?

6. If you’re running a race and you pass the person in second place, what
place are you in?

7. Simon decided to invest 8,000 kr. in the stock market one day early
in 2008. Six months after he invested, on July 17, the stocks he had
purchased were down 50%. Fortunately for Simon, from July 17 to
October 17, the stocks he had purchased went up 75%. At this point,
Simon has: 1: Broken even, 2: Gained money 3: Lost money

8. A farmer had 15 sheep and all but 8 died. How many are left?

9.5 Regression tables
Regression tables corresponding to bar-figures in the paper

Here we present the regressions tables that correspond to the coefficient-plots
in Section 6. While the results in the coefficient-plots are standardized, we
do not standardize the coefficients in the regression tables presented here.
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Table 17: Time perception when multitasking demands increase. Regres-
sions corresponding to Figure 10.

TR 7s TR 11s TR 15s TR 23s TR 34s TR 45s TR average

MD 0.0456 0.126∗ 0.188∗∗ 0.0516 0.0688∗∗ 0.106∗∗∗ 0.0978∗∗∗
(0.035) (0.069) (0.075) (0.033) (0.029) (0.031) (0.028)

Constant 1.333∗∗∗ 1.245∗∗∗ 1.145∗∗∗ 1.296∗∗∗ 1.199∗∗∗ 1.187∗∗∗ 1.234∗∗∗
(0.055) (0.109) (0.118) (0.052) (0.045) (0.050) (0.044)

N 288 288 288 288 288 288 288
R2 0.012 0.023 0.042 0.017 0.039 0.074 0.080
Subject FE Yes Yes Yes Yes Yes Yes Yes

â b̂

MD 0.435∗∗ 0.0276∗
(0.175) (0.014)

b̂ -9.006∗∗∗
(0.730)

â -0.0574∗∗∗
(0.005)

Constant 9.952∗∗∗ 1.035∗∗∗
(0.754) (0.023)

N 288 288
R2 0.525 0.517
Subject FE Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: MD = a dummy variable that takes the value 1 if multitasking demands are high and the value 0
if multitasking demands are low. TR Xs = Ratio of produced time over instructed time for time interval
X=7, 11, 15, 23, 34, 45 seconds. TR average is the average of TR7s-TR45s.
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Table 18: Cognitive reflection tasks when multitasking demands increase.
Regression corresponding to Figure 11.

(1) (2)
CR score CR score

MD 0.0972 0.0628
(0.113) (0.114)

CRRT 0.00289
(0.003)

CR2
RT 0.000000821

(0.000)
Constant 1.785∗∗∗ 1.407∗∗∗

(0.178) (0.293)
N 288 288
R2 0.005 0.058
Subject FE Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: MD = a dummy variable that takes the value 1 if multitasking demands are high and the value
0 if multitasking demands are low, CR score = score on cognitive reflection questions, CRRT = response
time for cognitive reflection questions.

Table 19: Time preferences when multitasking demands increase. Regres-
sions corresponding to Figure 12.

Factor late δ̂ β̂

MD 0.00621 -0.0000309 0.00232
(0.045) (0.000) (0.005)

β̂ -0.0186∗∗∗
(0.003)

δ̂ -9.343∗∗∗
(1.709)

Constant -0.00217 1.016∗∗∗ 10.25∗∗∗
(0.071) (0.003) (1.706)

N 288 288 288
R2 0.000 0.175 0.176
Subject FE Yes Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: Factor late = a factorization of the number of late choices in all multiple price lists, MD=a dummy
variable that takes the value 1 if multitasking demands are high and the value 0 if multitasking demands
are low.
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Table 22: Between subjects, survey based measure of time preferences given
low multitasking demands. Regressions corresponding to Figure 15

(1) (2) (3)
TimePref, survey TimePref, survey TimePref, survey

TR average 1.014∗ 0.967∗
(0.515) (0.499)

CR score 0.141 0.136 0.140
(0.112) (0.110) (0.115)

CRRT 0.00396 0.00404
(0.005) (0.005)

CR2
RT -0.00000757 -0.00000672

(0.000) (0.000)
Woman -0.0505 -0.0653 -0.0470

(0.128) (0.127) (0.145)
Age -0.143 -0.171 -0.168

(0.344) (0.349) (0.362)
Age2 0.00190 0.00242 0.00244

(0.006) (0.007) (0.007)
Risk preferences 0.202∗∗ 0.201∗∗ 0.193∗∗

(0.080) (0.080) (0.085)
â -0.0271

(0.137)
b̂ -0.444

(1.461)
Constant 6.812 7.604 9.074∗

(4.628) (4.674) (5.118)
N 144 144 144
R2 0.131 0.124 0.101
Session FE Yes Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: TR average is the average of the ratio of produced time to instructed time across all six time
intervals, CR score is performance on the cognitive reflection tasks, CRRT is response time on the cognitive
reflection questions. Risk Preferences are a survey measure of risk attitudes, increasing in risk tolerace.
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Regressions including measures of time preferences, with a control
for response time

Here, we present variants of Tables 23 and 20 with a control for response time
on the multiple price lists. The control we use is a proxy of response time
based on the number of Stroop tasks subjects answered during the time they
were answering the multiple price lists. Since the Stroop tasks arrived with
the expected delay of 7 seconds, we can calculate a proxy for the average
number of seconds used on each multiple price list of the time preferences
elicitation.

Table 23: Time preferences when multitasking demands increase, control-
ling for answering time on multiple price lists.

Factor late δ̂ β̂

MD -0.0149 -0.000169 0.00212
(0.054) (0.000) (0.006)

MPL-time-Proxy 0.00619 0.0000243 -0.0000817
(0.009) (0.000) (0.001)

MPL-time-Proxy2 -0.0000214 -3.29e-08 -0.000000169
(0.000) (0.000) (0.000)

β̂ -0.0186∗∗∗
(0.004)

δ̂ -9.267∗∗∗
(1.804)

Constant -0.132 1.015∗∗∗ 10.17∗∗∗
(0.181) (0.003) (1.800)

N 275 275 275
R2 0.005 0.179 0.175
Subject FE Yes Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: Factor late = a factorization of the number of late choices in all multiple price lists, MD=a dummy
variable that takes the value 1 if multitasking demands are high and the value 0 if multitasking demands
are low.
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Regression tables with a reduced sample

Here, we present variants of the results in Figures 10 to 13 in which ex-
treme outliers in terms of the difference in time measure between the two
multitasking conditions are excluded. The extreme outliers are observa-
tions that lie outside the interval [Q1 − 3IQR,Q3 + 3IQR], where Q1 and
Q3 are the first and the third quartile, respectively, and IQR = Q3 −
Q1. Hence, we excluded observations that fulfilled any of the following
constraints: ∆TR average<-0.85, ∆TR average>1.01, ∆â<-2.94, ∆â>3.14,
∆b̂<-0.324, ∆b̂>0.74, ∆CRRT<-316 or ∆CRRT>356. The remaining sample
consists of 130 subjects. The reduced sample within regressions are presented
in Figures 25-28.

For the between subject regressions presented in Figures 14 and 15, we
redo the regressions excluding outliers in terms of time measure in the low
multitasking demand conditions. Hence, we excluded observations that ful-
filled any of the following constraints: TRaverage>2.64, a > 4.35, b < 0.4,
b > 1.52 and CRRT > 329. The remaining sample consists of 136 subjects.
The reduced sample between regressions are presented in Figures 29 and 30.
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Table 25: Time perception when multitasking demands increase. Excluding
extreme outliers.

TR 7s TR 11s TR 15s TR 23s TR 34s TR 45s TR average

MD 0.0538 0.0972∗∗∗ 0.0641∗∗ 0.0615∗ 0.0794∗∗∗ 0.0856∗∗∗ 0.0736∗∗∗
(0.035) (0.032) (0.031) (0.033) (0.028) (0.027) (0.021)

Constant 1.285∗∗∗ 1.220∗∗∗ 1.243∗∗∗ 1.251∗∗∗ 1.169∗∗∗ 1.195∗∗∗ 1.227∗∗∗
(0.055) (0.051) (0.049) (0.052) (0.044) (0.042) (0.033)

N 260 260 260 260 260 260 260
R2 0.018 0.065 0.032 0.026 0.059 0.073 0.089
Subject FE Yes Yes Yes Yes Yes Yes Yes

â b̂

MD 0.127∗∗∗ 0.0246∗∗∗
(0.036) (0.007)

b̂ -4.474∗∗∗
(0.224)

â -0.169∗∗∗
(0.008)

Constant 5.739∗∗∗ 1.205∗∗∗
(0.222) (0.016)

N 260 260
R2 0.759 0.759
Subject FE Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: MD = Multitasking demands. TR Xs = Ratio of produced time over instructed time for time
interval X=7, 11, 15, 23, 34, 45 seconds. TR average is the average of TR7s-TR45s.
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Table 26: Cognitive reflection tasks when multitasking demands increase.
Excluding extreme outliers.

(1) (2)
CR score CR score

MD 0.169 0.101
(0.118) (0.123)

CRRT 0.00461
(0.007)

CR2
RT -0.00000408

(0.000)
Constant 1.723∗∗∗ 1.292∗∗

(0.187) (0.521)
N 260 260
R2 0.016 0.045
Subject FE Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: MD = multitasking demands, CR score = score on cognitive reflection questions, CRRT = response
time for cognitive reflection questions.

Table 27: Time preferences under multitasking demands. Extreme outliers
are excluded from the sample.

Factor late δ̂ β̂

MD 0.0242 -0.0000414 0.00199
(0.045) (0.000) (0.005)

β̂ -0.0176∗∗∗
(0.004)

δ̂ -8.485∗∗∗
(1.790)

Constant 0.00439 1.015∗∗∗ 9.394∗∗∗
(0.070) (0.003) (1.787)

N 260 260 260
R2 0.002 0.150 0.151
Subject FE Yes Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: Factor late = a factorization of the number of late choices in all multiple price lists,
MD=multitasking demands.
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Table 30: Between subjects, survey based measure of time preferences given
low multitasking demands. Extreme outliers are excluded from the sample.

(1) (2) (3)
TimePref, survey TimePref, survey TimePref, survey

TR average 1.658∗∗ 1.749∗∗∗
(0.654) (0.633)

CR score 0.0893 0.0695 0.114
(0.113) (0.108) (0.115)

CRRT -0.0130 -0.0142
(0.013) (0.014)

CR2
RT 0.0000419 0.0000480

(0.000) (0.000)
Woman -0.0906 -0.0850 -0.0728

(0.129) (0.127) (0.137)
Age 0.0323 0.0812 0.0131

(0.340) (0.326) (0.367)
Age2 -0.00165 -0.00254 -0.00130

(0.006) (0.006) (0.007)
Risk preferences 0.191∗∗ 0.195∗∗ 0.193∗∗

(0.078) (0.078) (0.084)
â 0.559

(0.466)
b̂ 1.970

(2.343)
Constant 5.219 3.574 4.921

(4.867) (4.479) (5.842)
N 136 136 136
R2 0.185 0.178 0.144
Session FE Yes Yes Yes
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: TR average is the average of the ratio of produced time to instructed time across all six time
intervals, CR score is performance on the cognitive reflection tasks, CRRT is response time on the cognitive
reflection questions. Risk Preferences are a survey measure of risk attitudes, increasing in risk tolerace.
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