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In this paper we derive a microfounded macro New Keynesian model for open economies, be 
them large or small. We consider habit formation in consumption, sectoral linkages for 
tradable and non-tradable goods, capital stock investments with variable capital utilization, 
domestic and foreign governments, imperfect (exchange rate) pass-through in import prices 
and incomplete international financial markets. Sticky nominal prices and wages are modeled 
in Calvo and Taylor staggered ways. The model economy is composed of a continuum of 
infinitely-lived consumers and producers of final and intermediate goods. We provide a very 
general log-linearization method, from which we can easily obtain various special cases, as 
trend inflation or steady-state log-linearizations. 
Numerical simulations of the two-country sectoral model are provided for a relatively large 
number of structural shocks as domestic and foreign productivity shocks in final tradables and 
non-tradables, money demand shocks and a shock in the exchange rate. Such a model is well 
suited for monetary policy analysis at the international level and risk analysis. 
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1 Introduction
During the recent years the theoretical and empirical research in New Keynesian (NK) macroeconomics has been
extended steadily and produced a whole new series of results and insights about the workings of the macroeconomy.
Essential starting point of the NK approach is the explicit derivation of macroeconomic relations by their micro-
economic foundations, in particular the inclusion of optimizing consumers and producers. It shares this principle
with New Classical macroeconomics, although it differs from the latter by considering various imperfections in the
goods and labor markets that contain an amount of flexibility, especially in the short run.
Recently, much interest is also directed at the modeling and testing of the effects and interactions produced by

the foreign sector, e.g. rigidities of import and export pricing may be of significant importance to an open economy.
Moreover, fluctuations in import prices of important intermediate goods such as oil and steel will have strong effects
on domestic firms of an open economy. In that perspective, the exchange rate will play an important role in the
transmission of such price fluctuations to the domestic economy. NK models with a worked out foreign sector are
often referred to as New Open Economy Macroeconomics (NOEM) models.
This paper derives a microfounded macroeconomic NK model for open economies, which tries to extend the

NK/NOEM literature in several respects. We provide a detailed modeling of the consumers’ and producers’ deci-
sions. In particular, firms in this model produce two types of goods: final and intermediate goods. Final goods
can be consumption and capital (investment) goods. Moreover, both types of goods can be either tradable or
non-tradable depending on whether they can be traded internationally.1 Firms in every sector are assumed to be
characterized by nested CES production functions whose arguments are technology, labor force, domestic tradable
and non-tradable capital goods and intermediate goods and imported foreign capital goods and intermediate goods.
It is assumed that intermediate goods producers do not use other intermediate goods as their inputs, but notice that
capital goods producers may use all kinds of inputs. Each firm is assumed to possess some price-setting power on
relevant markets, reflecting monopolistic competition. Consumers are assumed to purchase a bundle of domestically
produced tradable and non-tradable final goods and imported final goods and are assumed to act as monopolistic
suppliers of labor services (with sticky wages). Moreover, consumers own capital that is rented out to firms and the
consumer budget constraint is subject to variable capital utilization costs. Consumption allocation is assumed to
be shaped by habit formation. Financial markets are assumed to be complete domestically and incomplete interna-
tionally (see Benigno (2001)).2 Domestic consumers’ and firms’ decisions, and financial markets build the model of
the home economy. Altogether, we distinguish 21 (final and intermediate) goods markets with which domestic firms
are confronted. The foreign economy is modeled in a parallel manner so that import/export prices and quantities
and other relevant variables are endogenized in our approach. In particular, it makes the model more flexible since
both small and large economy settings can be studied in this framework.
Such an extensive modeling of intermediate goods sectors is important especially in the context of exchange rate

policies. Dellas (2005) points out that the presence of intermediate goods has vital consequences for the ability of
monetary authorities to manipulate nominal exchange rates. When there is no production interdependence between
countries (i.e. only consumption goods are traded) changes in a nominal exchange rate do not affect production
costs. However, when there is trade in intermediate and capital goods as in the real world, an exchange rate
depreciation/appreciation has adverse direct effects on the cost of domestic production. Consequently, it makes the
exchange rate instrument less useful.3

An important feature of the model is the method of log-linearization. Almost the complete existing NOEM
literature approximates the model by log-linearization around steady state values of variables. These studies usually
assume that the long-run anchor for inflation expectation is zero, which is a very convenient but counterfactual
assumption. Long-run inflation expectations should converge to the natural inflation of monetary policy, where
there are no restrictions. This natural inflation is a (relatively small) positive rate in most modern industrialized

1The distinction between tradable and non-tradable goods in macroenomic models is still controversial. On the one hand, Chari et
al. (2002) find that only 2% of the variance of real exchange rates is due to fluctuations in the relative prices of non-traded to traded
goods using data for the United States and an aggregate of Europe. Consequently, they ignore the non-tradable sector in their model.
On the other hand, our approach hinges upon the explicit introduction of non-tradable goods and incomplete markets with a stationary
net foreign assets position. Betts and Kehoe (2005) and Burstein et al. (2005) stress that the variance of the real exchange rates
explained by (that of) the relative prices of non-traded to traded goods is not 2% but about one third of the total variance (see also
Selaive and Tuesta (2006), pp. 1 and 2). Hence, a modeling with a separate treatment of non-tradable goods seems to be important.

2The assumption that international financial markets are incomplete originates from the fact that a risk premium on external
borrowing exists and is related to net foreign assets. Hence, the (exchange rate) pass-through is assumed to be incomplete due to
underlying nominal rigidity in the buyer’s currency position (see e.g. Adjémian et al. (2004)). The proposed specification in this paper
is flexible enough to discriminate between the polar cases of Producer Currency Pricing (PCP), where the law of one price holds and
there is perfect pass-through, and Local Currency Pricing (LCP), where the pass-through is zero in the short run.

3The relevance of intermediate goods in the production processes is nicely illustrated by the annual input-output tables of (for
instance) the Dutch economy, where they account for up to more than 50% of all inputs in several industries.
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economies, but typically time-varying. Consequently, some recent studies departure from the zero steady state
inflation rate, e.g. Ascari (2004), who considers trend inflation, and Kozicki and Tinsley (2002) and Bakhshi et
al. (2003), who also provide derivations of an NK Philips curve with a non-zero steady state inflation rate. We
propose a more general approach of log-linearization around time-dependent paths of economic variables. Starting
from this general formulation, we introduce several restrictions in increasing order of limitation. First, we assume
that time-dependent variables around which we log-linearize satisfy the first order conditions, where there are no
restrictions or rigidities on the variables. Such time-dependent variables are called natural (or flexible) values.
Second, we restrict that all variables in natural values fluctuate at the same time-dependent rate. Such paths of
variables are called (time-)varying rate paths. Third, we further restrict our attention to constant rate paths, i.e.
to (constant) trend paths of (natural) variables (see, for example, Ascari’s (2004) constant trend inflation). Finally,
the conventional steady state is the simplest special case of all the above log-linearizations, where the constancy
of natural values is assumed. Moreover, if also the equilibrium conditions are satisfied, time-dependent paths of
variables are called time-dependent equilibrium paths. In this paper we log-linearize around time-dependent paths
of variables and derive the above mentioned special cases from them. The log-linearization is performed in detail
in the appendix.
In this paper we focus on nominal price and wage rigidities in all relevant markets.4 Given adequate inter-

pretation, sticky wages on labor markets can be modeled in a similar way as sticky prices on product markets.
This way of modeling prices and wages is now widely used in empirical Dynamic Stochastic General Equilibrium
(DSGE) models; see, for example, Altig et al. (2002), Amato and Laubach (2003), Smets and Wouters (2003, 2004),
Adjémian et al. (2004) and Christiano et al. (2005).
Modeling nominal price and wage rigidities can generally be subdivided according to three main hypotheses (see

also Klein (2002)):
(i) Grossman (1974), introduced the model of price adjustment, which was named the “P-bar” model by Mc-

Callum (1994). The idea is that the degree of disequilibrium in prices indicates inflationary pressure in a “sticky”
price world and prices are set before trading; hence, price setters can only adjust at time t to the movements
in equilibrium prices expected at t − 1. This specification was used by Barro and Grossman (1976), McCallum
(1979,1994), Mussa (1981a,1981b,1982), Obstfeld and Rogoff (1984), Flood and Hodrick (1986), and Chadha and
Prasad (1993).
(ii) Taylor’s (1980) staggered price (wage) setting model is a second well known tractable model of slow price

(wage) adjustment. It is based on the theory of price and wage contracting, where periodically such contracts are
renegotiated.
(iii)The Calvo-type staggered price setting (see Rotemberg (1982) and Calvo (1983)) allows a subset of firms

to choose their own product price randomly with a constant probability. From this partial adjustment behavior
price dispersion emerges. Calvo’s price adjustment model is extremely tractable and also very popular in DSGE
models such as Rotemberg (1987), Hairault and Portier (1993), Kimball (1995), King and Watson (1996), King and
Wolman (1996), Rotemberg (1996), Yun (1996), Ireland (1997), Woodford (1998) and Kim (2000). A Calvo-type
staggered wage setting by consumers can also be studied similarly; see e.g. Erceg et al. (2000) who present a Calvo
model for both price and wage settings.
Interrelationships of these three price adjustment models can be found in Kiley (2002). In this paper we

concentrate on the last two nominal price and wage adjustment models. In this respect, some recent studies have
pointed out deficiencies of the Calvo (1983) approach and have challenged it. For example, when using the Calvo
price setting model, it is typically assumed that steady state inflation is zero, which is a very restrictive assumption
per sé as mentioned above. Moreover, Bakhshi et al. (2003) argue that firms in a low inflation environment behave
in different ways than firms in a high inflation environment; consequently, inflation dynamics driven in the Calvo-
type model by a constant probability of resetting prices should not be considered as constant. They show that for
standard calibrations, the Calvo price setting model with constant probability of resetting prices can be used only
when annual trend inflation is lower than 5.5%, a condition that is not met for inflation time-series data of several
OECD countries over the last 25 years.
This paper is organized as follows. In Section 2 the domestic households’ problem is defined, where habit

4Real rigidities occur when relative prices react only slowly to changes in relative demand, implying that reallocation of (factors of)
production is slow. There are numerous possible sources of real rigidities. A selection includes efficiency wages, wage indexation, hys-
teresis, insider-outsider workers and other labor market institutions, distortionary taxation and other forms of government intervention
and regulation. In a reduced form, real rigidities imply amongst others a low parameter in the price adjustment function of the real
variables, principally output. In other words, the output supply function is flatter, i.e. shifts in demand lead to adjustment in output
rather than in prices (see Blanchard and Fisher (1989)). Similarly, wages would not react much to unemployment. In addition, real
rigidities may imply that long-run equilibrium is achieved at below-equilibrium full employment output. In the presence of (nominal
and) real rigidities, the economy may therefore reach a steady state that is marked by both positive long-run inflation (“core” inflation)
and divergences between long-run equilibrium real output and employment and potential output and employment.
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formation in consumption is assumed and domestic households’ consumption demands and investment supplies are
derived in Subsections 2.1 and 2.2, respectively. The foreign households’ consumption demands and investment
supplies are analyzed in Appendices A.1 and A.2, respectively. Section 3 introduces a domestic government, while
the foreign government’s demands are summarized in Appendix A.3. The firms’ supply linkages in production,
distinguishing intermediate goods from final goods and tradable from non—tradable goods, are shortly discussed in
Section 4. The domestic households’ and firms’ optimization problems are explicitly solved in Section 5. Equilibrium
conditions for the home economy are derived in Section 6. In Section 7, the net foreign asset position of the aggregate
domestic economy is derived. Regarding price and wage formation, we consider stickiness with Calvo and Taylor
staggered price and wage settings in Section 8. Monetary policy rules are discussed in Section 9. Some numerical
simulations demonstrating the functioning of the model will be discussed in Section 10. Finally, concluding remarks
are in Section 11.

2 Domestic households
Household i is assumed to enjoy an expected level of intertemporal utility represented by a concave, differentiable
and strongly separable function, which positively depends on present and past consumption (the latter due to habit
formation), leisure and real money balances. Hence, household i’s utility can be written as:5

E0

" ∞X
t=0

βt
∙
U1 (Ct(i), Ct−1(i))− U2(Lt(i)) + U3(

Mt+1(i)

PC
t (i)

)

¸#
, (1)

where E0 denotes the conditional expectations’ operator depending on the information available at period 0; β is
the household’s discount factor satisfying 0 < β < 1.
The first (utility) felicity U1 (.) represents utility from consumption C(i) of both domestic and foreign goods.

We assume that household i is interested not only in current consumption but also in past values of it because of
habit formation (see Abel (1990, 1999), Caputo (2003), Choi and Jung (2003), and Lindé et al. (2004)). The idea is
that, if a household’s consumption increases today owing to a shock, this household will experience a higher utility
from an additional unit of consumption tomorrow. Intuitively, under habit formation, a consumer gets ‘used’ to
a higher level of consumption and the marginal utility of consumption gets ’renormalized’ at this higher reference
level.
The second (utility) felicity U2 (.) in (1) reflects a domestic consumer i’s disutility derived from supplying labor

services Lt(i) to the (domestic) firms remunerated at the rate Wt(i); hence, period t utility is a negative function of
labor effort Lt(i).6 This labor effort can be subdivided across four different sectors that produce tradable final goods
(LFTt (i)), non-tradable final goods (LFNt (i)), tradable intermediate goods (LV Tt (i)) and non-tradable intermediate
goods (LV Nt (i)),7 or

Lt(i) ≡ LFTt (i) + LFNt (i) + LV Tt (i) + LV Nt (i), (2)

and corresponding nominal wages in each sector are WFT
t (i), WFN

t (i), WV T
t (i) and WV N

t (i), respectively. Hence,
household i’s gross nominal labor income equals,

Wt(i)Lt(i) =
X

m=FT,FN,V T,V N

Wm
t (i)L

m
t (i), (3)

so that Wt(i) is consumer i’s weighted aggregate wage rate.
The third (utility) felicity U3 (.) in (1) reflects utility from holding real money balances by consumer i at the

beginning of period t+ 1, Mt+1(i)

PC
t (i)

, with Mt+1(i) and PC
t (i) consumer i’s nominal money balances at the beginning

of period t+ 1 and consumer i’s prices at (the end of) period t, respectively.
For sector m = FT,FN, V T, V N , let us assume that consumer i owns physical capital, Km

t (i), which is rented
out to firms, and decides on its utilization rates, Zm

t (i). Consequently, capital services (or rental services from
capital) supplied by consumer i to sector m at period t are:8

Km
t (i) ≡ Zm

t (i)K
m
t (i). (4)

5The infinite time horizon implied by utility function (1) is a simplication. It can be rationalized as if there are dynasties of individual
consumers who are concerned about the future of their children.

6Thus, leisure 1−Lt(i) is the residual of the individual’s time endowment (with a normalized value of 1 for total time endowment).
7This sectoral split is motivated from Natalucci and Ravenna (2005) and Ortega and Rebei (2006). As pointed out in the Introduction,

a modeling with a separate treatment of non-tradable goods seems to be very relevant.
8Even though the installed capital in sector m is utilized at a variable rate, it is costly to modify the utilization rate in the short run.

Moreover, to expand the capital available in sector m, investors must face sector-specific installation costs. The implied asymmetric
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The total supply of real investment goods by domestic consumer i is defined as:

It(i) ≡
X

m=FT,FN,V T,V N

Imt (i), (5)

where sector m’s physical capital at the beginning of period t + 1 is subject to the following laws of capital
accumulation (see e.g. Smets and Wouters (2003, p. 1128) and Coenen and Straub (2005, p. 13)):

Km
t+1(i) = (1− dmt (i))K

m
t (i) +

µ
1−Υ

µ
Imt (i)

Imt−1(i)

¶¶
Imt (i) for m = FT, FN, V T, V N, (6)

where dmt (i) is consumer i’s depreciation rate (in perunages) for sector m, I
m
t (i) is the investment expenditure

in sector m by consumer i at period t and the function Υ(.) captures the (adjustment) costs due to changes in
investment rates and acts as a proxy to installation costs of investment.9

Each household i is assumed to face a (nominal) consumer budget constraint (CBC) in home currency units:10

PC
t (i)Ct(i) + P I

t (i)It(i) +Qh,t,t+1Bh,t+1(i) + StQ̂f,t,t+1Bf,t+1(i) +Mt+1(i)

+P I
t (i)

⎡⎣ X
m=FT,FN,V T,V N

Ψ(Zm
t (i))K

m
t (i)

⎤⎦ ≤ (1− τwt )Wt(i)Lt(i) + Tt(i)

+
¡
1− τkt

¢⎡⎣ X
m=FT,FN,V T,V N

Rm
t (i)Km

t (i)

⎤⎦+Bh,t(i) + StBf,t(i) +Mt(i) + Bt(i), (7)

where consumer i’s outlays of resources are on the left hand side, while her disposable resources are on the right
hand side; moreover, PC

t (i) and P I
t (i) indicate aggregate consumption and investment goods prices, respectively.

11

Among the outlays we include nominal consumption, nominal investment, the portfolio of assets (bonds and
stocks) and money holdings and the nominal cost of the underutilization of sectoral physical capital, which is given by
the function Ψ(Zm

t (i)) and is zero when capacity is fully utilized.
12 Regarding assets, according to Woodford (2003)

and Ambler et al. (2003, 2004), Qh,t,t+1 ≡ (1+ rt,t+1)
−1 and Q̂f,t,t+1 ≡ (1+ r̂∗t,t+1)

−1 are the domestic consumer’s
one-period ahead discount factors for (nominal) domestic and foreign asset payoffs, respectively.13 Following Benigno
(2001) financial markets are assumed to be complete domestically and incomplete internationally. Hence, a risk
premium exists only on foreign assets so that the discount factor for foreign asset payoffs is stochastic and the
expected (nominal) market price at date t of an asset portfolio, held at the beginning of period t + 1, is given by

Qh,t,t+1Bh,t+1(i) + Et

h
StQ̂f,t,t+1Bf,t+1(i)

i
, where Bh,t+1(i) (Bf,t+1(i)) are consumer i’s domestic (foreign) asset

holdings denominated in local currency.14

Concerning the net resources, τwt and τ
k
t are proportional tax rates applied on nominal labor and capital incomes,

respectively, Rm
t (i) is consumer i’s rental rate on capital services supplied to sector m, Tt(i) is consumer i’s nominal

lump-sum transfer from the government and Bt(i) are consumer i’s net benefits from firms’ ownerships.
Summarizing, households’ behavior consists in an intertemporal smoothing of consumption, a supply of rental

services from capital and a monopolistic supply of labor services under a staggered wage setting. This behavior will
be analyzed in the following (sub)sections.

2.1 Domestic households’ consumption demands

Reminding that subscript h(f) denotes the home (foreign) economy and that, if necessary, the country of origin is
indicated as a lower index and the country of destination (usage) as an upper index, the total domestic households’

treatment of inputs, namely labor and capital in terms of their underemployment, hinges on the fact that we assume that labor can
move freely among sectors, whereas capital stock is fixed once it is allocated in a sector (see Natalucci and Ravenna (2005)). For a
model that introduces labor unemployment in the equilibrium integrating search and matching with NK models (by considering real
frictions in the labor market), see Blanchard and Galí (2006).

9 Smets and Wouters (2003) and Christiano et al. (2005) assume that Υ(.) = Υ0(.) = 0 in the steady state (no fixed adjustment
costs). In addition, they assume that Υ00(.) is non-negative then.
10Notice that the nominal exchange rate (the price of one unit of foreign currency in home currency) St is used to translate asset

returns both at the beginning and at the end of period t so that, de facto, it represents the average exchange rate during period t; see
also equation (20) in Selaive and Tuesta (2006). Therefore, St is used to change both Bf,t+1 and Bf,t into the home currency.
11 See Smets and Wouters (2003, p. 1128) for the consideration of the (real) terms containing capital stocks and depreciation rates.
12Or, Ψ(1) = 0; see Christiano et al. (2005).
13Alternatively, these discount factors can also be considered as prices of one (home and foreign) asset paid by the domestic consumer

(owner of assets) at time t+ 1.
14 See Section 7 in this paper for an exact definition of the stochastic effective interest rate r̂∗t,t+1.
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expenditure on consumption can be written as:

PC
t Ct ≡

Z 1

0

Z 1

0

PCT
h,t (z, i)C

T
h,t (z, i) dzdi+

Z 1

0

Z 1

0

PCN
h,t (z, i)C

N
h,t (z, i) dzdi+

Z 1

0

Z 1

0

PCT
f,t (z, i)C

T
f,t (z, i) dzdi, (8)

where PCT
h,t (z, i) , P

CN
h,t (z, i) and P

CT
f,t (z, i) are the prices of the home produced tradable and non-tradable consump-

tion goods and foreign produced tradable consumption goods purchased by domestic household i, which consumes
domestically produced and imported goods z at quantities CT

h,t(z, i), C
N
h,t(z, i) and CT

f,t (z, i), respectively. Con-
sumer prices are assumed to be expressed in the home currency (‘pricing to market’ or LCP with zero (exchange
rate) pass-through as opposed to PCP with perfect (exchange rate) pass-through). As suggested by Dixit and
Stiglitz (1977), these consumption quantities can be aggregated through CES (constant elasticity of substitution)
aggregators over a continuum [0, 1] of differentiated goods:

Cl
k,t(i) ≡

⎛⎝Z 1

0

Cl
k,t(z, i)

θ
(i)
Cl
−1

θ
(i)
Cl dz

⎞⎠
θ
(i)
Cl

θ
(i)
Cl
−1

for (k, l) = (h, T ), (h,N) and (f, T ), (9)

with household i’s intratemporal elasticity of substitution between two different goods given by θ(i)Cl > 1.
15

Consumer i takes the differentiated consumption goods prices as given and minimizes purchases of differentiated
goods Cl

k,t(z, i) over [0, 1] for each consumption category (k, l); the solutions to this minimization of total expenditure
costs (8) subject to (9) are provided by the minimands:

arg min
{Cl

k,t(z,i)}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Z 1

0

PCl
k,t(z)C

l
k,t(z, i)dz + λClk,t(i)

⎛⎜⎜⎜⎜⎝Cl
k,t(i)−

⎛⎜⎝Z 1

0

Cl
k,t(z, i)

θ
(i)
Cl
−1

θ
(i)
Cl dz

⎞⎟⎠
θ
(i)
Cl

θ
(i)
Cl
−1

⎞⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ , (10)

where the Lagrange multiplier λClk,t(i) is household i’s cost-minimizing (shadow) price of one unit of consumption
goods in each particular category (k, l). Solving for the Lagrange parameters, we obtain consumer i’s aggregate
consumption price index for each consumption category (k, l) expressed in domestic currency:

λClk,t(i) = PCl
k,t(i) =

µZ 1

0

(PCl
k,t(z, i))

1−θ(i)Cldz

¶ 1

1−θ(i)
Cl for (k, l) = {(h, T ), (h,N), (f, T )}. (11)

Hence, household i’s expenditure minimizing demands for each differentiated good z and each consumption
category (k, l) are:

Cl
k,t(z, i) =

Ã
PCl
k,t(z)

PCl
k,t(i)

!−θ(i)Cl
⎛⎜⎜⎜⎜⎝
⎛⎜⎝Z 1

0

Cl
k,t(z, i)

θ
(i)
Cl
−1

θ
(i)
Cl dz

⎞⎟⎠
θ
(i)
Cl

θ
(i)
Cl
−1

⎞⎟⎟⎟⎟⎠ =

Ã
PCl
k,t(z)

PCl
k,t(i)

!−θ(i)Cl
Cl
k,t(i) (12)

for i, z ∈ [0, 1] and (k, l) = (h, T ), (h,N) and (f, T ).
Defining household i’s aggregate consumption basket (index) of tradable and non-tradable goods as a nested

CES specification (Dixit-Stiglitz aggregator of indices of traded and non-traded goods):

Ct(i) ≡

⎡⎣³α(i)CT´ 1

η
(i)
CT
¡
CT
t (i)

¢ η(i)CT−1
η
(i)
CT +

³
1− α

(i)
CT

´ 1

η
(i)
CT

¡
CN
h,t(i)

¢ η(i)CT−1
η
(i)
CT

⎤⎦
η
(i)
CT

η
(i)
CT
−1

, (13)

where CT
t (i) is household i’s aggregate consumption basket of tradable domestic and imported goods bundles,

defined as CT
t (i) ≡

⎡⎣³α(i)Ch´ 1

η
(i)
Ch

³
CT
h,t(i)

´ η
(i)
Ch
−1

η
(i)
Ch +

³
1− α

(i)
Ch

´ 1

η
(i)
Ch

³
CT
f,t(i)

´ η
(i)
Ch
−1

η
(i)
Ch

⎤⎦
η
(i)
Ch

η
(i)
Ch
−1

, with η
(i)
CT and η

(i)
Ch being

15The elasticity of substitution is larger than one to ensure that firms’ markup factors are always positive.
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domestic consumer i’s intratemporal elasticities of substitution between (the bundle of) tradable consumption
goods and (the bundle of) domestic non-tradable consumption goods, and between domestic and imported tradable
consumption goods, respectively (η(i)Ch > η

(i)
CT > 0 ); α(i)CT and α

(i)
Ch are domestic consumer i

0s shares of tradable
goods in her total domestic consumption and of domestically produced tradable goods in her total domestic tradable
goods consumption, respectively.16

By using the definition of household i’s total domestic consumption (13), we get the aggregate demand relation-
ships of the optimal intratemporal consumption allocations (12):

CT
h,t(i) = α

(i)
Ch

Ã
PCT
h,t (i)

PCT
t (i)

!−η(i)Ch
CT
t (i) , CT

f,t(i) =
³
1− α

(i)
Ch

´ÃPCT
f,t (i)

PCT
t (i)

!−η(i)Ch
CT
t (i),

CN
h,t(i) =

³
1− α

(i)
CT

´ÃPCN
h,t (i)

PC
t (i)

!−η(i)CT
Ct(i) and CT

t (i) = α
(i)
CT

µ
PCT
t (i)

PC
t (i)

¶−η(i)CT
Ct(i), (14)

where PC
t (i) is household i’s aggregate consumption price index and PCT

t (i) (PCN
t (i)) is household i’s aggregate

consumption price index of tradable (non-tradable) goods. These price indices can be directly derived by minimizing
the cost of purchasing one unit of the aggregate nested consumption bundle by household i and are dual equations
to CES specifications (13):

PC
t (i) =

∙
α
(i)
CT

¡
PCT
t (i)

¢1−η(i)CT + ³1− α
(i)
CT

´ ¡
PCN
h,t (i)

¢1−η(i)CT ¸ 1

1−η(i)
CT and (15)

PCT
t (i) =

∙
α
(i)
Ch

¡
PCT
h,t (i)

¢1−η(i)Ch + ³1− α
(i)
Ch

´ ¡
PCT
f,t (i)

¢1−η(i)Ch¸ 1

1−η(i)
Ch . (16)

2.2 Domestic households’ investment supplies

Similarly to (8) for the total domestic households’ consumption, the total domestic households’ expenditure on
investment can be written as:

P I
t It ≡

Z 1

0

Z 1

0

P IT
h,t (z, i) I

T
h,t (z, i) dzdi+

Z 1

0

Z 1

0

P IN
h,t (z, i) I

N
h,t (z, i) dzdi+

Z 1

0

Z 1

0

P IT
f,t (z, i) I

T
f,t (z, i) dzdi, (17)

where ITh,t(z, i), I
N
h,t(z, i) and I

T
f,t (z, i), and corresponding prices P

IT
h,t (z, i) , P

IN
h,t (z, i) and P

IT
f,t (z, i) are the quanti-

ties and prices of the home produced tradable and non-tradable investment goods, and tradable foreign investment
goods purchased by domestic household i, respectively.
Considering CES aggregators for individual investment quantities as for consumption quantities in (9) as con-

straints, the solutions of minimizing (17) over the interval [0, 1], with household i’s intratemporal elasticity of
substitution between two different investment goods given by θ(i)Il > 1, involve Lagrange multipliers λIlk,t(i) (similar
to (11)).
Defining consumer i’s aggregate investment basket of tradable and non-tradable investment goods similarly to

(13) as:

It(i) ≡

⎡⎣³α(i)IT´ 1

η
(i)
IT
¡
ITt (i)

¢ η(i)IT−1
η
(i)
IT +

³
1− α

(i)
IT

´ 1

η
(i)
IT

¡
INh,t(i)

¢ η(i)IT−1
η
(i)
IT

⎤⎦
η
(i)
IT

η
(i)
IT
−1

, (18)

with household i’s aggregate investment basket of tradable domestic and imported investment goods bundles,

ITt (i) ≡

⎡⎣³α(i)Ih´ 1

η
(i)
Ih

³
ITh,t(i)

´ η
(i)
Ih
−1

η
(i)
Ih +

³
1− α

(i)
Ih

´ 1

η
(i)
Ih

³
ITf,t(i)

´ η
(i)
Ih
−1

η
(i)
Ih

⎤⎦
η
(i)
Ih

η
(i)
Ih
−1

, with η
(i)
IT and η

(i)
Ih being consumer i’s

intratemporal elasticities of substitution between tradable and non-tradable investment goods, and between domestic
and imported tradable investment goods, respectively (η(i)Ih > η

(i)
IT > 0 ); α(i)IT and α

(i)
Ih are domestic consumer i’s

16Hence, α(i)CT is household i’s tradable goods bias in its total consumption, whereas α(i)Ch is its home bias in tradable consumption.
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shares of tradable goods in her total domestic investment and of domestically produced tradable goods in her total
domestic tradable goods investment, respectively.17

Proceeding in a way similar to the previous subsection, the aggregate optimal intratemporal investment demands
are:

ITh,t(i) = α
(i)
Ih

Ã
P IT
h,t (i)

P IT
t (i)

!−η(i)Ih
ITt (i) , ITf,t(i) =

³
1− α

(i)
Ih

´ÃP IT
f,t (i)

P IT
t (i)

!−η(i)Ih
ITt (i),

INh,t(i) =
³
1− α

(i)
IT

´ÃP IN
h,t (i)

P I
t (i)

!−η(i)IT
It(i) and ITt (i) = α

(i)
IT

µ
P IT
t (i)

P I
t (i)

¶−η(i)IT
It(i), (19)

where P I
t (i) is household i’s aggregate investment price index and P IT

t (i) (P IN
t (i)) is household i’s aggregate

investment price index of tradable (non-tradable) goods. These price indices can be directly derived by minimizing
the cost of purchasing one unit of the investment bundle It(i) by household i as (these are the dual equations to
the CES definitions (18)):

P I
t (i) =

∙
α
(i)
IT

¡
P IT
t (i)

¢1−η(i)IT + ³1− α
(i)
IT

´ ¡
P IN
h,t (i)

¢1−η(i)IT ¸ 1

1−η(i)
IT and (20)

P IT
t (i) =

∙
α
(i)
Ih

¡
P IT
h,t (i)

¢1−η(i)Ih + ³1− α
(i)
Ih

´ ¡
P IT
f,t (i)

¢1−η(i)Ih ¸ 1

1−η(i)
Ih . (21)

The foreign consumers solve similar consumption and investment problems as the domestic consumers do. These
problems are developed in detail in Appendices A.1 and A.2, respectively.

3 Domestic government
The expenditure of the domestic government usually comprises public consumption and public investment goods.
According to the literature about DSGE models, the government only purchases consumption goods (see e.g. Smets
and Wouters (2003)). Following Leith and Malley (2003), the domestic government considers the same differentiated
consumption goods prices as the domestic private consumers do. Hence, it minimizes for each consumption category
(k, l) purchases Gl

k,t(z) of a differentiated good at a price P
Cl
k,t(z) over the interval [0, 1]. The solution to this total

budget minimization subject to a CES aggregator similar to (9) results in minimands and Lagrange multipliers
similar to (10) and (11), respectively. Thus, we get for z ∈ [0, 1] (in the sense of (12)):

Gl
k,t(z) =

Ã
PCl
k,t(z)

PCl
k,t(G)

!−θ(G)Cl

Gl
k,t for (k, l) = (h, T ), (h,N) and (f, T ) (22)

with θ
(g)
Cl > 1 the relevant elasticity of substitution and

PCl
k,t(G) =

µZ 1

0

(PCl
k,t(z,G))

1−θ(G)Cl dz

¶ 1

1−θ(G)
Cl (23)

the domestic government consumption price index.
In order to get the domestic government’s aggregate demand, we propose CES aggregators, similar to equations

(13) with η
(G)
CT and η

(G)
Ch and α

(G)
CT and α

(G)
Ch having similar interpretations as in Subsection 2.1; hence, the domestic

government demand is:

Gt ≡

⎡⎣³α(G)CT

´ 1

η
(G)
CT

¡
GT
t

¢ η(G)CT
−1

η
(G)
CT +

³
1− α

(G)
CT

´ 1

η
(G)
CT

¡
GN
h,t

¢ η(G)CT
−1

η
(G)
CT

⎤⎦
η
(G)
CT

η
(G)
CT
−1

, (24)

17Parallel to the previous footnote, α(i)IT is household i’s tradable goods bias in its total investment, whereas α(i)Ih is its home bias in
tradable investment.
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where GT
t is the aggregate domestic government demand of tradable home and imported goods bundles, defined as

GT
t ≡

⎡⎣³α(G)Ch

´ 1

η
(G)
Ch

³
GT
h,t

´ η
(G)
Ch
−1

η
(G)
Ch +

³
1− α

(G)
Ch

´ 1

η
(G)
Ch

³
GT
f,t

´ η
(G)
Ch
−1

η
(G)
Ch

⎤⎦
η
(G)
Ch

η
(G)
Ch
−1

.

Similarly to (14), the optimal demand equations for domestic government expenditure are:

GT
h,t = α

(G)
Ch

Ã
PCT
h,t (G)

PCT
t (G)

!−η(G)Ch

GT
t , GT

f,t =
³
1− α

(G)
Ch

´ÃPCT
f,t (G)

PCT
t (G)

!−η(G)Ch

GT
t ,

GN
h,t =

³
1− α

(G)
CT

´ÃPCN
h,t (G)

PC
t (G)

!−η(G)CT

Gt and GT
t = α

(G)
CT

µ
PCT
t (G)

PC
t (G)

¶−η(G)CT

Gt, (25)

where PC
t (G) is the domestic government’s aggregate consumption price index and PCT

t (G) (PCN
t (G)) is the

domestic government’s aggregate consumption price index of tradable (non-tradable) goods, derived as:

PC
t (G) =

∙
α
(g)
CT

¡
PCT
t (G)

¢1−η(g)CT +
³
1− α

(g)
CT

´ ¡
PCN
h,t (G)

¢1−η(g)CT

¸ 1

1−η(g)
CT and (26)

PCT
t (G) =

∙
α
(g)
Ch

¡
PCT
h,t (G)

¢1−η(g)Ch +
³
1− α

(g)
Ch

´ ¡
PCT
f,t (G)

¢1−η(g)Ch

¸ 1

1−η(g)
Ch . (27)

The domestic government is confronted with the government budget constraint (GBC), i.e. the total amount
of taxes plus the net variation of the outstanding debt must equalize the total purchases in any period t, which is
implied by (24) and (26). Formally, the GBC is given by:

τwt

⎡⎣ X
m=FT,FN,V T,V N

Z 1

0

Wm
t (i)L

m
t (i)di

⎤⎦+ τkt

⎡⎣ X
m=FT,FN,V T,V N

Z 1

0

Rm
t (i)Km

t (i)di

⎤⎦
+

Z 1

0

[Mt+1(i)−Mt(i)] di+Qh,t,t+1

Z 1

0

Bh,t+1(i)di−
Z 1

0

Bh,t(i)di

+Q̂∗h,t,t+1

Z 1

0

B∗h,t+1(i)di−
Z 1

0

B∗h,t(i)di ≥
Z 1

0

Tt(i)di+ PC
t (G)Gt. (28)

Equation (28) includes on the left hand side labor and capital tax revenues, money creation and net domestic
and foreign borrowing, while on the right hand side outlays of government revenues (transfers and goods purchases)
are considered.
Similarly, the foreign government has a set of demands, which are considered in Appendix A.3, leading to a

foreign GBC similar to (28).

4 Firms
Following Galí and Monacelli (2002), Smets and Wouters (2003), Choi and Jung (2003), Jung (2004) and Lindé et
al. (2004), it is assumed that suppliers of inputs are price setters under profit maximization and demanders for
inputs are price takers under cost minimization. All goods markets are characterized by monopolistic competition
and profit maximization in the output markets. An alternative interpretation is that the firms’ problem in open
economies can be disentangled in two stages: one for final goods (being consumption and investment goods) and
one for intermediate goods. The inspiration for an intermediate goods versus final goods situation can be found in
Clarida et al. (2002), Smets and Wouters (2003) and Plasmans et al. (2004).18 We assume that intermediate and
final goods and tradable and non-tradable goods are produced in a sectoral framework.
Home goods are assumed to be produced in each sector by a continuum of monopolistically competitive firms,

indexed by j ∈ [0, 1], while imported final and intermediate goods are bought (at marginal cost) in the foreign
market by importing firms in import sectors MF and MV , respectively, and are repacked or rebranded and sold in

18Non-tradable intermediate goods include intermediate goods which are relatively too expensive to be transported, e.g. sand, water,
various kinds of services.
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the domestic market, also under monopolistic competition. Hence, firms in the monopolistically competitive import
goods sectors turn the foreign goods, bought at their given world price marginal cost, into differentiated final and
intermediate import goods.
Each domestic firm j is assumed to produce one differentiated final or intermediate good which can be either

tradable or non-tradable. Six main sectors are distinguished: 1. the tradable final goods (FT ) sector; 2. the non-
tradable final goods (FN) sector; 3. the tradable intermediate goods (V T ) sector; 4. the non-tradable intermediate
goods (V N) sector; 5. the sector of imported (tradable) final goods (MF ) and 6. the sector of imported (tradable)
intermediate goods (MV ). The latter two sectors are characterized by firms that import, repack or rebrand the
imported good, adapting it for the home market.
In the final goods production sectors m = FT, FN , we assume variable returns to scale and a nested CES

production technology with labor, Lmt (j), capital services, Zm
t (i)K

m
t (j), and intermediate goods, V

m
t (j), as inputs

and symmetric production function parameters for all firms within the same sector:19

Y m
t (j) ≡ (Ωm,tZ

m
t (j))

m ≡

⎧⎨⎩Ωm,t

"
υ

1
γm

Lm (L
m
t (j))

γm−1
γm + υ

1
γm

Km (Zm
t Km

t (j))
γm−1
γm

+(1− υKm − υLm)
1
γm (V m

t (j))
γm−1
γm

# γm
γm−1

⎫⎬⎭
m

, (29)

where

Km
t (j) ≡

∙
κ

1
m
m1

³
KT,m
h,t (j)

´ m−1
m
+ κ

1
m
m2

³
KN,m
h,t (j)

´ m−1
m
+ (1− κm1 − κm2)

1
m

³
KT,m
f,t (j)

´ m−1
m

¸ m
m−1

(30)

and

V m
t (j) ≡

∙
ν

1
χm
m1

³
V T,m
h,t (j)

´χm−1
χm

+ ν
1
χm
m2

³
V N,m
h,t (j)

´χm−1
χm

+ (1− νm1 − νm2)
1
χm

³
V T,m
f,t (j)

´χm−1
χm

¸ χm
χm−1

, (31)

for j ∈ [0, 1], where γm, m and χm are the (home country) intratemporal elasticities of substitution between the
final goods inputs, different capital goods inputs and different intermediate goods inputs, respectively.
In (29-31), υLm and υKm are the shares of labor and capital stock inputs in total input, κm1 and κm2 are the

shares of domestically produced tradable and non-tradable capital stocks in total capital stock input of a domestic
firm, while νm1 and νm2 are the shares of domestically produced tradable and non-tradable intermediate goods in
total intermediate goods input of that firm in sector m; Ωm,t is a domestic technology shock in period t, which,
according to learning characteristics, is assumed to satisfy an AR(1) process: lnΩm,t ≡ ωm,t = ρm,ωωm,t−1+ ξm,ω,t

with −1 < ρm,ω < 1 and ξm,ω,t an independently and identically distributed (iid) error term; in addition, m is
the returns to scale parameter of the production function in sector m in the home country.
Moreover, the aggregate quantities Lmt (j), K

T,m
h,t (j), K

N,m
h,t (j), K

T,m
f,t (j), V

T,m
h,t (j), V N,m

h,t (j) and V T,m
f,t (j) are

defined, using appropriate Dixit-Stiglitz CES aggregators similar to (9), as bundles over all labor, capital stock and
intermediate goods types (varieties), respectively:

Lmt (j) ≡

⎛⎜⎝Z 1

0

Lmt (j, i)

(j)
Lm
−1

(j)
Lm di

⎞⎟⎠
(j)
Lm

(j)
Lm
−1

, Kl,m
k,t (j) ≡

⎛⎜⎝Z 1

0

Kl,m
k,t (j, z)

(j)
Kl,m

−1

(j)
Km dz

⎞⎟⎠
(j)
Kl,m

(j)
Kl,m

−1

(32)

and

V l,m
k,t (j) ≡

⎛⎜⎝Z 1

0

V l,m
k,t (j, z)

(j)
V l,m

−1

(j)
V l,m dz

⎞⎟⎠
(j)
V l,m

(j)
V l,m

−1

for (k, l) = (h, T ), (h,N) and (f, T ), (33)

where for any category of final goods, m = FT, FN , (j)
Lm,

(j)
Kl,m and (j)

V l,m are the intratemporal elasticities of
substitution, which should be larger than one to assure positive markups, Lmt (j, i) is company j’s demand for the
labor supplied by household i at period t, Kl,m

k,t (j, z) is company j’s demand for capital stock produced by company

19Notice that this assumed symmetry of production function parameters (for firms within the same sector) is similar to the usually
assumed symmetry of preferential parameters in the household’s optimization problem (cf. ultra).
Moreover, it is noted that the rate of utilization Zmt is not a firm j’s choice variable so that it is independent of j.
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z in regime (k, l) at time t or before and V l,m
k,t (j, z) is company j’s demand for intermediate goods produced by

company z in regime (k, l) at period t.
Intermediate good firms in production sectors m = V T, V N combine capital stock and labor according to

the production function with symmetric parameters for all firms within the same sector:

Y m
t (j) ≡ (Ωm,tZ

m
t (j))

m =

(
Ωm,t

∙
ν

1
γm

Lm (L
m
t (j))

γm−1
γm + (1− νLm)

1
γm (Km

t (j))
γm−1
γm

¸ γm
γm−1

) m

, (34)

where γm is the intratemporal elasticity of substitution between capital and labor and where L
m
t (j) and K

m
t (j) are

defined as in (32) and (30), respectively, with m being the returns to scale parameter in the production function
for intermediate goods in sector m.
For simplicity, we assume no explicit production function for importers of final and intermediate goods because

they are assumed to only rebrand and repack the same goods.

5 Optimization

5.1 The domestic households’ optimization

Plugging household i’s aggregate consumption demand functions (14) into its CBC (7), the constrained maximization
of domestic household i’s expected utility (1) leads to an Euler equation for consumption that is unsolvable.20

Therefore, following, e.g. Ambler et al. (2004), we specify household i’s period utility function in (1) as:21

U1 (Ct(i), Ct−1(i))− U2(Lt(i)) + U3(
Mt+1(i)

PC
t (i)

) =
1

1− σ

µ
Ct(i)

(Ct−1(i))
κ

¶1−σ
− (Lt(i))

1+φ

1 + φ
+ χM

³
Mt+1(i)

PC
t (i)

´1− 1
χ³

1− 1
χ

´ , (35)

where σ > 0 is a parameter of constant relative risk aversion of domestic households in the home country being
equal to the inverse of the intertemporal elasticity of substitution in consumption, κ is the home consumers’ habit
persistence parameter,22 and φ is the elasticity of the willingness to work,23 Mt+1(i)

PC
t (i)

is household i’s real money

balances at the beginning of period t + 1, χM is a preferential constant for (real) money balances and χ is the
elasticity of substitution of real money balances in the home country.
We maximize the expected discounted sum of household i’s utility flows (35) subject to its CBC (7) and the law of

motion (6) of its sectoral capital. In the domestic CBC we used definition (5) for consumer i’s aggregate investment
supply and expression (3) for consumer i’s gross nominal labor income. The resulting first order conditions (FOCs)
for Ct(i), Lmt (i), I

m
t (i), Bh,t+1(i), Bf,t+1(i), Mt+1(i), Km

t+1(i) and Zm
t+1(i) for m = FT, FN, V T, V N are derived

20Beyer and Farmer (2004) discuss the general lack of identification in linear rational expectations models and apply this to NK
models.
21This is a Constant Rate of Risk Aversion (CRRA) utility function that allows for habit formation as in Kozicki and Tinsley (2002).

Moreover, notice that following the international literature about DSGE models, we assume that the parameters in this utility function
are equal over consumers.
22 Instead of using an ad hoc rule of thumb as e.g. in Amato and Laubach (2003 and 2004), we propose a completely microfounded

aggregate demand equation, based on the hypothesis of habit formation. Recent micro-level studies report mixed evidence of the
impact of habit formation in consumption (see Ravina (2005)), while studies conducted with aggregate data find substantial evidence,
e.g. Christiano et al. (2005) emphasize the role of habit persistence in the explanation of the hump-shaped behavior of aggregate
consumption in response to a monetary policy shock. Notice that habit formation in consumption vanishes and consumption is as the
usual CRRA ulitily if κ = 0.
23Which under perfect competition might be measured by the elasticity of labor supply w.r.t. the real wage.
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in Appendix B as follows:24

Γt(i) =
UCt(i)

PC
t (i)

=
(Ct(i))

−σ

PC
t (i) (Ct−1(i))

κ(1−σ) −Et

"
βκ

(Ct+1(i))
1−σ

PC
t (i) (Ct(i))

[κ(1−σ)+1]

#
, (36)

Lm

Lm − 1
(Lt(i))

φ
= Γt(i) (1− τwt )W

m
t (i), (37)

P I
t (i)Γt(i)-Qm

t (i)Γt(i)

∙
1-Υ(.)-Υ0(.)

Imt (i)

Imt−1(i)

¸
= βEt

"
Qm
t+1(i)Γt+1(i)

"
Υ0(.)

¡
Imt+1(i)

¢2
(Imt (i))

2

##
, (38)

Et [Γt(i)Qh,t,t+1 − βΓt+1(i)] = 0, (39)

Et

h
Γt(i)Q̂f,t,t+1St − βΓt+1(i)St+1

i
= 0, (40)

χM
1

PC
t (i)

∙
Mt+1(i)

PC
t (i)

¸− 1
χ

= −Γt(i) + βEt [Γt+1(i)] , (41)

Qm
t (i)Γt(i) = βEt

£
Γt+1(i)

¡
(1-dmt+1(i))Qm

t+1(i) + (1-τ
k
t+1)R

m
t+1(i)Zm

t+1(i)-P
I
t+1(i)Ψ

¡
Zm
t+1(i)

¢¢¤
, (42)

(1− τkt+1)R
m
t+1(i) = P I

t+1(i)Ψ
0 ¡Zm

t+1(i)
¢
, (43)

where the Lagrange multipliers Γt(i) andQm
t (i)Γt(i) form = FT, FN, V T, V N, are the marginal utility of household

i’s wealth and sector m’s shadow prices of physical capital installed, respectively. Moreover, Lm > 1 is the in-
tratemporal elasticity of substitution for different types of labor demanded by firms in sectorm = FT,FN, V T, V N .
Equation (36) implies that the marginal utility of a particular household’s consumption good equals the marginal
utility of its wealth. Equation (37) relates the household i’s marginal utility of leisure to its marginal utility of the
nominal wage in every sector. Equation (38) refers to household i’s investment decisions in sector m, which depend
on the adjustment costs of investment growth in present and future periods; equations (39) and (40) refer to the
household i’s intertemporal decision involving the allocation of home and foreign financial assets and equation (41)
is the optimal real money balances demand. Equation (42) states that the value of installed capital depends on its
expected future value net of the depreciation rate and the expected rental rate multiplied by the utilization rate of
capital. Finally, equation (43) equalizes the marginal adjustment cost of the utilization of capital to the (after tax)
rental rate of capital.25

Combining FOCs (36) and (39), we may obtain a stochastic consumption Euler equation, which we may also
derive by appropriate log-linearization. The complete log-linearization of FOCs (36) - (43) is worked out in Appendix
D.
Each foreign consumer solves a similar problem as presented above, with the only difference providing an asterisk

for the variables to denote foreign variables; foreign consumers must satisfy a set of FOCs analogous to (36 - 43).

5.2 The domestic firms’ optimization: optimal demands for inputs

5.2.1 Final goods producers’ input demands

Since demanders for inputs are price takers under minimization of costs, defined as TCm
t (j) ≡ Wm

t (j)L
m
t (j)

+Rm
t (j)Zm

t Km
t (j)+ PV,m

t (j)V m
t (j), company j’s derived demands for labor, capital stock and intermediate goods,

given production function (29) subject to (30) and (31), satisfy (see Appendix E):

Lmt (j) = υLm

Ã
Wm

t (j)

PZ,m
t (j)

!−γm
[Y m
t (j)]

1
m

Ωm,t
, (44)

Km
t (j) = υKm

Ã
Zm
t Rm

t (j)

PZ,m
t (j)

!−γm
[Y m
t (j)]

1
m

Ωm,t
and (45)

V m
t (j) = (1− υLm − υKm)

Ã
PV,m
t (j)

PZ,m
t (j)

!−γm
[Y m
t (j)]

1
m

Ωm,t
, (46)

24Any consumer can own homogeneous capital and can rent it out to firms in domestic industries. Capital services can be increased
either by new capital or by augmenting the utilization rate of existing capital.
25 In the interpretation of Smets and Wouters (2003) for instance, a higher rental rate of capital induces a higher utilization rate of it

up to the point where the extra gains equalize the extra input costs.
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where price function PZ,m
t (j), dual to production function (29), satisfies for final goods sector m = FT, FN at

period t:

PZ,m
t (j) =

∙
υLm (W

m
t (j))

1−γm + υKm (Zm
t Rm

t (j))
1−γm + (1− υLm − υKm)

³
PV,m
t (j)

´1−γm¸ 1
1−γm

(47)

and Wm
t (j) is the wage per unit of labor paid by company j and derived as equation (102) in Appendix B.2

as an intermediary step for deriving FOC (37). Similarly, the rental rate of one unit of capital stock for firm
j, used as a measure for the user cost of one unit of capital stock demanded by firm j, is derived as Rm

t (j) =³R 1
0
Rm
t (j, i)

1− (j)
Kmdi

´ 1

1− (j)
Km and, finally, PV,m

t (j) is the intermediate good unit price for firm j. Both prices are

derived as dual functions of the CES aggregators (30) and (31):

Rm
t (j) =

∙
κm1

³
RT,m
h,t (j)

´1− m

+ κm2

³
RN,m
h,t (j)

´1− m

+ (1− κm1 − κm2)
³
RT,m
f,t (j))

´1− m
¸ 1
1− m

and

PV,m
t (j) =

∙
νm1

³
PV T,m
h,t (j)

´1−χm
+ νm2

³
PV N,m
h,t (j)

´1−χm
+ (1− νm1 − νm2)

³
PV T,m
f,t (j)

´1−χm¸ 1
1−χm

. (48)

From (30) and (31), the company j’s optimal aggregate demands for tradable and non-tradable domestic capital
and intermediate goods and imported foreign capital and intermediate goods are:

Kl,m
k,t (j) = κm,kl

Ã
Rl,m
k,t (j)

Rm
t (j)

!− m

Km
t (j) and V l,m

k,t (j) = νm,kl

Ã
PV l,m
k,t (j)

PV,m
t (j)

!−χm
V m
t (j) (49)

for (k, l) = (h, T ), (h,N) and (f, T ), and where κm,kl(νm,kl) ≡ κm1(νm1), κm2(νm2), (1− κm1 − κm2) [(1− νm1 − νm2)],
respectively. The corresponding cost-minimizing demands based on (32) and (33) for capital and intermediate goods
produced by firm z are given by (similar to (12)):

Kl,m
k,t (j, z) =

Ã
Rl,m
k,t (z)

Rl,m
k,t (j)

!− (j)

Kl,m

Kl,m
k,t (j) and V l,m

k,t (j, z) =

Ã
PV l,m
k,t (z)

PV l,m
k,t (j)

!− (j)

V l,m

V l,m
k,t (j), (50)

where, e.g., PV l,m
k,t (z) is the price of the intermediate goods sold to sector m by a producer z in sector V l.

5.3 Intermediate goods producers’ input demands

From production function (34) the optimal demands for labor and capital stock inputs in the intermediate goods
producing sectors m = V T, V N are derived as (see also Appendix E):

Lmt (j) = νLm

Ã
Wm

t (j)

PZ,m
t (j)

!−γm
[Y m
t (j)]

1
m

Ωm,t
and (51)

Km
t (j) = (1− νLm)

Ã
Zm
t Rm

t (j)

PZ,m
t (j)

!−γm
[Y m
t (j)]

1
m

Ωm,t
, (52)

where PZ,m
t (j) is the aggregate input price derived as the dual price of the intermedate good production function

(34):

PZ,m
t (j) =

h
νLm (W

m
t (j))

1−γm + (1− νLm) (Zm
t Rm

t (j))
1−γm

i 1
1−γm . (53)

6 Equilibrium conditions
Since sectoral firms are able to exert monopolistic power, they are also able to charge different prices according to the
market they serve. First, domestic producers of tradable final goods sell their output to 5 domestic and to 5 foreign
markets (foreign market for domestic consumption and 4 domestic investment goods markets in foreign production
sectors). According to the destination of the tradable goods, we distinguish domestic markets of home tradable
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consumption and capital goods and foreign (wholesale) markets of home consumption and capital goods. The
capital (stock) goods are bought by a domestic sector m = FT, FN, V T, V N and by a foreign import sector. Since
each buyer of final goods is characterized by an appropriate demand function, the domestic producer of tradable
final goods may charge 10 monopolistic prices. We group these prices in the vector PFT

h,t (j) ≡ [PCT
h,t (j), P

CT,X
h,t (j),

P IT,FT
h,t (j), P IT,FN

h,t (j), P IT,V T
h,t (j), P IT,V N

h,t (j), P IT,X,FT∗
h,t (j), P IT,X,FN∗

h,t (j), P IT,X,V T∗
h,t (j), P IT,X,V N∗

h,t (j)]0, where

PCT,X
h,t (j) and P IT,X,m∗

h,t (j) are the export prices of domestic tradable consumption and investment goods (the latter
ones to each foreign import sector m), respectively. Second, a domestic producer of non-tradable final goods sells
her products only to domestic sectors m = FT, FN, V T, V N and to domestic consumers; hence, she is confronted
with 5 prices assembled in the vector PFN

h,t (j) ≡ [PCN
h,t (j), P

IN,FT
h,t (j), P IN,FN

h,t (j), P IN,V T
h,t (j), P IN,V N

h,t (j)]0. Third,
an intermediate tradable goods company sells its output to 4 markets (two domestic and two foreign final goods
markets (the latter ones via a foreign importer of intermediate goods)), charging the following set of prices PV T

h,t (j)

≡ [PV T,FT
h,t (j), PV T,FN

h,t (j), PV T,X,FT∗
h,t (j), PV T,X,FN∗

h,t (j)]0. Fourth, an intermediate non-tradable goods company

sells its output only to the two domestic final goods markets; thus, PV N
h,t (j) ≡ [P

V N,FT
h,t (j), PV N,FN

h,t (j)]0. Finally,

a firm in the domestic import sector of final tradable goods charges PMF
t (j) ≡ [PCT

f,t (j), P
IT,FT
f,t (j), P IT,FN

f,t (j),

P IT,V T
f,t (j), P IT,V N

f,t (j)] and a firm in the domestic import sector of intermediate tradable goods charges PMV
t (j) ≡

[PV T,FT
f,t (j), PV T,FN

f,t (j)].
Moreover, we require market clearing equilibrium conditions for all firms. The demand for the tradable final good

produced by company j is the sum of domestic and foreign consumption, investment and government demands for
this good. The demand for the non-tradable final good is equal to the sum of the domestic consumption, investment
and government demands for this good. The demand for the tradable intermediate good is the sum of the domestic
and foreign demands for this good in the domestic and foreign final goods sectors and the demand for the non-
tradable intermediate good is the sum of the domestic demands for this good in the domestic final goods production
sectors.
The domestic aggregate demand for tradable goods produced by domestic company j is the sum of con-

sumption, investment, government purchases and the respective exports, where these aggregate components are
CT
h,t(j) ≡

R 1
0
CT
h,t(j, i)di, I

T,m
h,t (j) ≡

R 1
0
IT,mh,t (j, i)di, G

T
h,t(j) ≡

R 1
0
GT
h,t(j, i)di, C

∗T
h,t(j) ≡

R 1
0
C∗Th,t(j, i)di, I

∗T,m
h,t (j) ≡R 1

0
I∗T,mh,t (j, i)di and G∗Th,t(j) ≡

R 1
0
G∗Th,t(j, i)di, where m = FT , FN , V T , V N . The non-tradable domestic aggregate

demand can be similarly derived. Hence, we can define the vector of relevant demands for the products of company
j in the domestic sector FT as DFT

h,t (j) ≡ [CT
h,t(j) + GT

h,t (j) , C
∗T
h,t(j) + G∗Th,t (j) , I

T,FT
h,t (j), IT,FNh,t (j), IT,V Th,t (j),

IT,V Nh,t (j), I∗T,FTh,t (j), I∗T,FNh,t (j), I∗T,V Th,t (j), I∗T,V Nh,t (j)]0. Analogously, DFN
h,t (j) ≡ [CN

h,t(j) + GN
h,t (j) , I

N,FT
h,t (j),

IN,FNh,t (j), IN,V Th,t (j), IN,V Nh,t (j)]0, DV T
h,t (j) ≡ [V

T,FT
h,t (j), V T,FN

h,t (j), V ∗T,FTh,t (j), V ∗T,FNh,t (j)]0, DV N
h,t (j) ≡ [V

N,FT
h,t (j),

V N,FN
h,t (j)]0, DMF

f,t (j) ≡ [CT
f,t(j) + GT

f,t (j) , I
T,FT
f,t (j), IT,FNf,t (j), IT,V Tf,t (j), IT,V Nf,t (j)]0 and DMV

f,t (j) ≡ [V T,FT
f,t (j),

V T,FN
f,t (j)]0, where, for example, V T,m

h,t (j) represents the (domestic) demand for tradable intermediate goods pro-
duced by company j demanded by firms in production sector m.
Consequently, the equilibrium or market clearing conditions can be written as (see also Natalucci and Ravenna

(2005)):26

Y FT
t (j) =

£
DFT
h,t (j)

¤0
ιFT , (54)

Y FN
t (j) =

£
DFN
h,t (j)

¤0
ιFN , (55)

Y V T
t (j) =

£
DV T
h,t (j)

¤0
ιV T , (56)

Y V N
t (j) =

£
DV N
h,t (j)

¤0
ιV N , (57)

YMF
t (j) =

£
DMF
f,t (j)

¤0
ιMF and (58)

YMV
t (j) =

£
DMV
f,t (j)

¤0
ιMV . (59)

where ιm is the unity vector containing an appropriate number of ones being equal to the number of markets
in sector m. Furthermore, we disaggregate the total output of company j in every domestic sector as YFT

t (j)

≡ [Y CT
t (j), Y CT,X

t (j), Y IT,FT
t (j), Y IT,FN

t (j), Y IT,V T
t (j), Y IT,V N

t (j), Y IT,X,FT∗
t (j), Y IT,X,FN∗

t (j), Y IT,X,V T∗
t (j),

Y IT,X,V N∗
t (j)]0, and, analogously, Y FN

t (j) ≡ [Y CN
t (j), Y IN,FT

t (j), Y IN,FN
t (j), Y IN,V T

t (j), Y IN,V N
t (j)]0; Y V T

t (j) ≡
26 Some authors assume that producers do not know beforehand whether their goods will be used as a final good or as an input in

production chain (see for example Leith and Malley (2002)). However, we follow the spirit of the General Equilibrium models à la
Debreu where market clearing is defined for each (sub)market.
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[Y V T,FT
t (j), Y V T,FN

t (j), Y V T,FT∗
t (j), Y V T,FN∗

t (j)]0, Y V N
t (j) ≡ [Y V N,FT

t (j), Y V N,FN
t (j)]0, YMF

t (j) ≡ [Y ∗CT,Xt (j),

Y ∗IT,FTt (j), Y ∗IT,FNt (j), Y ∗IT,V Tt (j), Y ∗IT,V Nt (j)]0 and YMV
t (j) ≡ [Y ∗V T,FTt (j), Y ∗V T,FNt (j)]0. In the equilibrium

we assume that YFT
t (j) = DFT

h,t (j), Y
FN
t (j) = DFN

h,t (j), Y
V T
t (j) = DV T

h,t (j), Y
V N
t (j) = DV N

h,t (j), Y
MF
t (j) =

DMF
h,t (j) and Y

MV
t (j) = DMV

h,t (j).
Analogous equilibrium conditions for the equality between foreign supplies and demands hold.

7 Net Foreign Assets
In Section 2 we introduced home and foreign stochastic discount factors and we linked them to rt,t+1 and r̂t,t+1,
respectively. In particular, the interest rate effectively paid by domestic consumers for foreign assets can be defined
as: h

Q̂f,t,t+1

i−1
≡ (1 + r̂∗t,t+1) = zt+1(.)(1 + r∗t,t+1), (60)

where the factor of proportionality zt+1(.) is a function which, according to Benigno (2001), depends on the real
holdings of the corresponding domestic consumer i’s foreign assets; this means that domestic households take this
function as given when deciding on the optimal position in foreign assets. Benigno (2001) notes that this function
is subject to the following two restrictions: Et [zt+1(0)] = 1 and takes the value 1 only if Bf,t+1(i) = 0. Moreover,
zt+1(.) is a differentiable, decreasing function in the neighborhood of zero. Benigno (2001, p. 5) argues that function
zt+1(.) can be described in two ways. First, it captures the (intermediation) costs, for the domestic households
of undertaking positions in the international bonds (assets) market. As borrowers, they will be charged a (risk)
premium on the foreign interest rate; as lenders, they will receive a remuneration lower than the foreign interest
rate. Second, an alternative way to describe this cost is to assume the existence of intermediaries in the foreign
bonds (assets) market (which are owned by the foreign households), who can borrow from and lend to foreign
households at rate 1 + r∗t,t+1, but can borrow from and lend to domestic households at rate zt+1(.)(1 + r∗t,t+1).

27

There are many functions zt(.) that satisfy the above requirements. In the spirit of Ambler et al. (2003, 2004),
household i’s risk premium depends on its real foreign assets position as follows:28

zt(.) ≡ exp
µ
vt

∙
exp

µ
S̄B̄f (i)

P̄ (i)
− St−1Bf,t(i)

Pt(i)

¶
− 1
¸¶

, (61)

where Pt(i) is consumer i’s price index similarly derived as (15) and (20) and which is a CES aggregator of
consumption and investment goods prices:29

Pt(i) =

∙
α
(i)
C

¡
PC
t (i)

¢1−η(i)C +
³
1− α

(i)
C

´ ¡
P I
t (i)

¢1−η(i)C ¸ 1

1−η(i)
C , (62)

St−1Bf,t(i) is household i’s nominal foreign assets position at the beginning of period t with S̄B̄f (i) being its
steady-state value and vt is an iid process centered in a certain parameter value δ. Therefore, once we allow either
for perfect capital mobility or for a foreign assets position equal to zero, the familiar uncovered interest rate parity
(UIP) hypothesis holds with purely temporary deviations. Notice that the implied arbitrage condition is operating
for the returns of all foreign assets. In particular, substituting Γt(i) in (40) by its value from (39) and dividing both
sides by βΓt+1(i), we obtain the UIP hypothesis between both countries, taking account of equation (60):

Et [St+1]

St
= Et

"
Q̂f,t,t+1

Qh,t,t+1

#
= Et

"£
zt+1(.)(1 + r∗t,t+1)

¤−1
(1 + rt,t+1)−1

#
. (63)

27The property that in (60) only the factor of proportionality zt+1(.) (and not r̂∗t,t+1) is consumer i-dependent is argued from this
interpretation.
28Two alternative formulations of zt(.) can be found in Schmitt-Grohé and Uribe (2003) and Malik (2005) on the one side and Erceg

et al. (2005) on the other side.
29The aggretate price is the Lagrange multiplier from the total expenditure minimization (sum of consump-

tion and investment) given that consumer i purchases a consumption-investment bundle. The problem is to

min
{Ct(i),It(i)}

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
PC
t (i)Ct(i) + P I

t (i)It(i) s.t.

⎡⎢⎣ α
(i)
C

η
(i)
C
−1

η
(i)
C Ct(i) + 1− α

(i)
C

η
(i)
C
−1

η
(i)
C It(i)

⎤⎥⎦
η
(i)
C

η
(i)
C
−1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
, where η

(i)
C is consumer i’s elas-

ticity of substitution between aggregate consumption and investment goods, while α
(i)
C is consumer i’s weight of consumption in

terms of the consumption and investment bundles (in other words, α(i)C is the consumption bias in consumer i’s aggregate final goods
expenditures). Hence, price function (62) is the dual function of this CES consumption-investment bundle.
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To relate the current account balance to the trade balance, we assume that the home government follows a
balanced budget policy so that we can replace the equilibrium GBC from (28) into the active consumers’ CBC from
(7). The aggregate active CBC over all domestic consumers can be written as:30

1Z
0

PC
t (i)Ct(i)di+

1Z
0

P I
t (i)It(i)di+

1Z
0

h
Qh,t,t+1Bh,t+1(i)di+ StQ̂f,t,t+1Bf,t+1(i)

i
di+

1Z
0

Mt+1(i)di

+

1Z
0

P I
t (i)

" P
m=FT,FN,V T,V N

Ψ(Zm
t (i))K

m
t (i)

#
di− (1− τwt )

1Z
0

Wt(i)Lt(i)di−
1Z
0

Tt(i)di

−
¡
1− τkt

¢ 1Z
0

" P
m=FT,FN,V T,V N

Rm
t (i)Km

t (i)

#
di−

1Z
0

Bh,t(i)di− St

1Z
0

Bf,t(i)di−
1Z
0

Mt(i)di−
1Z
0

Bt(i)di = 0, (64)

so that subtracting the balanced budget (binding) version of GBC (28) from (64), we obtain the following NFA
equation:

0=
1R
0

PC
t (i)Ct(i)di+

1R
0

P I
t (i)It(i)di+

1R
0

P I
t (i)

P
m=FT,FN,V T,V NΨ(Zm

t (i))K
m
t (i)di−

1R
0

Wt(i)Lt(i)di

−
µP

m=FT,FN,V T,V N

1R
0

Rm
t (i)Km

t (i)di

¶
+
1R
0

h
StQ̂f,t,t+1Bf,t+1(i)

i
di−

1R
0

StBf,t(i)di

−
µ
1R
0

h
Q̂∗h,t,t+1B

∗
h,t+1(i)

i
di−

1R
0

B∗h,t(i)di

¶
−
1R
0

Bt(i)di+ P
C
t (G)Gt, (65)

where
1R
0

h
StQ̂f,t,t+1Bf,t+1(i)

i
di−

1R
0

StBf,t(i)di−
µ
1R
0

h
Q̂∗h,t,t+1B

∗
h,t+1(i)

i
di−

1R
0

B∗h,t(i)di

¶
is the net variation of the

home country’s assets position. Let us introduce aggregates to rewrite (65), taking account of incomplete foreign
financial markets, as, :

0 = PC
t Ct + P I

t It + P I
t

hP
m=FT,FN,V T,V NΨ(Zm

t )K
m
t

i
−WtLt −

hP
m=FT,FN,V T,V NR

m
t Km

t

i
+ StEt

h
Q̂f,t,t+1Bf,t+1

i
− StBf,t −

³
Et

h
Q̂∗h,t,t+1B

∗
h,t+1

i
−B∗h,t

´
− Bt + PC

t (G)Gt, (66)

where e.g. the aggregate nominal consumption is defined as PC
t Ct ≡

R 1
0
PC
t (i)Ct(i)di, and so on (see e.g. Galí and

Monacelli (2004)).
Assuming that the conditional expectations of the stochastic discount factors are mutually pairwise equal between

countries, i.e. Et

h
Q̂f,t,t+1

i
= Et

h
Q̂∗h,t,t+1

i
,31 we ultimately obtain the NFA equation, using (3):

0 = PC
t Ct + P I

t It + P I
t

⎡⎣ X
m=FT,FN,V T,V N

Ψ(Zm
t )K

m
t

⎤⎦−
⎡⎣ X
m=FT,FN,V T,V N

Wm
t Lmt

⎤⎦
−

⎡⎣ X
m=FT,FN,V T,V N

Rm
t Km

t

⎤⎦+ StEt

h
Q̂f,t,t+1Bf∗,t+1

i
− StBf∗,t − Bt + PC

t (G)Gt, (67)

where Bf∗,t+1 ≡ Bf,t+1 − S−1t B∗h,t+1 are the foreign assets held by domestic consumers at the beginning of period
t+ 1 and total benefits Bt are defined in equation (140) in Appendix F. Substituting these equations in (67), this
equation results in the final NFA equation:

StEt

h
Q̂f,t,t+1Bf∗,t+1

i
= StBf∗,t +NXFT

h,t +NXV T
h,t , (68)

30Recall that stock variables are measured at the beginning of a period, so that Mt+1(i) and Bf,t+1(i) are decision variables at the
end of period t and are represented without conditional expectation operators.
31This equality means that foreign investor i obtains the same return by buying a home issued asset as the return that is obtained

by the home investor from buying a foreign bond. Since the risk premium captures country-specific risks, the underlying interest rates
can differ.
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where NXFT
h,t and NXV T

h,t are the net domestic exports of the final and intermediate tradable goods. Note that the
home producer can either sell the good in the home market or export it abroad. In both situations a markup is
applied. Concentrating on the latter situation (the export case), it is important to notice that the export variables
are measured at the border so that the relevant prices matter. At the border, goods are shipped abroad and the
foreign importer could take the home importer’s price as the relevant marginal cost and further applies a markup that
fully exploits the elasticity of the foreign country demand. In that case, the foreign importer has an informational
advantage over the home importer to set the appropriate price. It follows that two markups would been applied
then. The mechanism is identical no matter the goods are final (investment or consumption) or intermediate.32

According to the LCP of the final goods as assumed for consumption goods in (8) and for investment goods in
(17) and according to equilibrium condition (54), we can define the net exports for final tradable goods as:33

NXFT
h,t ≡ P ∗CTh,t

¡
C∗Th,t +G∗Th,t

¢
+ P ∗ITh,t I∗Th,t − St

¡
PCT
f,t

¡
CT
f,t +GT

f,t

¢
+ P IT

f,t I
T
f,t

¢
(69)

and
NXV T

h,t ≡ PV T,X,FT
h,t V ∗T,FTh,t + PV T,X,FN

h,t V ∗T,FNh,t − St

³
P ∗V T,X,FTf,t V T,FT

f,t + P ∗V T,X,FNf,t V T,FN
f,t

´
, (70)

respectively.
Expression (68) (with definitions (69) and (70)) is log-linearized in Appendix G.

8 Price and wage settings
This section is motivated from the stickiness observed both in prices and wages. Empirical evidence surveyed by
Taylor (1998) stresses that even though casual observation might suggest that wages are more sticky than prices,
detailed studies suggest that price and wage changes have about the same average frequency of 1 year with highly
non-synchronized timings. It is also found that there is a great deal of heterogeneity in wage and price changes and
that the overall duration depends on the average rate of inflation.

8.1 Sticky prices with staggered price setting

In order to generate price stickiness, let us assume that each domestic firm j sets its own product price according
to Calvo’s rule (see Calvo (1983)) or by adopting Taylor contracts (Taylor (1980)). We analyse this price stickiness
in the following subsections.

8.1.1 Calvo staggered price setting

Following Calvo (1983), we assume that domestic firms (suppliers) adjust their price infrequently and in such an
event, they reset prices according to “price signals”, which follow an exogenous iid Poisson process with constant
probability, independently of past history. For instance, for the first entry in the FT market this probability is
1−ϕ

(j)
CT , meaning that firm j in domestic sector m = FT will not be able to adjust its price on its market CT with

probability ϕ(j)CT . This probability is the so-called Calvo price parameter.
34

Suppose that there is a continuum of independent firms indexed in the (0, 1) interval, so that the law of large
numbers can be applied and, consequently, we can drop the Calvo price parameter’s upper index j. Conditional on
the fact that firm j does not receive a price signal and keeps prices constant in the future, each firm solves:

max
{Pmh,t(j)}

Et

( ∞X
a=0

∆t,t+a(i)(ϕm)
a
h£
Pm
h,t(j)

¤0
Ym
h,t+a(j)− TCm

t+a(j)
³£
Ym
h,t+a(j)

¤0
ιm
´i)

, (71)

subject to appropriate demand functions, e.g., under equilibrium, the aggregate optimal demand for a domestic
tradable consumption good n = j becomes, similarly to (12),

Y CT
h,t+a(j) =

Ã
PCT
h,t (j)

PCT
h,t+a

!−θCT
Y CT
h,t+a, (72)

32See the first section of the Internet Appendix on www.ua.ac.be/joseph.plasmans (click "documents" and "files") for the calculation
of the importer price.
33 See Plasmans et al. (2006) for an example of an NFA equation for a three-country setting and proper definitions of corresponding

net exports.
34Hence, the average duration between two subsequent price adjustments can be computed as 1

1−ϕ(j)CT

, since 0 <ϕ(j)CT< 1. For example,

a Calvo price parameter equal to 0.75 implies an average duration of 4 periods.

17



taking into account equilibrium conditions in Section 6. The solution is a vector of domestic optimal prices for each
producer j in sector m (see Ascari (2004)).
The shareholders-households’ nominal discount factor, consistent with the profit-maximizing objective of the

monopolistically competitive firm, is equal to ∆t,t+a(i) = βa Et[Γt+a(i)]Γt(i)
in (71).35 Hence, ∆t,t+a(i, j) ≡ ∆t,t+a(i)

represents the (nominal) discount factor from t to t + a applied by firm j to the stream of future profits, Pm
h,t(j)

is defined in Section 6 for sector m and TCm
t+a(j)(.) is (nominal) total cost of production at period t + a of firm

j in domestic sector m, which is a function of firm j’s total output during period t. Moreover, ιm is the unity
vector consisting of an appropriate number of ones which equals the number of markets and (ϕm)a is a vector of
(discounted) probabilities that price vector Pm

h,t(j) remains unchanged for producer j in domestic sector m. Entries
of this vector correspond to elements of relevant price vectors PFT

h,t (j), P
FN
h,t (j), P

V T
h,t (j), P

V N
h,t (j),P

MF
h,t (j) and

PMV
h,t (j). For instance, ϕFT ≡ [ϕCT , ϕXCT , ϕFTIT , ϕFNIT , ϕV TIT , ϕV NIT , ϕXIT ]

0 and ϕV N ≡ [ϕFTV N , ϕFNVN ]0.36
Solving (71) subject to demands (as e.g. (72)), we obtain the following optimality condition (see Appendix I):
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, (73)

where firm j’s prices P̆m
h,t(j, i) in domestic sectorm are aggregated over consumers as it is done for wages in equation

(102) in Appendix B.2, resulting in vectors P̆m
h,t(j).

Since any domestic price at period t, Pn
h,t(j) (n = 1, ..., nm), is assumed to be a CES aggregator (see e.g. (15))

of the predetermined price
n
Pn
h,t−1(j)

o
and the newly set price P̆n

h,t(j) according to Calvo in (73), this domestic

price index for a typical domestic company j in sector m operating on market n (n = 1, ..., nm) can be written as:

Pn
h,t(j) =

∙
ϕn
¡
Pn
h,t−1(j)

¢1−θn
+ (1− ϕn)

³
P̆n
h,t(j)

´1−θn¸ 1
1−θn

. (74)

Equation (74) is log-linearized in Appendix I.

8.1.2 Taylor staggered price setting

Following the Chari et al. (2000) notation for a Taylor staggered price setting model, we assume that in each sector
m = FT, FN, V T, V N,MF,MV firms set new prices for N periods. Taylor’s (1980) staggered price setting assumes
that the average fraction of resetting prices is 1

Nm
with an equal fraction of firms distributed in each renegotiation

period. Hence, the first fraction of producers or importers j in each sector m are indexed, j ∈ [0, 1/Nm], and set
new prices in periods 0, Nm, 2Nm, ..., and producers or importers, indexed as j ∈ [1/Nm, 2/Nm], set new prices in
1, Nm + 1, 2Nm + 1, ... Altogether, there are Nm cohorts. Given the specification for ∆t,t+a(i) from the previous

35This relationship comes from FOC (39) for home assets. Indeed, it can be claimed that from that FOC

(1 + rt,t+a(i))
−a=βa

Et[Γt+a(i)]
Γt(i)

. Note that this formulation does not include price indexation. This can be introduced by multi-

plying prices by the relevant sectoral inflation. Then, (71) remains the same, but inflation must correct prices Πh,t(j)
0 Pmh,t(j) and

also demands (72). For instance, the first entry of the inflation vector Πh,t(j) is then ΠCT
h,t (j) ≡

PCTh,t (j)

PCT
h,t−1(j)

.
36The vector of probabilities has the same dimension as the number of markets that firm j supplies. For example, if firm j produces

a final tradable good, then 10 different Calvo price probabilities are theoretically possible, e.g. the entry ϕFTIT is the fraction of
final-tradable-goods-producing firms that are not resetting their prices on the domestic market of tradable investment goods.
The other five vectors of Calvo price parameters are ϕFN ≡ [ϕCN , ϕFTIN , ϕFNIN , ϕV TIN , ϕVNIN ]0, ϕV T ≡ [ϕFTV T , ϕ

FN
V T , ϕ

FT∗
V T , ϕFN∗V T ]0,

ϕVN ≡ [ϕFTVN , ϕFNVN ]
0, ϕMF ≡ [ϕCTMF , ϕ

FT
∗IT , ϕ

FN
∗IT , ϕ

V T
∗IT , ϕ

V N
∗IT ]

0 and ϕMV ≡ [ϕFT∗V T , ϕ
FN
∗V T ]

0. The last two vectors contain importers’
Calvo price parameters for all markets they serve.
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subsection, the vector of domestic prices is derived from the solution of the expected profit maximization problem:

max
Pmh,t(j)

Et

½Pt+Nm−1
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¤0
ιm
´i¾

, (75)

s.t. relevant demand functions as e.g. (72). The constrained maximization leads to an optimal price vector similar
to (73); however, it differs in the fact that ϕn = 1 (n = 1, 2, ..., nm) and the upper limit of the summation being
t+Nm − 1 instead of ∞:

P̌m
h,t(j, i) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

θ1
(θ1−1)

Et
Pt+Nm−1

a=t βa
Γt+a(i)

Γt(i)
MCm

t+a(Y
m
h,t+a(j))(P

1
h,t+a)

θ1Y 1
h,t+a

Et
Pt+Nm−1

a=t βa
Γt+a(i)

Γt(i)
Y 1
h,t+a(P1

h,t+a)
θ1

,

...

θnm
(θnm−1)

Et
Pt+Nm−1

a=t βa
Γt+a(i)

Γt(i)
MCm

t+a(Ym
h,t+a(j))(P

nm
h,t+a)

θnm Y nm
h,t+a

Et
Pt+Nm−1

a=t βa
Γt+a(i)

Γt(i)
Y nm
h,t+a(P

nm
h,t+a)

θnm

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (76)

where, similarly to the previous subsection, we have to aggregate optimal Taylor prices over all consumers. The
Taylor aggregate price indices are then given by:

Pn
h,t(j) =

∙
1

Nn

Pt+Nn−1
a=t

¡
P̌n
h,t−a(j)

¢1−θn¸ 1
1−θn

, (77)

which are log-linearized in Appendix J.
Comparing the Calvo and Taylor prices (74) and (77), we conclude that the pricing rule assumed has important

consequences for the persistence of CPI inflation. The key difference in those forms of pricing is that in Calvo
pricing, the event of not being allowed to reset prices for a large number of periods has a non-zero probability.
Therefore, Calvo contracts pick up the randomness of price changes. The Taylor pricing rule leads to a price index
that is an average of all the optimal prices allowed in the contemporaneous contracts.

8.2 Sticky wages with staggered wage setting

8.2.1 Calvo staggered wage setting

Given the monopolistically competitive structure of the labor market, forward-looking households set nominal wages
in staggered contracts that are analogous to the price contracts described above. More specifically, the fraction of
wages that are kept sticky is ϕWm . Hence, in any period in which household i is able to reset its wage contract,
it maximizes the expected utility (1) with period utility function (35) with respect to wage rates Wm

t (i), subject
to household i’s total supply of labor (103) from Appendix B.2 and CBC (7). According to Appendix K, this
maximization leads to:

W̆m
t (i) =

Lm

( Lm − 1)

Et
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(βϕWm )
a
h¡
Wm

t+a

¢
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£¡
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¢
Lm Lmt+a (1− τwt )Γt(i)

¤ . (78)

Since any (domestic) wage at period t, Wm
t (i), is assumed to be determined by the CES aggregator (as in

formula (15)) of the predetermined wage Wm
t−1(i) and the newly set wage, W

m
t (i), according to Calvo a wage index

for sector m is:

Wm
t (i) =

∙
ϕWm

¡
Wm

t−1(i)
¢1−γm

+
¡
1− ϕWm

¢ ³
W̆m

t (i)
´1−γm¸ 1

1−γm
, (79)

which is log-linearized in Appendix K.

8.2.2 Taylor staggered wage setting

Similarly to Subsection 8.1.2, we assume that in each producing sector m = FT, FN, V T, V N a fraction 1
NW
m
of

workers set new wages for NW
m periods. Workers in each sector m are indexed by j ∈ [0, 1/NW

m ] and set new wages
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in periods 0, NW
m , 2NW

m , ..., and so forth, similarly to Subsection 8.1.2. The optimal wage in sector m is derived
from the solution of the expected utility maximization problem:

max
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s.t. relevant demand functions for labor where the Taylor assumption is applied and subject to CBC (7) This
constrained maximization leads to the optimal wages:
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The Taylor aggregate wage indices are obtained analogously to Subsection 8.1.2:

Wm
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which is log-linearized in Appendix L. As in the previous subsection, a similar interpretation can be done; however,
the idea of Taylor contracting seems to be more realistic.

9 Monetary policy rules
Designing monetary policy rules concerns the choice of (a) the monetary policy instruments, (b) the variables which
are targeted and (c) their targeted values. In the literature, the most important variables that are targeted by
a central bank (CB) are: (1) real output (gap), (2) (changes in) prices, (3) (changes in) wages, (4) (changes in)
exchange rates, (5) (changes in) interest rates, (6) a combination of real output and prices in the form of nominal
GDP.
Kydland and Prescott (1977) claim that monetary policy effectiveness depends not only on policy actions under-

taken but also on the public perception about these actions and its expectations about future actions. Consequently,
policy is more effective when future actions are predictable so that a monetary authority can commit itself to a
certain course of policies. As Atoian et al. (2004) argue, commitment permits the CB to distribute ‘policy medi-
cine’ over time. For example, when the CB wishes to offset inflation that will result from a supply shock, under
commitment, it can raise interest rates moderately provided that it maintains higher rates for a period of time. In
contrast, in the case of lack of commitment, a higher initial rate increase will be necessary because of the public
doubts that the CB will sustain this interest rate increase. Atoian et al. (2004) also argue that optimal commitment
does not need to take the form of a reaction function with fixed coefficients. In general, an optimal commitment
rule has the form of a state-contingent plan that presents the instrument setting as a function of the history of
exogenous shocks. However, optimal commitment is not practical because, first, as noted by Woodford (2003), it
is not feasible to provide an advance listing of all relevant contingencies and, second, it is difficult for the public
to distinguish between discretion and a complicated contingency rule. Both problems are avoided when the CB
commits to a rule with fixed coefficients.
Which form should such a rule with fixed coefficients take? Most CBs use the short-term nominal interest rate

as their control variable, depending on economic conditions. The most famous and widely used examples of interest
rate rules are those proposed by John Taylor. The log-linearized standard Taylor rule (see Taylor (1993)) relates
the interest rate to inflation and (logarithmic) output gap:

rt,t+1 = ϑ0 + ϑ1∆pt + ϑ2yt + εt, (83)

where∆pt and yt are (domestic) annualized (logarithmic) inflation and (logarithmic) deviations of (domestic) output
w.r.t its steady state value, which are assumed to be the target variables of the monetary authority at home. Taylor
(1993) assigns coefficient values consistent with an accurate description of Federal Reserve policy for quarterly data
and domestic annualized inflation (so instead of, ∆pt, we use ∆p

(4)
t ≡

P3
j=0∆p

(4)
t−j) as ϑ1 = 1.5 and ϑ2 = 0.5. The

intuition for the value of the former reaction parameter is that the CB must raise the interest rate by more than
any increase in inflation in order to raise the real rate of interest, cool the economy, and move inflation back toward
its target.
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We can study two institutional arrangements concerning the degree of integration of monetary authorities: (i)
each CB is autonomous and follows its own monetary policy rule or (ii) an institutional setting in which the home
country and the foreign country already agreed in a common monetary policy rule. Therefore, the common CB is
going to set the nominal interest rate taking weighted aggregates into account (as, for instance, in the Maastricht
Treaty). Define n as the share of the home country in the world GDP and the counterpart n∗ ≡ 1− n as the share
of the foreign country in the world GDP. In any of the institutional arrangements, given the two-level production
functions (29)-(31) and (34) of our model, it is assumed that the CB targets only the final goods deviations from
the steady state production. Since a CB is in general primarily interested in targeting CPI inflation, which is close
to targeting inflation of final goods, we do not consider outputs of intermediate goods in the proposed monetary
policy rules (although these intermediate goods are important for the whole economy as the before-mentioned Dutch
example illustrates).
Therefore, we consider the following monetary policy rules:37

(I) The Henderson-McKibbin and Taylor (HMT) rule for the monetary union, which is a direct
extension of the standard Taylor rule (83) for a setup with weighted tradable and non-tradable final outputs (see
Collard and Dellas (2004)):

rt,t+1 = ϑI0 + ϑI1∆p
(4)
t + ϑI2y

FT
t + ϑI3y

FN
t + ε1t, (84)

where yT and yN are the logarithmic deviations of domestic outputs of tradable and non-tradable final goods from
their steady state values. Since only final goods are considered, it is expected that the sum of the values ϑI2 and ϑI3
is (much) smaller than 0.5 (as found by Taylor (1993))
(II) Taylor (1999) suggests another alternative for the standard Taylor rule (83) that allows for interest-rate

smoothing:
rt,t+1 = ϑII0 + ϑII1 ∆p

(4)
t + ϑII2 yFTt + ϑII3 yFNt + ϑII4 rt−1,t + ε2t, (85)

where ϑII4 > 0 is a smoothing parameter.
Finally, we are also interested in (III) a Taylor-type rule with wage inflation:

rt,t+1 = ϑIII0 + ϑIII1 ∆p
(4)
t + ϑIII2 ∆w

(4)
t + ϑIII3 yTt + ϑIII4 yNt + ϑIII5 rt−1,t + ε3t, (86)

where ∆w(4)t ≡
P3

j=0∆w
(4)
t−j is the domestic annualized wage inflation.

38

The foreign country CB is committed to similar Taylor-type rules as specified in (84), (85) and (86) with the
instrument being r∗t depending on its country variables such as (price) inflation, wage inflation and tradable and
non-tradable output gaps.
Mc Callum (1997) argues that the policymakers’ reaction is more accurate if it is based on lagged and not on

current values of output and inflation. In response, Taylor (1999) suggests an alternative form of his rules where
lagged values of output and inflation replace the current values in (85). In contrast, Clarida et al. (1998) and
others argue that rules in which the CB reacts to forward-looking variables are optimal in the case of a quadratic
objective function for the monetary authorities, which will be also utilized in this paper. The difference between
backward-looking, contemporaneous and forward-looking monetary rules relates primarily to the information set at
the disposal of the monetary policymakers. For instance, in the case of a contemporaneous rule the actual inflation
rate, on which the CB is assumed to have adequate information, is targeted.

10 Numerical simulations
Given the large number of parameters involved in our DSGE model, it might not be trivial to know a priori the
set of coefficients that assure the rank condition for the solution of forward-looking (jump) variables (see Blanchard
and Kahn (1980)).39 To assure a unique solution we parameterize the model following the recent literature. The
model is transformed into the state space form in order to make the following numerical (stochastic) simulation
experiment, where some of the endogenous variables are considered as unobserved. The model is estimated using
(observable) variables from national accounts, though these resulting econometric estimations are beyond the scope
of this paper.40 Our computations are performed using the DYNARE toolbox for Matlab (see Juillard (2005)).
37These monetary policy rules can be easily extended to an institutional setting with a monetary union. See Plasmans et al. (2006b)

for an application with three countries, where two of them are members of a monetary union.
38The reader could wonder why the CB would target also wage inflation if it already targets inflation. Concern about wage inflation

could result for various reasons, among which: (i) wage inflation could lead to a wage-price spiral and (ii) it could target real wages,
e.g. to secure competitiveness and constrain demand-pull inflation it could try to keep real wages low.
39Ratto et al. (2005, p.14) check systematically for all parameters and determine which of them are more likely to lead to indeterminacy.
40Econometric model estimations for a three-country model, including maximum likelihood and Bayesian ones, are included in

Plasmans et al. (2006).
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In Table 1 in Appendix M, we inform about priors of ‘deep’ structural parameters, AR coefficients of autocorre-
lated shocks and standard deviations of these shocks used in the stochastic simulation experiment. The CB targets
aggregate zero inflation and final output deviations from the steady state and it is assumed that both CBs in a
two-country setting are fully committed to rule II (equation (85)). In addition, price and wage settings are assumed
à la Calvo. In order to check the accuracy of the specification, we simulate the full model and two reduced versions,
namely, (i) a specification without capital goods and (ii) a specification that disregards capital and intermediate
goods. These alternative specifications give rise to different responses in the form of impulse response functions
(IRFs) that are denoted by dotted black lines for the full model, green full lines for the model without capital and
blue full lines for the model without capital and intermediate goods. In the following subsections we analyze these
key model variables’ responses (expressed in logarithmic deviations from the corresponding steady state) when the
home economy is hit by: (i) a productivity shock in the production of tradable and non-tradable goods, (ii) a shock
on home money demand that increases the domestic interest rate and (iii) a shock in the exchange rate.

10.1 Technological improvement in the tradable and non-tradable goods production

Figures 1 and 2 in Appendix N depict the IRFs of a productivity improvement in the domestic tradable goods
production technology. As a result, marginal costs of tradable goods go down and prices of domestic tradable
consumption and investment goods as well (deflation, but temporary for the full model specification). Thus, the
domestic demand for consumption goods increases. Sectoral unemployment increases in all specifications, but
whereas total unemployment goes up in the full model, the opposite is the case in the model without capital and
intermediate goods. In the foreign country, aggregate consumption goes up, while aggregate inflation goes down.
The exchange rate appreciates and the positive domestic net exports accumulate into a positive domestic NFA
position that is quite persistent. The home interest rate is shifted down by the domestic CB as a reaction to the
deflation that is present in the home economy and also the foreign CB decreases the foreign interest rate, leaving
room for possible monetary policy coordination. This is because the domestic deflation gives rise to foreign deflation
due to the tradability of the good.
A remarkable characteristic that shows up across all graphs in Figures 1 and 2 is that the full model variables

react in a proportionally more active way. This is rather important in the case of the NFAs because the exports of
tradable investment goods benefit from technological improvement (a larger domestic NFA position).
Some other variables are not reported, but are worth mentioning. Consumption of tradable goods goes up, while

that of non-tradable goods goes down since the new relative price favors the former goods. Concerning capital,
after the shock, capacity utilization and demand for capital in the production of final and intermediate tradable
goods go down. However, the capacity utilization and the capital demand in the production of non-tradable goods
go up. In addition, the technology shock makes it more attractive to invest in the non-tradable goods sector since a
higher demand for these goods is expected. Moreover, disinvestment is verified in the aggregate domestic economy
and in the intermediate goods sectors. Aggregate investment increases in the foreign economy.
Real wages and real rental rates of non-tradable capital goods are unambiguously higher, while rental rates of

tradable capital goods are lower. The nominal wage increases in the tradable goods production, while it decreases
in the non-tradable goods production.
In Figures 3 and 4 in Appendix N, we illustrate the effects on key variables derived from a domestic shock in

the productivity of the non-tradable final goods sector. In that instance, domestic consumption goes up and foreign
consumption goes down. Deflation is present in the home country but inflation appears in the foreign country. The
tradable final goods production decreases in both countries, while the non-tradable final goods production increases
domestically, resulting in higher employment on the aggregate level. Final goods production in the foreign country
goes down. The domestic NFA position is positive and substantially large in the case of the full model specification
(with capital goods). In addition, the home country becomes less competitive since the exchange rate depreciates.
Regarding the instrument of the CBs, it is optimal to reduce the domestic interest rate given the deflation of prices.
In the foreign country the interest rate is in the very short run lower, but this interest rate is adjusted upward to
decrease foreign inflation. Exports of the domestic country decrease less than imports.

10.2 Money demand shock

When a money demand shock hits the home economy as in Figures 5 and 6 of Appendix N, the first effect is a
relative scarcity of money that increases the interest rates of the domestic and foreign economies due to motives
not explained by the Taylor rule. This nominal shock has consequences for the real variables of the model because
of rigidities assumed to be operating in the model. The money demand shock results in a consumption and a
domestic production decrease in the short run, while the foreign production increases. Un(der)employment of labor
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is generated in the short run. The domestic CB raises the interest rates to mitigate the effects of the shock. Also
the foreign CB raises the interest rate in the short run. Since agents are forward-looking, negative savings and a
negative NFA position emerge. In addition the exchange rate appreciates and domestic exports decrease.

10.3 Exchange rate shock (UIP shock)

Consider the effect of an exchange rate shock (expected depreciation) in Figures 7 and 8 of Appendix N. We observe
a positive impact in domestic consumption and the opposite effect in the foreign country, because the depreciation
produces an alteration of relative prices and, consequently, an expenditure switching effect that benefits the home
country. Notice that since more complex relationships are captured by the fully-specified model, the expenditure-
switching effect is mitigated because the depreciation magnifies marginal costs of intermediate imported goods in
the home economy. Extra inflation is appearing in the home country and deflation in the foreign country. The home
country exports less and the NFA position becomes negative. Because of the inflationary pressure, the domestic
CB adjusts the interest rate downwards (and the foreign CB adjusts upwards).

10.4 Sensitivity analysis

In this section we do sensitivity analysis and compare the responses of key models’ variables. First, we briefly
examine how different monetary policy rules, i.e. Rules I, II and III, discussed in Section 9, affect the response
of the interest rate provided that the CB is fully committed to the assumed rule. Second, we briefly analyze the
impact of the Taylor contracts in the wage setting in the IRFs of consumption, inflation, tradable and non-tradable
output and home aggregate employment.

10.4.1 Monetary policy rules

We examine how the interest rate is adjusted by both fully committed domestic and foreign CBs. To do so, we
compute IRFs, which are illustrated in Figures 17 to 28 in the Internet Appendix.41

From the simulation of all the model specifications and all shocks we conclude that its evolution is similar in all
the specifications, though in some special cases the interest rate is evolving in an upper or lower level. In particular,
in the model that explicitly accounts for intermediate and capital goods rule III (equation (86)) is responsible for
interest rate responses that are more stable and close to the zero line. The previous result is not maintained in
simpler model versions: sometimes rule II performs better than rule III in specifications without capital goods
and in specifications without capital and intermediate goods. In addition, magnitudes are in accordance with the
common wisdom, e.g. given a technological shock in the domestic tradable final goods sector, the foreign CB must
decrease the interest rate more in the full model specification (because of higher trade flows in intermediate and
capital goods).

10.4.2 Pricing strategies

In Figures 29 to 36 in the Internet Appendix,42 we introduce in the model without intermediates and capital goods
alternative price and wage setting assumptions to find out possible differences in the evolution of key endogenous
variables.
We simulate three alternative specifications: (i) price and wage settings according to the Calvo rule, (ii) price

setting à la Calvo but wages set by yearly contracts (NW
m = 4 for m = FT, FN, V T, V N,MF,MV ) and (iii) price

and wage settings regulated through Taylor contracts (Nm = NW
m = 4 for m = FT,FN, V T, V N,MF,MV ).

As expected, Taylor contracts in prices and wages tend to produce more fluctuations with a periodicity of around
4 quarters. Given a technological shock in the FT sector, higher fluctuations are remarkably found in domestic
and foreign interest rates and imported inflation at home. Moreover, we find higher fluctuations (recession) in
domestic tradable output in the case of Taylor price and wages (because of the incidence of yearly contracts).
Higher fluctuations are found when the technological shock is in the FN sector; however we do not find notorious
differences in responses in the case of monetary and exchange rate shocks. Responses are quite comparable.

41Available on www.ua.ac.be/joseph.plasmans (click "documents" and "files").
42Available on www.ua.ac.be/joseph.plasmans (click "documents" and "files").
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11 Concluding remarks
In this paper, a New-Keynesian open economy model was constructed with a detailed treatment of demand and
supply relationships. For households the emphasis was put on the presence of habit formation and their supply
of capital goods with variable capital utilization to firms, whereas in the production part we focused on different
sectors in the economy and linkages between them. In particular, we distinguished between intermediate goods and
final goods and between tradable and non-tradable goods (like services). We introduced two models of staggered
price and wage setting, Calvo (1983) and Taylor (1980), into our framework. Whereas the theoretical discussion
and comparison of these models can be found in Kiley (2002), we also compared them numerically in our setting.
The foreign economy is modeled in a parallel manner; consequently, import/export prices and quantities and other
relevant variables are endogenized in our approach. In particular, this makes the model more flexible since both
small and large economy settings can be studied in this framework.
Responses of alternative monetary policy rules on major model variables were mutually compared. Which simple

rule stabilizes most the interest rate? From the stochastic simulation of all the model specifications and all shocks
we conclude that interest rate evolution is quite similar, though in some special cases the interest rate is evolving
in an upper or lower level.
As expected, Taylor contracts in prices and wages tend to produce more fluctuations with a periodicity of

around 4 quarters. Given a technological shock in the domestic tradable final goods sector, higher fluctuations are
remarkably found in domestic and foreign interest rates and imported inflation in the home country. Moreover,
we find higher fluctuations (recession) in home tradable output in the case of Taylor price and wages (because
of the incidence of yearly contracts). Higher fluctuations are found when the technological shock is in domestic
non-tradable final goods sector; however, we do not find notorious differences in responses in the case of monetary
and exchange rate shocks. Responses are quite comparable.

24



Appendix
A The foreign households and government

A.1 Foreign households’ consumption demands

The foreign households are assumed to face a problem similar to the one sketched in Section 2. The only (possible)
extension exists in the fact that the home country may be a small open economy, so that a somewhat negligible
weight is assigned to consumption goods produced in that small economy; then, α∗(i)Cf ' 1 in the foreign consumer
i’s aggregate consumption function (see (13)):

C∗t (i) ≡

⎡⎣³α∗(i)CT

´ 1

η
∗(i)
CT

¡
C∗Tt (i)

¢ η∗(i)CT
−1

η
∗(i)
CT + (1− α∗CT (i))

1

η
∗(i)
CT

¡
C∗Nf,t (i)

¢ η∗(i)CT
−1

η
∗(i)
CT

⎤⎦
η
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CT

η
∗(i)
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−1

, (87)

where C∗Tt (i) ≡
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³
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η
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η
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−1

' C∗Tf,t (i), the latter when

the home country is a small open economy.
Total cost-minimizing foreign household i’s demands for differentiated goods, their foreign aggregates and be-

longing foreign prices can be derived in a way similar to (12), (14), (15) and (16), respectively. Hence, minimizing
the total foreign consumption expenditure as in (8):

P ∗Ct C∗t ≡
Z 1

0

Z 1

0

P ∗CTf,t (z, i)C∗Tf,t (z, i) dzdi+

Z 1
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P ∗CTh,t (z, i)C∗Th,t (z, i) dzdi

with respect to C∗Tf,t (z, i) , C
∗N
f,t (z, i) and C∗Th,t (z, i), subject to C

∗l
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0
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θ
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θ
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for (k, l) =

(f, T ), (f,N) and (h, T ), with θ
∗(i)
Cl > 1 being the foreign household i’s intratemporal elasticity of substitution

among consumption goods, straightforwardly yields foreign consumer i’s consumption demands for differentiated
goods (see (14)):
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with aggregate price indices derived as (see also (15) and (16)):
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with P ∗CTt (i) ' P ∗CTf,t (i) when the home country is a small open economy.

A.2 Foreign households’ investment supplies

The total foreign households’ expenditure on investment can be written as (see (17)):

P ∗It I∗t ≡
Z 1

0

Z 1

0

P ∗ITf,t (z, i) I∗Tf,t (z, i) dzdi+

Z 1

0

Z 1
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0
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P ∗ITh,t (z, i) I
∗T
h,t (z, i) dzdi, (91)
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which is minimized w.r.t. quantities I∗Tf,t (z, i), I
∗N
f,t (z, i) and I∗Th,t(z, i) and where P ∗ITf,t (z, i) , P ∗INf,t (z, i) and

P ∗ITh,t (z, i) are the corresponding prices of foreign produced tradable and non-tradable investment goods, and im-
ported tradable investment goods purchased by foreign household i, respectively.
Foreign consumer i’s aggregate investment baskets are defined as nested CES specifications (see (18)):
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with foreign tradable investment, I∗Tt (i), by foreign consumer i’s as:

I∗Tt (i) ≡
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with η
∗(i)
IT and η

∗(i)
If being foreign consumer i’s intratemporal elasticities of substitution between tradable and non-

tradable investment goods, and between foreign and imported investment goods, respectively (η∗(i)If > η
∗(i)
IT > 0);

α
∗(i)
IT and α

∗(i)
If are foreign household i’s shares of tradable goods in its total foreign investment and of foreign

produced tradable goods in her total foreign investment goods, respectively.
Similar to household i’s optimal intratemporal aggregate investment supplies, we get from the minimization of

(91):
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where P ∗It (i) is foreign household i’s aggregate investment price index and P ∗ITt (i) (P ∗INt (i)) is foreign household
i’s aggregate investment price index of tradable (non-tradable) goods. These prices are derived by minimizing the
cost of purchasing one unit of the investment bundle I∗Tt (i) as:
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A.3 Foreign government

Following Leith and Malley (2003), the foreign government solves a cost-minimization problem similar to the
domestic one (see Section 3), leading to demand equations for z ∈ [0, 1]:

G∗lk,t(z)=

Ã
P ∗Clk,t (z)

P ∗Clk,t (G)

!−θ∗(G)Cl

⎛⎜⎜⎜⎝
⎛⎝Z 1

0

G∗lk,t(z)

θ
∗(G)
Cl

−1

θ
∗(G)
Cl dz

⎞⎠
θ
∗(G)
Cl

θ
∗(G)
Cl

−1

⎞⎟⎟⎟⎠=
Ã
P ∗Clk,t (z)

P ∗Clk,t (G)

!−θ∗(G)Cl

G∗lk,t (k, l)=(f, T ), (f,N) and(h, T ),

(96)

26



with similar interpretations for η∗(G)CT , η
∗(G)
Cf , α

∗(G)
CT and α

∗(G)
Cf and similar CES aggregators as in Section 3, the

foreign aggregate government demands have similar expressions as in (25):
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with foreign aggregate prices similar to expressions (26) and (27).

B Domestic consumers’ constrained maximization
The following Lagrangian, belonging to the constrained maximization of (1) with (35) as period utility function
subject to CBC (7) and sectoral law of motion (6) of capital,
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has to be differentiated with respect to Ct(i), Lmt (i), I
m
t (i), household i’s nominal domestic and foreign assets

(consisting of bonds and stocks) at the beginning of period t + 1, i.e. Bh,t+1(i) and Bf,t+1(i), Mt+1(i), Km
t+1(i),

Zm
t+1(i), Γt(i) and Qm

t (i)Γt(i) and the resulting 26 equations have to be equalized to zero (FOCs). To do this,
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consider that two subsequent elements of Lagrangian (98) sum up to:
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B.1 Consumption

Equation (99) can be rewritten as a function of consumption as (omitting irrelevant terms and letting Kt(i) ≡
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Differentiating (100) w.r.t. the current level of household i’s consumption Ct(i) and setting equal to 0 yields,
taking account of the property that ∂Kt(i)

∂Ct(i)
= 1

Ct(i)
Kt(i) and

∂Kt+1(i)
∂Ct(i)

= − κ
Ct(i)

Kt+1(i):

∂L−0 (i)
∂Ct(i)

= E0

½
βt
∙
(Kt(i))

−σ 1

Ct(i)
Kt(i) + Γt(i)P

C
t (i)

¸
+ βt+1

∙
− κ

Ct(i)
(Kt+1(i))

−σKt+1(i)

¸¾
= 0,

which can be simplified to:

E0

½∙
1

Ct(i)
(Kt(i))

1−σ − κβ
1

Ct(i)
(Kt+1(i))

1−σ
¸
+ Γt(i)P

C
t (i)

¾
= 0

and which is, after substitution of Kt(i), FOC (36) in the main text.

B.2 Labor

It is assumed that each household is a monopolistic supplier of its own labor. Thus, the demand for labor i by
company j in sector m = FT, FN, V T, V N is Lmt (j, i). This demand results from cost minimization of the nominal
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wage bill paid by firm j, i.e. by Wm
t (j)L

m
t (j) ≡

R 1
0
Wm

t (j, i)L
m
t (j, i)di. The optimization of this wage bill subject

to equation (32) yields an expression compatible to (12):

Lmt (j, i) =

µ
Wm

t (j, i)

Wm
t (j)

¶− (j)

Lm

Lmt (j), (101)

where for any category of final goods, (j)
Lm

> 1 is the intratemporal elasticity of substitution for different types
of labor demanded by firm j in sector m. Moreover, firm j’s wage index Wm

t (j) of all demanded labor inputs is
derived in analogy to (11) as the minimum cost of one unit of the labor bundle Lmt (j, i):

Wm
t (j) =

µZ 1

0

Wm
t (j, i)

1− (j)

Lmdi

¶ 1

1− (j)
Lm . (102)

Taking account of the assumptions of continuity and (perfect) competition among firms for workers (workers
are assumed to supply labor monopolistically) in sector m = FT, FN, V T, V N, i.e. Wm

t (j) =Wm
t and (j)

Lm
= Lm

(constant rate of labor substitution within an industry), total household i’s supply of labor to sector m is:

Lmt (i) ≡
Z 1

0

Lmt (j, i)dj =

µ
Wm

t (i)

Wm
t

¶− Lm
Z 1

0

Lmt (j)dj =

µ
Wm

t (i)

Wm
t

¶− Lm

Lmt , (103)

where Lmt ≡
R 1
0
Lmt (j)dj =

∙R 1
0
Lmt (i)

Lm
−1

Lm di

¸ Lm

Lm
−1

(see also (9)).

Using (103) we may rewrite household i’s gross nominal labor income (3) as:

Wt(i)Lt(i) =
X

m=FT,FN,V T,V N

Wm
t (i)L

m
t (i) =

X
m=FT,FN,V T,V N

Wm
t (i)

∙
Wm

t (i)

Wm
t

¸− Lm

Lmt

=
X

m=FT,FN,V T,V N

[Wm
t (i)]

1− Lm (Wm
t )

Lm Lmt .

Rewriting (103) as Wm
t (i) =

³
Lmt (i)
Lmt

´− 1

Lm Wm
t and substituting this expression in (99), differentiating w.r.t.

household i’s current labor supply Lmt (i), so that for A ≡ −
P

m=FT,FN,V T,V NLmt (i)
1+φ

1+φ and B ≡ Γt(i) (1− τwt )" P
m=FT,FN,V T,V N

h
Lmt (i)
Lmt

i1− 1

Lm Wm
t Lmt

#
,43 we compute ∂A

∂Lmt (i)
= − [Lt(i)]φ and

∂B
∂Lmt (i)

= Γt(i) (1− τwt )

∙³
1− 1

Lm

´ h
Lmt (i)
Lmt

i− 1

Lm Wm
t

¸
= Γt(i) (1− τwt )

h³
1− 1

Lm

´
Wm

t (i)
i
. Hence,

∂L−0 (i)
∂Lmt (i)

= − [Lt(i)]φ − Γt(i) (1− τwt )
h³
1− 1

Lm

´
Wm

t (i)
i
= 0 or³

Lm

1− Lm

´
[Lt(i)]

φ
= Γt(i) (1− τwt )W

m
t (i), which is equation (37) in the main text.

B.3 Investment

The FOC of domestic consumer i’s supply of investment goods is derived from (99) as:

∂L−0 (i)
∂Imt (i)

= 0⇔ P I
t (i)Γt(i)-Qm

t (i)Γt(i)+Qm
t (i)Γt(i)

∙
Υ(.)+Υ0(.)

Imt (i)

Imt−1(i)

¸
-βEt

(
Qm
t+1(i)Γt+1(i)

"
Υ0(.)

¡
Imt+1(i)

¢2
(Imt (i))

2

#)
= 0

⇔ P I
t (i)Γt(i)-Qm

t (i)Γt(i)

∙
1-Υ(.)-Υ0(.)

Imt (i)

Imt−1(i)

¸
= βEt

(
Qm
t+1(i)Γt+1(i)

"
Υ0(.)

¡
Imt+1(i)

¢2
(Imt (i))

2

#)
, (104)

for m = FT, FN, V T, V N , which is equal to FOC expression (38) in the main text.

43Notice that the tax rate τwt on labor income is assumed to be time-dependent but exogenous.
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B.4 Capital

The FOC of domestic consumer i’s supply of domestic capital stock at the beginning of period t+1 is derived from
(99), taking account of definition (4):

∂L−0 (i)
∂Km

t+1(i)
= 0⇔ βEt

©
Γt+1(i)P

I
t+1(i)Ψ(.)− Γt+1(i)

¡
1− τkt+1

¢
Rm
t+1(i)Zm

t+1(i)
ª

+Qm
t (i)Γt(i)− βEt

©
Qm
t+1(i)Γt+1(i)

¡
1− dmt+1(i)

¢ª
= 0

⇔ Qm
t (i)Γt(i) = βEt

©
Qm
t+1(i)Γt+1(i)

¡
1− dmt+1(i)

¢
− Γt+1(i)P I

t+1(i)Ψ(.)

+Γt+1(i)
¡
1− τkt+1

¢
Rm
t+1(i)Zm

t+1(i)
ª
for m = FT, FN, V T, V N, (105)

which is FOC (42) that appears in the main text.

B.5 Capital utilization rate

Finally, FOC (43) for the utilization rate of physical capital stock is derived from (99) as:

∂L−0 (i)
∂Zm

t+1(i)
= 0⇔ Et

£
Γt+1(i)P

I
t+1(i)Ψ

0(.)Km
t+1(i)− Γt+1(i)

¡
1− τkt+1

¢
Rm
t+1(i)K

m
t+1(i)

¤
= 0

⇔ P I
t+1(i)Ψ

0(Zm
t+1(i)) =

¡
1− τkt+1

¢
Rm
t+1(i) for m = FT, FN, V T, V N. (106)

C Methods of log-linearization

C.1 Log-linearization around time-dependent paths

Let Xt be any strictly positive variable (e.g. output) and X̄t its time-dependent value (e.g. natural value or natural
output in the absence of nominal rigidities) around which we would like to log-linearize. Then, xt is defined as
the logarithmic deviation from this time-dependent value (e.g. the natural output gap) so that a first order Taylor
approximation at this time-dependent value yields:

Xt ≡ X̄t

µ
Xt

X̄t

¶
= X̄te

ln(Xt/X̄t) = X̄te
xt ' X̄te

0 + X̄te
0 (xt − 0) = X̄t(1 + xt).

Hence, log-linearization around a time-dependent value satisfies Xt ' X̄t(1+xt), XtYt ' X̄tȲt(1+xt+yt+xtyt)
with xtyt ' 0 since xt and yt are numbers close to zero, and
f (Xt) ' f

¡
X̄t

¢
+f 0 ¡X̄t

¢
(Xt−X̄t)=f

¡
X̄t

¢
+f 0 ¡X̄t

¢
X̄t(Xt/X̄t−1) ' f

¡
X̄t

¢
+f

¡
X̄t

¢
ηt (1+xt − 1)=f

¡
X̄t

¢
(1+ηtxt) ,

where ηt ≡
∂ ln[f(X̄t)]
∂ ln(X̄t)

.

For instance, applying these properties on a consumption Euler equation of the simple typeEt

h
Rt+1β (Ct+1/Ct)

−σ
i

= 1 and assuming that this Euler equation also holds for time-dependent paths, we get:

1 ' Et

h
R̄t+1β

¡
C̄t+1/C̄t

¢−σi
(1 +Et [rt+1]− σ (Et [ct+1]− ct)) ,

or 0 ' Et [rt+1]− σ (Et [ct+1]− ct) .

A more general log-linearization procedure for a function of (at least) two variables, utilized in most places of
this paper, is the following. The equation

f(Xt, Yt) = g (Zt) (107)

of strictly positive variables Xt, Yt and Zt can be rewritten in logarithmic form as:

ln[f(Xt, Yt)] = ln
£
f(elnXt , elnYt)

¤
= ln

£
g(elnZt)

¤
= ln[g (Zt)]. (108)

Taking a first order Taylor approximation at the logarithms of the variables’ time-dependent paths, i.e. at
ln X̄t, ln Ȳt and ln Z̄t, the two parts of equation (108) become:

ln
£
f(elnXt , elnYt)

¤
' ln

£
f(X̄t, Ȳt)

¤
+

1

f(X̄t, Ȳt)

£
fX̄t

(X̄t, Ȳt)X̄t

¡
ln(Xt)− ln(X̄t)

¢
+fȲt(X̄t, Ȳt)Ȳt

¡
ln(Yt)− ln(Ȳt)

¢¤
(109)
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and
ln
£
g(elnZt)

¤
' ln

£
g
¡
Z̄t
¢¤
+

1

g
¡
Z̄t
¢ £gZ̄t ¡Z̄t¢ Z̄t ¡ln(Zt)− ln(Z̄t)¢¤ , (110)

where fX̄t
(X̄t, Ȳt) stands for the partial derivative of f(X̄t, Ȳt) w.r.t. X̄t (and similarly for fȲt and gZ̄t).

Equating (109) to (110) and using the fact that (107) also holds for the time-dependent paths considered, i.e.
f(X̄t, Ȳt) = g

¡
Z̄t
¢
, we obtain in terms of the logarithmic deviations of the three variables:

fX̄t
(X̄t, Ȳt)X̄txt + fȲt(X̄t, Ȳt)Ȳtyt ' gZ̄t

¡
Z̄t
¢
Z̄tzt. (111)

This result can be generalized for functions of more than two variables. In general, the log-linearization of

f(X
(1)
t ,X

(2)
t , ...,X

(n)
t ) = g

³
Y
(1)
t , Y

(2)
t , ..., Y

(m)
t

´
is:

Pn
i=1fX̄(i)

t
(X̄

(1)
t , X̄

(2)
t , ..., X̄

(n)
t )X̄

(i)
t x

(i)
t '

Pm
i=1fȲ (i)

t
(Ȳ

(1)
t , Ȳ

(2)
t , ..., Ȳ

(m)
t )Ȳ

(i)
t y

(i)
t . (112)

C.2 Log-linearization around (time-)varying rate paths

Assuming that a time-dependent value X̄t fluctuates at a period to period (growth) rate λt, we may write this value
as X̄t = X̄t−1λt = X̄0

Qt
k=1λk. By assuming a (time-)varying trend we will assume that at each period t all time-

dependent values in the model fluctuate at the same rate λt. Since log-linearization around such values is a special
case of log-linearization around time-dependent values we can substitute X̄(1)

t = X̄
(1)
0

Qt
k=1λk, X̄

(2)
t = X̄

(2)
0

Qt
k=1λk,

..., X̄
(n)
t = X̄

(n)
0

Qt
k=1λk, Ȳ

(1)
t = Ȳ

(1)
0

Qt
k=1λk, Ȳ

(2)
t = Ȳ

(2)
0

Qt
k=1λk, ..., Ȳ

(m)
t = Ȳ

(m)
0

Qt
k=1λk into formula (112),

which yields the desired approximation around (time-)varying rate paths.

C.3 Log-linearization around a constant trend

Such a log-linearization is a special case of that in Subsection C.2. Assuming a constant trend λt = λ we may
rewrite each time-dependent value as X̄t = X̄0λ

t and substitute it into (112).

C.4 Log-linearization around the steady state

Such a log-linearization is a special case of that in Subsection C.3. Assuming that λ = 1 we may rewrite each
time-dependent value as X̄t = X̄ and substitute it into (112).

D Log-linearization of the consumers’ FOCs (36)-(43)

D.1 FOC (36) of consumption

D.1.1 Log-linearization around time-dependent paths

The partial derivatives needed to log-linearize FOC (36) according to equation (112) are:

fC̄t−1(i)(C̄t−1(i), C̄t(i), C̄t+1(i), Γ̄t(i), P̄
C
t (i)) = −κ (1− σ)

(C̄t(i))
−σ

(C̄t−1(i))
κ(1−σ)+1 ,

fC̄t(i)(C̄t−1(i), C̄t(i), C̄t+1(i), Γ̄t(i), P̄
C
t (i)) = −σ

(C̄t(i))
−σ−1

(C̄t−1(i))
κ(1−σ) + [κ (1− σ) + 1]βκEt

∙
(C̄t+1(i))

1−σ

(C̄t(i))
[κ(1−σ)+2]

¸
,

fC̄t+1(i)(C̄t−1(i), C̄t(i), C̄t+1(i), Γ̄t(i), P̄
C
t (i)) = −βκ (1− σ)Et

∙
(C̄t+1(i))

−σ

(C̄t(i))
[κ(1−σ)+1]

¸
,

fΓ̄t(i)(C̄t−1(i), C̄t(i), C̄t+1(i), Γ̄t(i), P̄
C
t (i)) = P̄C

t (i) and
fP̄C

t (i)
(C̄t−1(i), C̄t(i), C̄t+1(i), Γ̄t(i), P̄

C
t (i)) = Γ̄t(i).

Log-linearizing (36) around the time-dependent (equilibrium) paths using equation (112), we obtain:

fC̄t−1(i)(.)C̄t−1(i)ct−1(i) + f C̄t(i)(.)C̄t(i)ct(i) + f C̄t+1(i)(.)C̄t+1(i)ct+1(i)+f Γ̄t(i)(.)Γ̄t(i)γt(i) + f P̄C
t (i)

(.)P̄
C
t (i)p

C
t (i) ' 0,
(113)

or substituting the partial derivatives:∙
−κ (1− σ)

(C̄t(i))
−σ

(C̄t−1(i))
κ(1−σ)+1

¸
C̄t−1(i)ct−1(i)+

∙
−σ (C̄t(i))

−σ−1

(C̄t−1(i))
κ(1−σ) + [κ (1− σ) + 1]βκEt

∙
(C̄t+1(i))

1−σ

(C̄t(i))
[κ(1−σ)+2]

¸¸
C̄t(i)ct(i)
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+

∙
−βκ (1− σ)Et

∙
(C̄t+1(i))

−σ

(C̄t(i))
[κ(1−σ)+1]

¸¸
C̄t+1(i)ct+1(i) + P̄C

t (i)Γ̄t(i)
£
γt(i) + pCt (i)

¤
' 0.

Rearranging, we get the log-linearized form of the FOC w.r.t. consumption:

Et

"
−σ

¡
C̄t(i)

¢−σ¡
C̄t−1(i)

¢κ(1−σ) + [κ (1− σ) + 1]βκ

¡
C̄t+1(i)

¢1−σ¡
C̄t(i)

¢[κ(1−σ)+1]
#
ct −

"
κ (1− σ)

¡
C̄t(i)

¢−σ¡
C̄t−1(i)

¢κ(1−σ)
#
ct−1

−Et

"
βκ (1− σ)

¡
C̄t+1(i)

¢1−σ¡
C̄t(i)

¢[κ(1−σ)+1]
#
ct+1 +Et

" ¡
C̄t(i)

¢−σ¡
C̄t−1(i)

¢κ(1−σ) − βκ

¡
C̄t+1(i)

¢1−σ¡
C̄t(i)

¢[κ(1−σ)+1]
# £

γt(i) + pCt (i)
¤
' 0. (114)

D.1.2 Varying rate

Assuming that all domestic consumer i’s time-dependent values fluctuate at the same time-varying (growth) rate
λ
(i)
t , we may write

C̄t−1(i) = C̄0(i)
Qt−1

k=1λ
(i)
k , C̄t(i) = C̄0(i)

Qt
k=1λ

(i)
k and C̄t+1(i) = C̄0(i)

Qt+1
k=1λ

(i)
k .

Substitution into (114) and then dividing both sides by
C̄0(i)

Qt
k=1λ

(i)
k

−σ

C̄0(i)
Qt

k=1λ
(i)
k

κ(1−σ) , yields:

∙
−σ

³
λ
(i)
t

´κ(1−σ)
+ [κ (1− σ) + 1]βκEt

∙³
λ
(i)
t+1

´1−σ¸¸
ct(i)−

∙
κ (1− σ)

³
λ
(i)
t

´κ(1−σ)¸
ct−1(i)

−Et

∙
βκ (1− σ)

³
λ
(i)
t+1

´1−σ
ct+1(i)

¸
+Et

∙³
λ
(i)
t

´κ(1−σ)
− βκ

³
λ
(i)
t+1

´1−σ¸ £
γt(i) + pCt (i)

¤
' 0. (115)

If targeted growth rates are equal across consumers, or λ(i)t = λt, expression (115) can be simplified such that
only the log-linearized deviations of consumption, the Lagrange multiplier and the aggregate consumption price
index vary over individual consumers.

D.1.3 Constant trend

Assuming λ(i)t = λ(i) and substituting into (115) we get∙
−σ

³
λ(i)

´κ(1−σ)
+ [κ (1− σ) + 1]βκ

³
λ(i)

´1−σ¸
ct(i)−

∙
κ (1− σ)

³
λ(i)

´κ(1−σ)¸
ct−1(i)

−Et

∙∙
βκ (1− σ)

³
λ(i)

´1−σ¸
ct+1(i)

¸
+

∙³
λ(i)

´κ(1−σ)
− βκ

³
λ(i)

´1−σ¸ £
γt(i) + pCt (i)

¤
' 0, (116)

which is the log-linearized form of (36) around the steady state.

D.1.4 Steady state

Assuming λ(i) = λ = 1 and substituting into (116) we get:

[−σ + [κ (1− σ) + 1]βκ] ct(i)− [κ (1− σ)] ct−1(i)− [βκ (1− σ)]Et [ct+1(i)] + [1− βκ]
£
γt(i) + pCt (i)

¤
' 0. (117)

Note that simplifying and rewriting (117), we obtain for the logarithmic deviations from the steady state:

ct(i) '
κ [(σ − 1)]

[σ + [κ (σ − 1)− 1]βκ]ct−1(i) + β
[κ (σ − 1)]

[σ + [κ (σ − 1)− 1]βκ]E [ct+1(i)]−
[1− βκ]

[σ + [κ (σ − 1)− 1]βκ]γt(i),

so that, defining a1 ≡ κ[(σ−1)]
[σ+[κ(σ−1)−1]βκ] and a2 ≡ [1−βκ]

[σ+[κ(σ−1)−1]βκ] , this log-linearized consumption equation can be
rewritten as:

ct(i) ' a1ct−1(i) + βa1ct+1(i)− a2γt(i), (118)

which is the log-linearized FOC (36) around the steady state.
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D.2 FOC (37) of labor

To log-linearize the implicit form of FOC (37) of labor supply around time-dependent paths using formula (112),
the following partial derivatives are needed:

fL̄t(i)
¡
L̄t(i), Γ̄t(i), W̄

m
t (i)

¢
=

Lm

Lm − 1
φ
£
L̄t(i)

¤φ−1
,

fΓ̄t(i)
¡
L̄t(i), Γ̄t(i), W̄

m
t (i)

¢
= − (1− τwt ) W̄

m
t (i) and

fW̄m
t (i)

¡
L̄t(i), Γ̄t(i), W̄

m
t (i)

¢
= − (1− τwt ) Γ̄t(i),

so that fL̄t(i)L̄t(i)lt(i)− fΓ̄t(i)Γ̄t(i)γt(i)− fW̄m
t (i)W̄

m
t (i)w

m
t (i) ' 0,44 or

Lm

Lm − 1
φ
£
L̄t(i)

¤φ
lt(i)− (1− τwt ) W̄

m
t (i)Γ̄t(i)γt(i)− (1− τwt ) Γ̄t(i)W̄

m
t (i)w

m
t (i) ' 0. (119)

Using the fact that equations (37) are also true for time-dependent paths as natural values, or Lm

Lm−1
£
L̄t(i)

¤φ
= Γ̄t(i) (1− τwt ) W̄

m
t (i), we can further rewrite equation (119) as:

φΓ̄t(i) (1− τwt ) W̄
m
t (i)lt(i)− (1− τwt ) W̄

m
t (i)Γ̄t(i)γt(i)− (1− τwt ) Γ̄t(i)W̄

m
t (i)w

m
t (i) ' 0.

Dividing all terms by Γ̄t(i) (1− τwt ) W̄
m
t (i) we obtain:

φlt(i)− wm
t (i)− γt(i) ' 0, (120)

where condition (120) implies that the logarithmic deviations of nominal wages are equal across sectors. Any of
the proposed methods of log-linearization as varying rate, constant trend and steady state will produce the same
results.

D.3 FOC (38) of home investment

Since FOC (38) is also true for time-dependent paths as natural values, or:

P̄ I
t (i)Γ̄t(i)−Q̄m

t (i)Γ̄t(i)

∙
1-Υ

µ
Īmt (i)

Īmt−1(i)

¶
-Υ0

µ
Īmt (i)

Īmt−1(i)

¶
Īmt (i)

Īmt−1(i)

¸
= βEt

"
Q̄m
t+1(i)Γ̄t+1(i)

"
Υ0
µ
Īmt+1(i)

Īmt (i)

¶ ¡
Īmt+1(i)

¢2¡
Īmt (i)

¢2
##

,

(121)
for m = FT, FN, V T, V N , so that we get according to log-linearization formula (112):

Γ̄t(i)P̄
I
t (i)

h
γt(i) + pIt (i)

i
− Q̄m

t (i)Γ̄t(i)
h
1−Υ

³
Īmt (i)

Īmt−1(i)

´
−Υ0

³
Īmt (i)

Īmt−1(i)

´
Īmt (i)

Īmt−1(i)

i
[qmt (i) + γt(i)]

−Q̄m
t (i)Γ̄t(i)

h
−2Υ0

³
Īmt (i)

Īmt−1(i)

´
Īmt (i)

Īmt−1(i)

i
imt (i)− Q̄m

t (i)Γ̄t(i)

∙
−Υ00

³
Īmt (i)

Īmt−1(i)

´
(Īmt (i))

2

(Īmt−1(i))
2

¸
imt (i)

−Q̄m
t (i)Γ̄t(i)

h
2Υ0

³
Īmt (i)

Īmt−1(i)

´
Īmt (i)

Īmt−1(i)

i
imt−1(i)− Q̄m

t (i)Γ̄t(i)

∙
Υ00
³

Īmt (i)

Īmt−1(i)

´
(Īmt (i))

2

(Īmt−1(i))
2

¸
imt−1(i)

' βEt

½
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t+1(i)Γ̄t+1(i)

∙
Υ0
³
Īmt+1(i)

Īmt (i)

´
(Īmt+1(i))

2

(Īmt (i))
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¸ £
qmt+1(i) + γt+1(i)

¤¾
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t+1(i)Γ̄t+1(i)

∙
Υ00
³
Īmt+1(i)

Īmt (i)

´
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3

¸
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t+1(i)Γ̄t+1(i)

∙
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(Īmt+1(i))
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(Īmt (i))
2
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m
t+1(i)

+βEt

½
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t+1(i)Γ̄t+1(i)

∙
Υ00
³
Īmt+1(i)

Īmt (i)

´
(Īmt+1(i))

3

(Īmt (i))
3

¸
− Q̄m
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∙
2Υ0

³
Īmt+1(i)

Īmt (i)

´
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2

(Īmt (i))
2

¸¾
imt (i).

Simplifying, we get:

Γ̄t(i)P̄
I
t (i)

h
γt(i) + p

I
t (i)

i
− Q̄m

t (i)Γ̄t(i)
h
1−Υ
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Īmt−1(i)

´
−Υ0
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[qmt (i) + γt(i)]
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t (i)Γ̄t(i)

h
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Īmt−1(i)

´
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¤
+ Q̄m

t (i)Γ̄t(i)

∙
Υ00
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´
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(Īmt−1(i))
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¸ £
imt (i)− imt−1(i)

¤
' βEt

½
Q̄m
t+1(i)Γ̄t+1(i)

∙
Υ0
³
Īmt+1(i)

Īmt (i)

´
(Īmt+1(i))

2

(Īmt (i))
2

¸ £
qmt+1(i) + γt+1(i)
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+βEt

½
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∙
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Īmt+1(i)

Īmt (i)

´
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3

(Īmt (i))
3

¸ £
imt+1(i)− imt (i)

¤¾
44Recall that tax rate τwt on labor income is assumed to be time-dependent and exogenous.
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+βEt

½
Q̄m
t+1(i)Γ̄t+1(i)

∙
2Υ0

³
Īmt+1(i)

Īmt (i)

´
(Īmt+1(i))

2

(Īmt (i))
2

¸ £
imt+1(i)− imt (i)

¤¾
.

Replacing (121) into the above expression and grouping common terms, we get:

Q̄m
t (i)Γ̄t(i)

h
1-Υ

³
Īmt (i)

Īmt−1(i)

´
-Υ0
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Īmt (i)

Īmt−1(i)

´
Īmt (i)

Īmt−1(i)

i £
pIt (i)−qmt (i)
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+Q̄m

t (i)Γ̄t(i)
h
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Īmt (i)

Īmt−1(i)

´
Īmt (i)

Īmt−1(i)

i £
imt (i)− imt−1(i)

¤
+ Q̄m

t (i)Γ̄t(i)

∙
Υ00
³

Īmt (i)

Īmt−1(i)

´
(Īmt (i))

2

(Īmt−1(i))
2

¸ £
imt (i)− imt−1(i)

¤
' βEt

½
Q̄m
t+1(i)Γ̄t+1(i)

∙
Υ0
³
Īmt+1(i)

Īmt (i)

´
(Īmt+1(i))

2

(Īmt (i))
2
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qmt+1(i) + γt+1(i)− γt(i)− pIt (i)

i¾
+βEt

½
Q̄m
t+1(i)Γ̄t+1(i)

∙
Υ00
³
Īmt+1(i)

Īmt (i)

´
(Īmt+1(i))

3

(Īmt (i))
3

¸ £
imt+1(i)− imt (i)

¤¾
+βEt

½
Q̄m
t+1(i)Γ̄t+1(i)

∙
2Υ0

³
Īmt+1(i)

Īmt (i)

´
(Īmt+1(i))

2

(Īmt (i))
2

¸ £
imt+1(i)− imt (i)

¤¾
.

Finally, defining the elasticity of cost adjustment of investment as Θt(i) ≡
Υ00

Īmt (i)

Īm
t−1(i)

Υ0
Īmt (i)

Īm
t−1(i)

, we isolate sectoral

investment, so that:45⎧⎨⎩1 + Θt(i)
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Īmt−1(i)
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t (i)Γ̄t(i)

Īmt (i)

Īm
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⎧⎨⎩Q̄m
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Īmt (i)
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Īm
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2
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2

⎤⎦⎫⎬⎭
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Īm
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2Υ0
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Īm
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Īm
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⎧⎨⎩Q̄m
t+1(i)Γ̄t+1(i)
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Īm
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2
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2
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I
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i⎫⎬⎭
+ β

2Q̄m
t (i)Γ̄t(i)
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Et

⎧⎨⎩Q̄m
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⎡⎣Θt(i)Υ00 Īmt+1(i)

Īmt (i)

Υ00
Īmt (i)

Īm
t−1(i)

(Īmt+1(i))
3

(Īmt (i))
3 + 2

Υ0
Īmt+1(i)

Īmt (i)

Υ0
Īmt (i)

Īm
t−1(i)

(Īmt+1(i))
2

(Īmt (i))
2

⎤⎦ imt+1(i)
⎫⎬⎭ .

D.3.1 Steady state

In the steady steady state, equation (121) becomes,

P̄ I(i)Γ̄(i)− Q̄m(i)Γ̄(i) [1-Υ (1) -Υ0 (1)] = βQ̄m(i)Γ̄(i)Υ0 (1) , (122)

so that, applying the basic log-linearization rule (112) w.r.t. this steady state, we obtain:46

P̄ I(i)Γ̄(i)
£
pIt (i) + γt(i)

¤
− Q̄m(i)Γ̄(i) [qmt (i) + γt(i)] + Q̄m(i)Γ̄(i)

h
2Υ0 (1) 1

Īm(i)
+Υ00 (1) 1

Īm(i)

i
Īm(i)imt (i)

+Q̄m(i)Γ̄(i)
h
−2Υ0 (1) 1

Īm(i)
−Υ00 (1) 1

Īm(i)

i
Īm(i)imt−1(i) ' βQ̄m(i)Γ̄(i) [Υ0 (1)]

£
qmt+1(i) + γt+1(i)

¤
+βQ̄m(i)Γ̄(i)

h
Υ00 (1) 1

Īm(i)
+ 2Υ0 (1) 1

Īm(i)

i
Īm(i)Eti

m
t+1(i)− βQ̄m(i)Γ̄(i)

h
Υ00 (1) 1

Īm(i)
+ 2Υ0 (1) 1

Īm(i)

i
Īm(i)imt (i).

Simplifying, we get:
P̄ I(i)Γ̄(i)

£
pIt (i) + γt(i)

¤
− Q̄m(i)Γ̄(i) [qmt (i) + γt(i)] + Q̄m(i)Γ̄(i)Υ00 (1)

£
imt (i)− imt−1(i)

¤
' βQ̄m(i)Γ̄(i)Υ00 (1)

£
Eti

m
t+1(i)− imt (i)

¤
.

Consider again (122), or P̄ I(i)Γ̄(i) =Q̄m(i)Γ̄(i), so that:
P̄ I(i)Γ̄(i)

£
pIt (i) + γt(i)

¤
− P̄ I(i)Γ̄(i) [qmt (i) + γt(i)] + P̄ I(i)Γ̄(i)Υ00 (1)

£
imt (i)− imt−1(i)

¤
' βP̄ I(i)Γ̄(i)Υ00 (1)

£
Eti

m
t+1(i)− imt (i)

¤
,

or dividing both sides by P̄ I(i)Γ̄(i):
pIt (i)− qmt (i) +Υ

00 (1)
£
imt (i)− imt−1(i)

¤
' βΥ00 (1)

£
Eti

m
t+1(i)− imt (i)

¤
.

In other words, grouping terms in logarithmic investment deviations:
pIt (i)− qmt (i)−Υ00 (1) imt−1(i) ' βΥ00 (1)Eti

m
t+1(i)− (1 + β)Υ00 (1) imt (i),

45Dividing both sides by Q̄m
t (i)Γ̄t(i) 2Υ0

Īmt (i)

Īmt−1(i)
Īmt (i)

Īmt−1(i)
.

46 Since there are no costs of investment adjustment in the steady state, the assumed cost hypothesis in Christiano et al. (2005)
implies that Υ (1) = 0, Υ0 (1) = 0 and Υ00 (1) > 0. (which are the properties of a quadratic adjustment cost function through the origin).
See also footnote 9.
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or expressing explicitly for current logarithmic investment deviations:

imt (i) '
1

(1 + β)Υ00 (1)

h
qmt (i)− pIt (i) +Υ

00 (1) imt−1(i) + βΥ00 (1)Et

©
imt+1(i)

ªi
. (123)

D.4 FOC (39) of home portfolio

FOC (39) can be rearranged as:
Et [Γt(i)− β(1 + rt,t+1)Γt+1(i)] = 0, (124)

where (1 + rt,t+1) ≡ [Qh,t,t+1]
−1. Log-linearizing (124) around time-dependent paths as natural values yields

according to formula (112):

Et

£
βΓ̄t+1(i)(1 + r̄t,t+1)rt,t+1 + βΓ̄t+1(i)(1 + r̄t,t+1)γt+1(i)

¤
' Γ̄t(i)γt(i).

Using the fact that (124) holds for any time-dependent path, or Et

£
Γ̄t(i)− βR̄t,t+1Γ̄t+1(i)

¤
= 0, we get:

Et

£
βΓ̄t+1(i)(1 + r̄t,t+1)rt,t+1 + βΓ̄t+1(i)(1 + r̄t,t+1)γt+1(i)

¤
' Et

£
β(1 + r̄t,t+1)Γ̄t+1(i)γt(i)

¤
.

Dividing both sides by β(1 + r̄t,t+1)Γ̄t+1(i), we obtain:

γt(i) ' Et [rt,t+1 + γt+1(i)] . (125)

D.5 FOC (40) of foreign portfolio

FOC (40) can be rearranged as:

Et

£
Γt(i)St − βΓt+1(i)(1 + r̂∗t,t+1)St+1

¤
= 0, (126)

where (1 + r̂∗t,t+1) ≡
h
Q̂f,t,t+1

i−1
. Log-linearizing (126) around time-dependent paths yields according to formula

(112):

Et

∙
S̄tΓ̄t(i)γt(i)− β(1 + r̂∗t,t+1)S̄t+1Γ̄t+1(i)γt+1(i)

−βΓ̄t+1(i)S̄t+1(1 + r̂∗t,t+1)r
∗
t,t+1 + Γ̄t(i)S̄tst − βΓ̄t+1(i)(1 + r̂∗t,t+1)S̄t+1st+1

¸
' 0. (127)

Given that (126) holds for time-dependent variables as natural values and substituting in (127), we obtain:

Et

∙
βΓ̄t+1(i)(1 + r̂∗t,t+1)S̄t+1γt(i)− β(1 + r̂∗t,t+1)S̄t+1Γ̄t+1(i)γt+1(i)

−βΓ̄t+1(i)S̄t+1(1 + r̂∗t,t+1)r
∗
t,t+1 + βΓ̄t+1(i)(1 + r̂∗t,t+1)S̄t+1st − βΓ̄t+1(i)(1 + r̂∗t,t+1)S̄t+1st+1

¸
' 0.

We get (after dividing both sides by β(1 + r̂∗t,t+1)S̄t+1Γ̄t+1(i)):

γt(i) ' Et

£
r∗t,t+1 +∆st+1 + γt+1(i)

¤
. (128)

Both relations (125) and (128) can conveniently be rewritten (using the transversality condition ∆γt+∞(i) = 0),
by solving forwardly, as:47

γt(i) '
P∞

j=0rt,t+j '
P∞

j=0

¡
r∗t,t+j +∆st+j

¢
. (129)

D.6 FOC (41) for real money balances

D.6.1 Log-linearization around time-dependent paths

Rewriting FOC (41) for time-dependent paths as natural values:

f(.) =χM
¡
M̄t+1(i)

¢− 1
χ
¡
P̄C
t (i)

¢ 1−χ
χ + Γ̄t(i)− βEt

£
Γ̄t+1(i)

¤
= 0. (130)

47Substituting (129) into the log-linearized domestic consumption equation (118), it can be shown that this consumption equation is
similar to Caputo (2003) and, moreover, in the absence of habit formation, i.e. κ = 0, equation (118) collapses to ct(i) ' − 1

σ
γt ' ct,

which is similar to the forward-looking expression for consumption in Galí and Monacelli (2002).The (slight) difference originates from
the different log-linearization procedure in Caputo (2003) and Galí and Monacelli (2002), where a constant discount factor β remains
in the log-linearized expression (129).
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Log-linearizing (41) around natural value paths, we find according to log-linearization formula (112):∙
− 1
χ
mt+1(i) +

(1− χ)

χ
pCt (i)

¸
χM

¡
M̄t+1(i)

¢− 1
χ
¡
P̄C
t (i)

¢ 1−χ
χ + Γ̄t(i)γt(i)− βEt

£
Γ̄t+1(i)γt+1(i)

¤
' 0.

Rearranging this log-linearized form and using (130), we get:

1

χ

£
mt+1(i)− (1− χ) pCt (i)

¤ ¡
Γ̄t(i)− βEt

£
Γ̄t+1(i)

¤¢
+ Γ̄t(i)γt(i)− βEt

£
Γ̄t+1(i)γt+1(i)

¤
' 0.

Finally, we obtain:

1

χ

£
mt+1(i)− (1− χ) pCt (i)

¤
+
Γ̄t(i)γt(i)− βEt

£
Γ̄t+1(i)γt+1(i)

¤¡
Γ̄t(i)− βEt

£
Γ̄t+1(i)

¤¢ ' 0. (131)

FOCs for the foreign households’ problem can be log-linearized in a similar way as above leading to a log-
linearized foreign Euler equation analogous to (114) and to a log-linearized foreign labor supply curve analogous to
(120).

D.6.2 Varying, constant trend and steady state

Since Γ̄t(i) = Γ̄0(i)
Qt

k=1λ
(i)
k and Γ̄t+1(i) = Γ̄0(i)

Qt+1
k=1λ

(i)
k = Γ̄t(i)λ

(i)
t+1, we can reformulate (131) cancelling out

Γ̄t(i), to get:

1
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£
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¤
+Et

⎡⎣γt(i)− βλ
(i)
t+1γt+1(i)³

1− βλ
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´
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which under the assumption of constant trend can be rewritten as:

1

χ

£
mt+1(i)− (1− χ) pCt (i)

¤
+Et

"
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¢ #
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In the steady state λ(i) = 1 for all i so that (132) reduces to:

1
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£
mt+1(i)− (1− χ) pCt (i)

¤
+Et

∙
(γt(i)− βγt+1(i))
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¸
' 0. (133)

D.7 FOC (42) of home capital

Rewritting the FOC w.r.t. the home physical capital evaluated at the natural values, as:48

Q̄m
t (i)Γ̄t(i) = βEt
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for m=FT,FN, V T, V N.

(134)
Using formula (112) and gathering variables in terms of log-deviations, we get:
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Considering (134), the last expression can be rewritten as:
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t+1(i)− P̄ I
t+1(i)Ψ

¡
Z̄m
t+1(i)

¢¢i
zmt+1(i)

+
h

Q̄m
t Γ̄t(i)

βEtΓ̄t+1(i)
− (1− dmt+1(i))Q̄m

t+1 − (1− τkt+1)R̄
m
t+1(i)Z̄m

t+1(i)
i
Ψ0(Z̄m

t+1(i))
Ψ(Z̄m

t+1(i))
Z̄m
t+1(i)z

m
t+1(i)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

48Notice that τkt and dmt (i) are assumed to be time-dependent and exogenous.
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Grouping common terms and dividing both sides by Γ̄t(i)Q̄m
t (i), we obtain

qmt (i) + γt(i) ' Etγt+1(i)

+

⎡⎢⎢⎢⎢⎣
h
1− βEtΓ̄t+1(i)

Q̄m
t (i)Γ̄t(i)

Et

£
(1− τkt+1)R̄

m
t+1(i)Z̄m

t+1(i)− P̄ I
t+1(i)Ψ

¡
Z̄m
t+1(i)

¢¤i
Etq

m
t+1(i)

+
h
1− βEtΓ̄t+1(i)

Q̄m
t (i)Γ̄t(i)

Et

£¡
(1− dmt+1(i))Q̄m

t+1(i)− P̄ I
t+1(i)Ψ

¡
Z̄m
t+1(i)

¢¢¤i
Et

£
rmt+1(i) + z

m
t+1(i)

¤
+
h
1− βEtΓ̄t+1(i)

Q̄m
t (i)Γ̄t(i)

Et

£¡
(1− dmt+1(i))Q̄m

t+1 + (1− τkt+1)R̄
m
t+1(i)Z̄m

t+1(i)
¢¤i

Et

∙
pIt+1(i) +

Ψ0(Z̄m
t+1(i))

Ψ(Z̄m
t+1(i))

Z̄m
t+1(i)z

m
t+1(i)

¸
⎤⎥⎥⎥⎥⎦ .

Since progressing further yields only marginal simplifications, we will derive the log-linearized FOC (42) around
its steady state:49

Q̄m(i) = β
£
(1− dm(i))Q̄m(i) + (1− τk)R̄m(i)

¤
. (135)

Using log-linearization rule (112), we get:
Q̄m(i)Γ̄(i) [qmt (i) + γt(i)] ' βΓ̄(i)

£
(1− dm(i))Q̄m(i) + (1− τk)R̄m(i)

¤
Etγt+1(i)

+βΓ̄(i)

∙
(1− dm(i))Q̄m(i)Etq

m
t+1(i) + (1− τk)R̄m(i)Etr

m
t+1(i)

+(1− τk)R̄m(i)Etz
m
t+1(i)− P̄ I(i)Ψ0 (1))Etz

m
t+1(i)

¸
.

Dividing both sides by Γ̄(i) we get:
Q̄m(i) [qmt (i) + γt(i)] ' β

£
(1− dm(i))Q̄m(i) + (1− τk)R̄m(i)

¤
Etγt+1(i)

+β

∙
(1− dm(i))Q̄m(i)Etq

m
t+1(i) + (1− τk)R̄m(i)Etr

m
t+1(i)

+(1− τk)R̄m(i)Etz
m
t+1(i)− P̄ I(i)Ψ0 (1))Etz

m
t+1(i)

¸
.

Using (135) and replacing it in the previous expression, we get:
[qmt (i) + γt(i)] Q̄m(i) ' Q̄m(i)Etγt+1(i) + β(1− dm(i))Q̄m(i)Etq

m
t+1(i)+

β(1− τk)R̄m(i)Etr
m
t+1(i) + Q̄m(i) [1− β(1− dm(i))]Etz

m
t+1(i)− βP̄ I(i)Ψ0 (1))Etz

m
t+1(i),

or dividing both sides by Q̄m(i):
qmt (i) + γt(i) ' Etγt+1(i) + β(1− dm(i))Etq

m
t+1(i)

+ [1− β(1− dm(i))]Etr
m
t+1(i)−

β[(1−τk)R̄m(i)−P̄ I(i)Ψ0(1))]
Q̄m(i)

Etz
m
t+1(i).

Operating algebraically and given that (1 − τk)R̄m
t+1(i) = P̄ I(i)Ψ0 (1)) from the FOC (43) in the steady state,

we obtain:
qmt (i) + γt(i) ' Etγt+1(i) + β(1− dm(i))Etq

m
t+1(i) + [1− β(1− dm(i))]Etr

m
t+1(i)

Finally, taking (125) into account, we get:

qmt (i) ' −Etrt,t+1 + β(1− dm(i))Etq
m
t+1(i) + [1− β(1− dm(i))]Etr

m
t+1(i), (136)

which is similar to equation (51) in Adjémian et al. (2004) with the only difference being that inflation does not
show up since our CBC (7) is in nominal terms.

D.8 FOC (43) of home capital utilization

The FOC w.r.t. the utilization rate of physical capital, evaluated at time-dependent paths as natural values is:

(1− τkt+1)R̄
m
t+1(i) = P̄ I

t+1(i)Ψ
0 ¡Z̄m

t+1(i)
¢
for m = FT, FN, V T, V N (137)

and using formula (112), we obtain:

(1− τkt+1)R̄
m
t+1(i)r

m
t+1(i) ' Ψ0 ¡Z̄m

t+1(i)
¢
P̄ I
t+1(i)p

I
t+1(i) +Ψ

00 ¡Z̄m
t+1(i)

¢
P̄ I
t (i)Z̄m

t+1(i)z
m
t+1(i),

using expression (137) that holds in the natural path equilibrium, after some algebraic operations, we get:

rmt+1(i) ' pIt+1(i) +
Ψ00 ¡Z̄m

t+1(i)
¢

Ψ0
¡
Z̄m
t+1(i)

¢ Z̄m
t+1(i)z

m
t+1(i) for m = FT, FN, V T, V N.

In the steady state the capital is fully utilized, Z̄m
t+1(i) = 1 and the cost function is Ψ(1) = 0 with slope

Ψ0(1) < 0, then:

rmt+1(i) ' pIt+1(i) +
Ψ00 (1)

Ψ0 (1)
zmt+1(i) for m = FT, FN, V T, V N,

where Ψ
00(1)
Ψ0(1) is the elasticity of the capital utilization cost function.

49Recall that the steady state Z̄m(i) = 1 and that Ψ(1) = 0 (see footnote 12). Notice that in the steady state the depreciation rate
and the capital tax rate are assumed to be constant and exogenous parameters.
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D.9 Log-linearization of the law of motion of capital

Consider the log-linearized law of motion of capital, originating from equation (6), around the steady state:
K̄m(i) = (1− dm(i))K̄m(i) + (1−Υ (1)) Īm(i) or
K̄m(i) = (1−Υ(1))

dm(i) Īm(i).

Using the log-linearization formula (112), we get:
K̄m(i)kmt+1(i) = (1− dm(i))K̄m(i)kmt (i) + (1−Υ (1)) Īm(i)imt (i)−Υ0(1) Ī

m(i)
Im(i) i

m
t (i) +Υ

0(1) Īm(i)

[Īm(i)]2
Īm(i)imt−1(i).

Simplyfing, given that Υ0(1) = 0:
K̄m(i)kmt+1(i) = (1− dm(i))K̄m(i)kmt (i) + (1−Υ (1)) Īm(i)imt (i),
(1−Υ(1))
dm(i) Īm(i)kmt+1(i) = (1− dm(i)) (1−Υ(1))dm(i) Īm(i)kmt (i) + (1−Υ (1)) Īm(i)imt (i),

kmt+1(i) = (1− dm(i))kmt (i) + dm(i)imt (i). (138)

D.10 Modigliani-Miller theorem

The rental rate can be approximated from Plasmans (1975) as:
Rm
t (i)

∼= P I,m
t (i) [dm(i) + rt] ,

which in the steady state turns out to be, after using (112):

R̄m(i) = P̄ I,m(i) [dm(i) + r̄] and β = 1
1+r̄ ⇒ r̄ = 1−β

β ; then: R̄m(i) = P̄ I,m(i)
h
dm(i) + 1−β

β

i
.

Log-linearizing around the steady state, we get:

R̄m(i)rmt (i) = P̄ I,m(i)pI,mt (i) [dm(i) + r̄] + P̄ I,m(i)
³
1−β
β

´
rt

and replacing R̄m(i) by P̄ I,m(i)
h
dm(i) + 1−β

β

i
, we obtain:

P̄ I,m(i)
h
dm(i) + 1−β

β

i
rmt (i) = P̄ I,m(i)pI,mt (i)

h
dm(i) + 1−β

β

i
+ P̄ I,m(i)

³
1−β
β

´
rt.

Finally, we get: ∙
dm(i) +

1− β

β

¸
rmt (i) = pI,mt (i)

∙
dm(i) +

1− β

β

¸
+

µ
1− β

β

¶
rt. (139)

E Derived demand functions
Given production function (29), we derive the optimal demands for each input such that firm j in the final goods
producing sector m = FT, FN minimizes total costs TCm

t (j)(.) subject to Y
m
t (j) ≡ (Ωm,tZ

m
t (j))

m .
Constructing the Lagrangian at period t:

£m
t (j) ≡Wm

t (j)L
m
t (j) +Rm

t (j)Km
t (j) + PV,m

t (j)V m
t (j)− Λmt (j) ((Ωm,tZ

m
t (j))

m − Y m
t (j)) ,

yields the following FOCs from the unconstrained minimization of this Lagrangian:
∂$mt (j)
∂Lmt (j)

= 0⇔Wm
t (j)− Λmt (j) m(Ωm,tZ

m
t (j))

m−1 ∂Z
m
t (j)

∂Lmt (j)
= 0,

∂$mt (j)
∂Km

t (j)
= 0⇔ Zm

t Rm
t (j)− Λmt (j) m(Ωm,tZ

m
t (j))

m−1 ∂Z
m
t (j)

∂Km
t (j)

= 0,
∂$mt (j)
∂Vm

t (j) = 0⇔ PV,m
t (j)− Λmt (j) m(Ωm,tZ

m
t (j))

m−1 ∂Z
m
t (j)

∂Vm
t (j) = 0 and

∂$mt (j)
∂Λmt (j)

= 0⇔ (Ωm,tZ
m
t (j))

m − Y m
t (j) = 0.

Considering the partial derivatives of Zm
t (j) w.r.t. all inputs and defining υVm ≡ 1− υKm − υLm, we get:

∂Zmt (j)
∂Lmt (j)

=

∙
υ

1
γm

Lm (L
m
t (j))

γm−1
γm + υ

1
γm

Km (Km
t (j))

γm−1
γm + υ

1
γm

Vm (V
m
t (j))

γm−1
γm

¸ 1
γm−1

υ
1
γm

Lm (L
m
t (j))

− 1
γm ; ∂Z

m
t (j)

∂Km
t (j)

and ∂Zmt (j)
∂Vm

t (j)

are analogously derived.
Substitution of these partial derivatives in the above FOCs leads to the following input price expressions:

Wm
t (j) = Λ

m
t (j) m

(
Ωm,t

∙
υ

1
γm

Lm (L
m
t (j))

γm−1
γm + υ

1
γm

Km (Km
t (j))

γm−1
γm + υ

1
γm

Vm (V
m
t (j))

γm−1
γm

¸ γm
γm−1

)
m−1

∙
υ

1
γm

Lm (L
m
t (j))

γm−1
γm + υ

1
γm

Km (Km
t (j))

γm−1
γm + υ

1
γm

Vm (V
m
t (j))

γm−1
γm

¸ 1
γm−1

υ
1
γm

Lm (L
m
t (j))

− 1
γm ,

Zm
t Rm

t (j) = Λ
m
t (j) m

(
Ωm,t

∙
υ

1
γm

Lm (L
m
t (j))

γm−1
γm + υ

1
γm

Km (Km
t (j))

γm−1
γm + υ

1
γm

Vm (V
m
t (j))

γm−1
γm

¸ γm
γm−1

)
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∙
υ

1
γm

Lm (L
m
t (j))

γm−1
γm + υ

1
γm

Km (Km
t (j))

γm−1
γm + υ

1
γm

Vm (V
m
t (j))

γm−1
γm

¸ 1
γm−1

υ
1
γm

Km (Km
t (j))

− 1
γm

and

PV,m
t (j) = Λmt (j) m

(
Ωm,t

∙
υ

1
γm

Lm (L
m
t (j))

γm−1
γm + υ

1
γm

Km (Km
t (j))

γm−1
γm + υ

1
γm

Vm (V
m
t (j))

γm−1
γm

¸ γm
γm−1

)
∙
υ

1
γm

Lm (L
m
t (j))

γm−1
γm + υ

1
γm

Km (Km
t (j))

γm−1
γm + υ

1
γm

Vm (V
m
t (j))

γm−1
γm

¸ 1
γm−1

υ
1
γm

Vm (V
m
t (j))

− 1
γm ,

so that
Wm

t (j)

υ
1
γm

Lm (L
m
t (j))

− 1
γm

=
Zm
t Rm

t (j)

υ
1
γm

Km (Km
t (j))

− 1
γm

=
PV,m
t (j)

υ
1
γm

Vm (V
m
t (j))

− 1
γm

.

Hence,

Lmt (j) =
υLm
υKm

µ
Zm
t Rm

t (j)

Wm
t (j)

¶γm
Km
t (j) and V m

t (j) =
υVm
υKm

Ã
Zm
t Rm

t (j)

PV,m
t (j)

!γm

Km
t (j),

so that, replacing these expressions for labor and intermediate goods into the production function constraint (29),
we get:

Y m
t (j) =

⎧⎪⎪⎨⎪⎪⎩Ωm,t

⎡⎢⎣ υ
1
γm

Lm

³
υLm
υKm

³
Zm
t Rmt (j)
Wm
t (j)

´γm
Km
t (j)

´ γm−1
γm

+ υ
1
γm

Km (Km
t (j))

γm−1
γm

+υ
1
γm

Vm

³
υVm
υKm

³
Zm
t Rmt (j)

PV,m
t (j)

´γm
Km
t (j)

´ γm−1
γm

⎤⎥⎦
γm

γm−1
⎫⎪⎪⎬⎪⎪⎭

m

=

⎧⎨⎩Ωm,t

"
υ

1
γm

Lm

³
υLm
υKm

³
Zm
t Rmt (j)
Wm
t (j)

´γm´ γm−1
γm

+ υ
1
γm

Km + υ
1
γm

Vm

³
υVm
υKm

³
Zm
t Rmt (j)

PV,m
t (j)

´γm´ γm−1
γm

# γm
γm−1

Km
t (j)

⎫⎬⎭
m

.

We obtain the (optimal) demand for capital stock by firm j as:
Km
t (j) =

=
1"

υ
1
γm

Lm

µ
υLm
υKm

³
Wm
t (j)

Zm
t Rmt (j)

´−γm¶ γm−1
γm

+ υ
1
γm

Km + υ
1
γm

Vm

µ
υVm
υKm

³
PV,m
t (j)

Zm
t Rmt (j)

´−γm¶ γm−1
γm

# γm
γm−1

[Y m
t (j)]

1
m

Ωm,t

=

µh
(Zm

t Rm
t (j))

−γm
i γm−1

γm

¶ γm
γm−1

Ã"
υ

1
γm

Lm

µ
υLm
υKm

³
Wm
t (j)

Zm
t Rmt (j)

´−γm¶ γm−1
γm

+υ
1
γm

Km+υ
1
γm

Vm

µ
υVm
υKm

³
PV,m
t (j)

Zm
t Rmt (j)

´−γm¶ γm−1
γm

#
(Zm

t Rm
t (j))

1−γm

! γm
γm−1

[Y m
t (j)]

1
m

Ωm,t

=
(Zm

t Rm
t (j))

−γmÃ"
υ

1
γm

Lm

³
υLm
υKm

(Wm
t (j))

−γm
´ γm−1

γm +υ
1
γm

Km (Zm
t Rm

t (j))
1−γm +υ

1
γm

Vm

µ
υVm
υKm

³
PV,m
t (j)

´−γm¶ γm−1
γm

#! γm
γm−1

[Y m
t (j)]

1
m

Ωm,t

=
(Zm

t Rm
t (j))

−γmÃ"
υLm

³
1

υKm
(Wm

t (j))
−γm

´ γm−1
γm +υ

1
γm

Km (Zm
t Rm

t (j))
1−γm +υVm

µ
1

υKm

³
PV,m
t (j)

´−γm¶ γm−1
γm

#! γm
γm−1

[Y m
t (j)]

1
m

Ωm,t

=
(Zm

t Rm
t (j))

−γm υKmµ∙
υLm (Wm

t (j))
1−γm + (υKm)

1
γm (υKm)

γm−1
γm (Zm

t Rm
t (j))

1−γm + υVm

³
PV,m
t (j)

´1−γm¸¶ γm
γm−1

[Y m
t (j)]

1
m

Ωm,t

Finally, we obtain:

Km
t (j) =

υKm (Zm
t Rm

t (j))
−γm

Zm
t

µ∙
υLm (Wm

t (j))
1−γm + υKm (Zm

t Rm
t (j))

1−γm + υVm

³
PV,m
t (j)

´1−γm¸¶ γm
γm−1

[Y m
t (j)]

1
m

Ωm,t
.
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which is, taking account of the dual price function (47) of the inputs, the derived demand for capital (45) in the
main text.
Proceeding in the same way (replacing the relevant marginal conditions) it is straightforward to show that the

other (optimal) input demands are:

Lmt (j) =
υLm (W

m
t (j))

−γmµ∙
υLm (Wm

t (j))
1−γm + υKm (Zm

t Rm
t (j))

1−γm + υVm

³
PV,m
t (j)

´1−γm¸¶ γm
γm−1

[Y m
t (j)]

1
m

Ωm,t

and

V m
t (j) =

υVm

³
PV,m
t (j)

´−γm
µ∙

υLm (Wm
t (j))

1−γm +υKm (Zm
t Rm

t (j))
1−γm +υVm

³
PV,m
t (j)

´1−γm¸¶ γm
γm−1

[Y m
t (j)]

1
m

Ωm,t
,

so that equations (44), (45) and (46) in the main text are verified.
The cost minimizing input demands for the intermediate goods producing sectors m = V T, V N . is derived

analogously from minimizing total costs in labor and capital costs subject to production function (34) yielding
derived demand equations (51) and (52) in the main text.

F Total consumers’ benefits
Total consumers’ benefits from the firms’ ownership are defined as follows:

Bt ≡ BFTt + BFNt + BV Tt + BV Nt + BMF
t + BMV

t , (140)

where specific sectoral benefits are:50

BFTh.t ≡PCT
h,t

¡
CT
h,t +GT

h,t

¢
+StP

CT,X
h,t

¡
C∗Th,t +G∗Th,t

¢
+P IT

h,tI
T
h,t+StP

IT,X,FT∗
h,t I∗T,FTh,t +StP

IT,X,FN∗
h,t I∗T,FNh,t

+StP
IT,X,V T∗
h,t I∗T,V Th,t +StP

IT,X,V N∗
h,t I∗T,V Nh,t −WFT

t LFTt −PV T
h,t V

FT
t −RFT

t ZFT
t KFT

t +P I
tΨ(ZFT

t )K
FT
t , (141)

where the total revenue from serving domestic is defined as:
P IT
h,t I

T
h,t ≡ P IT,FT

h,t IT,FTh,t + P IT,FN
h,t IT,FNh,t + P IT,V T

h,t IT,V Th,t + P IT,V N
h,t IT,V Nh,t and

BFNh.t ≡ PCN
h,t

¡
CN
h,t +GN

h,t

¢
+ P IN

h,t I
N
h,t−WFN

t LFNt −PV N
h,t V FN

t −R
FN

t
ZFN
t KFN

t + P I
t Ψ(ZFN

t )K
FN
t , (142)

where the total revenue from serving non-tradable investment markets can be defined as:
P IN
h,t I

N
h,t ≡ P IN,FT

h,t IN,FTh,t +P IN,FN
h,t IN,FNh,t +P IN,V T

h,t IN,V Th,t +P IN,V N
h,t IN,V Nh,t ;

BV Th,t ≡P
V T,FT
h,t V T,FT

h,t +StP
V T,X,FT
h,t V ∗T,FTh,t +PV T,FN

h,t V T,FN
h,t +StP

V T,X,FN
h,t V ∗T,FNh,t -WV T

t LV Tt -RV T
t ZV T

t KV T
t

+P I
t Ψ(ZV T

t )K
V T
t , (143)

BV Nh,t ≡P
V N,FT
h,t V N,FT

h,t +PV N,FN
h,t V N,FN

h,t −WV N
t LV Nt −RV N

t ZV N
t KV N

t + P I
t Ψ(ZV N

t )KV N
t , (144)

BMF
h,t ≡ PCT

f,t

¡
CT
f,t+G

T
f,t

¢
+P IT,FT

f,t IT,FTf,t +P IT,FN
f,t IT,FNf,t +P IT,V T

f,t IT,V Tf,t +P IT,V N
f,t IT,V Nf,t -StP

CT,X
f,t CT

f,t-StP
IT,X
f,t ITf,t

(145)

and (146)

BMV
h,t ≡P

V T,FT
f,t V T,FT

f,t +PV T,FN
f,t V T,FN

f,t −StPV T,X,FT
f,t V T,FT

f,t −StPV T,X,FN
f,t V T,FN

f,t . (147)

50Recall that the foreign importers of final goods have as costs the amount S−1t PX,IT
h,t I∗Th,t ≡

S−1t PX,FT
h,IT,tI

∗T,FT
h,t + PX,FN

h,IT,t I
∗T,FN
h,t + PX,V T

h,IT,tI
∗T,V T
h,t + PX,V N

h,IT,t I
∗T,V N
h,t .
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G Log-linearization of Net Foreign Assets
Log-linearizing equation (63) in the main text with respect to an expected zero depreciation of the exchange rate,
we get:

Et [∆st+1] = rt,t+1 − r∗t,t+1 − lnEt [zt+1(.)] , (148)

where lnEt [zt+1(.)] is the (logarithmic) expectation of risk premium (61).
In order to evaluate lnEt [zt+1(.)] in (148), we derive from (61) that:

lnEt [zt+1(.)]=Et {vt+1}
∙
exp

µ
S̄B̄f (i)

P̄ (i)
− StBf,t+1(i)

Pt+1(i)

¶
− 1
¸
=δ
∙
exp

µ
S̄B̄f (i)

P̄ (i)
− StBf,t+1(i)

Pt+1(i)

¶
− 1
¸
, (149)

where consumer i’s aggregate price index Pt(i) is given by (62).
Aggregating over households as in Section 7 and rewriting NFA equation (68) in real terms, i.e. deflating it with

(62), as:

Et

h
Q̂f,t,t+1

i ³StBf,t+1 −B∗h,t+1

´
Pt+1

+

³
B∗h,t − StBf,t

´
Pt+1

=
1

Pt+1
(NXFT

h,t +NXV T
h,t ), (150)

which can be log-linearized by considering the behavior of domestic and foreign assets in the steady state. To this
end, we rewrite the aggregated versions of first order conditions (39-40) for home and foreign assets in the steady
state, taking account of the risk premium definition (61), as:

Γ̄β∗S̄

z
³
S̄B̄f
P̄

´ − βΓ̄S̄ = 0.

Defining the real asset value and B
(R)
f,t ≡

St−1Bf,t
Pt

, and considering that β∗ = 1
1+r̄∗ and the assumption that the

intertemporal discount rates are equal over the world in the steady state, i.e. β = β∗ ≡ β, it follows that (61) in
the steady state are one, or:

z
³
B̄
(R)
f

´
= 1. (151)

The assumptions concerning the risk function and z(.) imply that B̄(R)
f = 0, or foreign assets owned by domestic

consumers are zero in the steady state. Similarly for foreign households. Hence, the steady state of the real NFA
equation (150) is:

0 = NX
FT

h +NX
V T

h . (152)

Applying the log-linearization rules from Appendix C, where the term between square brackets in the aggregate

version of equation (149) is approximated by b
(R)
f,t+1 ≡ ln

S̄B̄f
P̄
− ln

³
StBf,t+1
Pt+1(i)

´
, so that (148) becomes the familiar

UIP condition:
Et [∆st+1] ' rt,t+1 − r∗t,t+1 − δb

(R)
f,t+1. (153)

Equation (150) can be log-linearized around its steady state (152), taking account of β = β∗, as:

β
³
b
(R)
f,t+1 − b

∗(R)
h,t+1

´
−
³
b
(R)
f,t − b

∗(R)
h,t

´
' NX

FT

h

P̄

¡
nxFTh,t − pt+1

¢
+

NX
V T

h

P̄

¡
nxV Th,t − pt+1

¢
, (154)

where from definitions (69) and (70) of final and intermediate goods net exports, we get the following log-linearized
net export terms:51

NX
FT

h

P̄

¡
nxFTh,t − pt+1

¢
=
P̄CT,X
h

P̄
C̄∗Th

³
pCT,Xh,t + c∗Th,t − pt+1

´
+

P̄ IT,X,FT∗
h,t

P̄
I
∗T
h

³
pIT,X,FT∗h,t + i∗T,FTh,t − pt+1

´
+

P̄ IT,X,FN∗
h,t

P̄
I
∗T
h

³
pIT,X,FN∗h,t + i∗T,FNh,t − pt+1

´
+

P̄ IT,X,V T∗
h,t

P̄
I
∗T
h

³
pIT,X,V T∗h,t + i∗T,V Th,t − pt+1

´
+

P̄ IT,X,V N∗
h,t

P̄
I
∗T
h

³
pIT,X,V N∗h,t + i∗T,V Nh,t − pt+1

´
−

S̄P̄ ∗CT,Xf

P̄
C̄Tf
³
st + p∗CT,Xf,t + cTf,t − pt+1

´
−

S̄P̄ ∗IT,Xf

P̄
If

³
st + p∗IT,Xf,t + iTf,t − pt+1

´
(155)

51This analysis is done irrespective of government expenditure. Hence, according to (69), consumption stands for the sum of private
consumption and government expenditure here.

41



and

NX
V T

h

P̄

¡
nxV Th,t − pt+1

¢
=

P̄V T,X,FT
h

P̄
V̄ ∗T,FTh

³
pV T,X,FTh,t + v∗T,FTh,t − pt+1

´
+

P̄V T,X,FN
h

P̄
V̄ ∗T,FNh

³
pV T,X,FNh,t + v∗T,FNh,t − pt+1

´
−

S̄P̄ ∗V T,X,FTf

P̄
V̄ T,FT
f

³
st + p∗V T,X,FTf,t + vT,FTf,t − pt+1

´
−

S̄P̄ ∗V T,X,FNf

P̄
V̄ T,FN
f

³
st + p∗V T,X,FNf,t + vT,FNf,t − pt+1

´
. (156)

Notice again that we defined total (private and public) consumption home exports as C̄∗Th ≡ C̄∗Th + Ḡ∗Th , while
consumption home imports were defined as C̄Tf ≡ C̄T

f + ḠT
f . Total consumption exports and imports deviations

were defined as c∗Th,t ≡ φXc
∗T
h + (1− φX) g

∗T
h and cTf ≡ φMcTf + (1− φM ) g

T
f , respectively. The shares φX and φM

are estimated using long-run data.

In (155-156), all the steady state terms, as e.g. P̄CT,X
h C̄∗Th

P̄
and P̄V T,X,FT

h V̄ ∗T,FTh

P̄
, must be expressed in terms of

model parameters. These steady state terms are derived in a separate Internet Appendix available on
http://www.ua.ac.be/joseph.plasmans (click "documents" and "files").

H Marginal costs
Final tradable and non-tradable goods marginal costs, or MCm

h,t(j) for m = FT, FN , can be derived from the

inversion of the production function (29) taking into account the price PZ,m
t (j) from (48). Analogously, the

marginal costs for domestic intermediate goods, comes from the inversion of the intermediate goods production
function (34) taking into account the price PZ,m

t (j) from (48) for m = V T, V N . Consequently, firm j’s sectoral
marginal cost is:

MCm
h,t(j) =

1
m
PZ,m
t (j)

[Y m
t (j)]

1
m−1

(Ωm,t)
m , for m = FT, FN, V T, V N. (157)

We derive the log-linearized version of (157). To do so, we rewrite (157) at time-dependent equilibrium paths
as natural values as an implicit function ft(j) = 0, or

ft(j) ≡MC
m
h,t(j)− PZ,m

t (j)

£
Ȳ m
t (j)

¤ 1− m
m

mΩ̄m,t
= 0. (158)

We consider derivatives: fMC
m
h,t(j)

(.), fPZ,m
t (j)(.), fȲm

t (j)(.) and fΩ̄m,t
(.) and use formula (112) to obtain:

MC
m

h,t(j)mc
m
h,t(j)−

[Ȳm
t (j)]

1− m
m

mΩ̄m,t
PZ,m
t (j)PZ,m

t (j)−1− m

m
PZ,m
t (j)

[Ȳm
t (j)]

1− m
m

mΩ̄m,t
ymt (j)+P

Z,m
t (j)

[Ȳm
t (j)]

1− m
m

mΩ̄m,t
ωm,t' 0.

Taking (158) into account to eliminate variables in natural values, we get log-linear forms of marginal costs of
final and intermediate goods:

mcmh,t(j) ' PZ,m
t (j) +

1− m

m
ymt (j)− ωm,t for m = FT, FN and (159)

mcmh,t(j) ' PZ,m
t (j) +

1− m

m
vmt (j)− ωm,t for m = V T, V N. (160)
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I Optimality condition in Calvo-price setting
FOC of maximization problem (71) s.t. the relevant demand function on an arbitrary market n (n = 1, ..., nm),52

e.g s.t. Y n
h,t+a(j) =

³
Pn
h,t(j)

Pn
h,t+a

´−θn
Y n
h,t+a, is derived as follows:

0 = Et

P∞
a=0(ϕnβ)

aΓt+a(i)

Γt(i)

⎡⎢⎣(1− θn)

³
P̆n
h,t(j)

´−θn
³
Pn
h,t+a

´−θn Y n
h,t+a + θnMCm

t+a(Y
m
h,t+a(j))

³
P̆n
h,t(j)

´−θn−1
³
Pn
h,t+a

´−θn Y n
h,t+a

⎤⎥⎦
= Et

P∞
a=0(ϕnβ)

aΓt+a(i)

Γt(i)

⎡⎢⎣(1− θn)
Y n
h,t+a³

Pn
h,t+a

´−θn + θnMCn
t+a

¡
Y n
h,t+a(j)

¢ 1³
Pn
h,t+a

´−θn Y n
h,t+a

P̆n
h,t(j)

⎤⎥⎦
= Et

P∞
a=0(ϕnβ)

aΓt+a(i)

Γt(i)

h
(1− θn)Y

n
h,t+a

¡
Pn
h,t+a

¢θni
+

1

P̆n
h,t(j)

Et

P∞
a=0(ϕnβ)

aΓt+a(i)

Γt(i)

h
θnMCm

t+a

¡
Y m
h,t+a(j)

¢ ¡
Pn
h,t+a

¢θn Y n
h,t+a

i
.

Rearranging, we obtain:

P̆n
h,t(j) =

θn
(θn − 1)

Et

P∞
a=0(ϕnβ)

a Γt+a(i)
Γt(i)

∙
MCm

t+a

³
Y m
h,t+a(j)

´
Y n
h,t+a

³
Pn
h,t+a

´θn¸
Et

P∞
a=0(ϕnβ)

a Γt+a(i)
Γt(i)

∙
Y n
h,t+a

³
Pn
h,t+a

´θn¸ ,

so that optimality condition (73) in the main text is derived. The log-linearization of equation (74), in deviations
from natural values is:

pnh,t(j) ' ϕn
¡
pnh,t−1(j)

¢1−θn
+ (1− ϕn)

¡
p̆nh,t(j)

¢1−θn
. (161)

I.1 Time-dependent equilibrium paths as natural values

Rewriting (73) in natural paths yields for a typical component P̆n
h,t(j):

P̄n
h,t(j)Et

∞X
a=0

(ϕnβ)
a Γ̄t+a(i)

Γ̄t(i)

h
Ȳ n
h,t+a

¡
P̄n
h,t+a

¢θni
=

θn
(θn-1)

Et

∞X
a=0

(ϕnβ)
a Γ̄t+a(i)

Γ̄t(j)

h
MC

m

t+a

¡
Ȳ m
h,t+a(j)

¢ ¡
P̄n
h,t+a

¢θn
Ȳ n
h,t+a

i
.

(162)
Defining:

LHS of (162): ft(j) ≡ P̄n
h,t(j)Et

∞X
a=0

(ϕnβ)
a Γ̄t+a(i)

Γ̄t(i)

h
Ȳ n
h,t+a

¡
P̄n
h,t+a

¢θni
,

RHS of (162): gt(j) ≡
θn

(θn − 1)
Et

∞X
a=0

(ϕnβ)
a Γ̄t+a(i)

Γ̄t(i)

h
MC

m

t+a

¡
Ȳ m
h,t+a(j)

¢ ¡
P̄n
h,t+a

¢θn
Ȳ n
h,t+a

i
,

and applying log-linearization rules from Appendix C, we obtain the following formulas for (sums of) derivatives:

fP̄n
h,t(j)

P̄n
h,t(j)p

n
h,t(j) = pnh,t(j)P̄

n
h,t(j)Et

∞X
a=0

(ϕnβ)
a Γ̄t+a(i)
Γ̄t(i)

∙
Ȳ n
h,t+a

³
P̄n
h,t+a

´θn¸
Et

∞X
a=0

fȲ n
h,t+a

Ȳ n
h,t+ay

n
h,t+a = P̄n

h,t(j)Et

∞X
a=0

(ϕnβ)
a Γ̄t+a(i)

Γ̄t(i)

∙³
P̄n
h,t+a

´θn
Ȳ n
h,t+ay

n
h,t+a

¸
Et

∞X
a=0

fP̄n
h,t+a

P̄n
h,t+ap

n
h,t+a = P̄n

h,t(j)Et

∞X
a=0

(ϕnβ)
a Γ̄t+a(i)
Γ̄t(i)

∙
θnȲ

n
h,t+a

³
P̄n
h,t+a

´θn
pnh,t+a

¸
Et

∞X
a=0

fΓ̄t+a(j)Γ̄t+a(i)γt+a(i) = P̄n
h,t(j)Et

∞X
a=0

(ϕnβ)
a

∙
Ȳ n
h,t+a

³
P̄n
h,t+a

´θn¸ Γ̄t+a(i)γt+a(i)
Γ̄t(i)

52Note that, since marginal cost is (only) sector-specific, it considers sector-superscript m, while prices and (sub)outputs are denoted
with market-superscript n.
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Et

∞X
a=0

fΓ̄t(i)Γ̄t(i)γt(i) = P̄n
h,t(j)Et

∞X
a=0

(ϕnβ)
a
³
− Γ̄t+a(i)
Γ̄t(i)

´
γt(i)

∙
Ȳ n
h,t+a

³
P̄n
h,t+a

´θn¸
Et

∞X
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gMC
m
t+ a(j)
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m
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(ϕnβ)
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Γ̄t(i)

∙
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m
t+a(Ȳ
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¸
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(θn−1)Et
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(ϕnβ)
a Γ̄t+a(i)
Γ̄t(i)

∙
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m
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m
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P̄n
h,t+a

´θn
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¸
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h,t+a
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θn
(θn−1)Et

∞X
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(ϕnβ)
a Γ̄t+a(i)

Γ̄t(i)

∙
θnMC

m

t+a(Ȳ
m
h,t+a(j))Ȳ

n
h,t+a

³
P̄n
h,t+a

´θn
pnt+a

¸
Et

∞X
a=0

gΓ̄t+a(i)Γ̄t+a(i)γt+a(i) =
θn

(θn−1)Et

∞X
a=0

(ϕnβ)
a Γ̄t+a(i)γt+a(i)

Γ̄t(i)Π̄t+a

∙
MC

m
t+a(Ȳ

m
h,t+a(j))

³
P̄n
h,t+a

´θn
Ȳ n
h,t+a

¸
Et

∞X
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gΓ̄t(i)Γ̄t(i)γt(i) =
θn

(θn−1)Et

∞X
a=0

(ϕnβ)
a−Γ̄t+a(i)γt(i)

Γ̄t(i)

∙
MC

m

t+a(Ȳ
m
h,t+a(j))

³
P̄n
h,t+a

´θn
Ȳ n
h,t+a

¸
Hence, using formula (112), we get:

pnh,t(j)P̄
n
h,t(j)Et

∞X
a=0

(ϕnβ)
a Γ̄t+a(i)
Γ̄t(i)

∙
Ȳ n
h,t+a

³
P̄n
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´θn¸
+ P̄n

h,t(j)Et

∞X
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(ϕnβ)
a Γ̄t+a(i)
Γ̄t(i)

∙³
P̄n
h,t+a

´θn
Ȳ n
h,t+ay

n
h,t+a

¸
+P̄n

h,t(j)Et

∞X
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(ϕnβ)
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Γ̄t(i)

∙
θnȲ
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³
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´θn
pnh,t+a

¸
+ P̄n

h,t(j)Et

∞X
a=0

(ϕnβ)
a

∙
Ȳ n
h,t+a

³
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h,t+a

´θn¸ Γ̄t+a(i)γt+a(i)
Γ̄t(i)

+P̄n
h,t(j)Et

∞X
a=0

(ϕnβ)
a−Γ̄t+a(i)
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∙
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´θn¸
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(θn−1)Et

∞X
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(ϕnβ)
a Γ̄t+a(i)
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¸
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∞X
a=0

(ϕnβ)
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∙
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m
h,t+a(j))

³
P̄n
h,t+a
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¸
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∞X
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∙
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∙
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m
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¸
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∞X
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∙
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m
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³
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h,t+a

´θn
Ȳ n
h,t+a

¸
Dividing both sides by P̄n

h,t(j) and using (162), we obtain:

p̆nh,t(j) '

Et

P∞
a=0(ϕnβ)

a

⎡⎣ Γ̄t+a(i)
Γ̄t(i)

Ȳ n
h,t+a

³
P̄n
h,t+a

´θn
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´
⎤⎦

Et

P∞
a=0(ϕnβ)
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Γ̄t(i)

∙
MC

m

t+a(Ȳ
m
h,t+a(j))Ȳ

n
h,t+a
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−
Et

P∞
a=0(ϕnβ)

a Γ̄t+a(i)
Γ̄t(i)

∙
Ȳ n
h,t+a

³
P̄n
h,t+a

´θn ³
θnp
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h,t+a + ynh,t+a + γt+a(i)− γt(i)

´¸
Et

P∞
a=0(ϕnβ)

a Γ̄t+a(i)
Γ̄t(i)

∙
Ȳ n
h,t+a

³
P̄n
h,t+a

´θn¸ . (163)

I.2 Varying rate

Assuming a varying trend λt for all variables we can rewrite variables in natural equilibrium values as follows (for
a > 0):

Ȳ n
h,t+a = Ȳ n

h,t

Qa
k=1λk, MC

m

h,t+a(.) =MC
n

h,t(.)
Qa

k=1λk, P̄
n
h,t+a = P̄n

h,t

Qa
k=1λk and Γ̄t+a(i) = Γ̄t(i)

Qa
k=1λk.
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Hence, we rewrite (163) as:

p̆nh,t(j) '

Et

∞X
a=0

(ϕnβ)
a

⎡⎣ [
Qa

k=1λk]
h
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h,t
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m
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m
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P̄n
h,t
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k=1λk

iθn
×³

θnp
n
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m
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´
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(ϕnβ)a [
Qa

k=1λk]
h
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m
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m
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Qa
k=1λk

i h
P̄n
h,t
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k=1λk

iθn

−
Et

∞X
a=0

(ϕnβ)
a [
Qa

k=1λk]

∙h
Ȳ n
h,t

Qa
k=1λk

i h
P̄n
h,t

Qa
k=1λk

iθn ³
θnp

n
h,t+a + ynh,t+a + γt+a(i)− γt(i)

´¸
Et

∞X
a=0

(ϕnβ)a [
Qa

k=1λk]
h
Ȳ n
h,t

Qa
k=1λk

i h
P̄n
h,t

Qa
k=1λk

iθn . (164)

Simplifying:

p̆nh,t(j) '
Et

∞X
a=0

(ϕnβ)
a [
Qa

k=1λk]
hhQa

k=1λ
θn+2
k

i ³
θnp

n
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m
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´i
Et
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(ϕnβ)a [
Qa
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i

−
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(ϕnβ)
a [
Qa

k=1λk]
nhQa

k=1λ
θn+1
k

i ³
θnp

n
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´o
Et

∞X
a=0

(ϕnβ)a [
Qa

k=1λk]
hQa

k=1λ
θn+1
k

i
.

. (165)

I.3 Constant trend

Assuming constant trend λt = λ we can rewrite variables in time-dependent paths as follows:

Ȳ n
h,t+a = Ȳ n

h,tλ
a, MC

m
h,t+a(.) =MC

m
h,t(.)λ

a, P̄n
h,t+a(.) = P̄n

h,tλ
a and Γ̄t+a(i) = Γ̄t(i)λa.

Approximation (165) becomes:

p̆nh,t(j) '
Et

P∞
a=0(ϕnβλ

θn+3)a
£
θnp

n
t+a + ynt+a +mcmt+a(.) + γt+a(i)− γt(i)

¤
Et

P∞
a=0(ϕnβλ

θn+3)a

−
Et

P∞
a=0(ϕnβλ

θn+2)a
h
θnp

n
h,t+a + ynh,t+a + γt+a(i)− γt(i)

i
Et

P∞
a=0(ϕnβλ

θn+2)a
. (166)

Finally:

p̆nh,t(j) '
¡
1− ϕnβλ

θn+3
¢
Et

P∞
a=0(ϕnβλ

θn+3)a
£
θnp

n
t+a + ynt+a +mcmt+a(Ȳ

m
h,t+a(j)) + γt+a(i)− γt(i)

¤
−
¡
1− ϕnβλ

θn+2
¢
Et

P∞
a=0(ϕnβλ

θn+2)a
£
θnp

n
h,t+a + ynh,t+a + γt+a(i)− γt(i)

¤
. (167)

I.4 Steady state

To obtain log-linearization around steady state, we substitute λ = 1 into (167), which yields:

p̆nh,t(j) ' (1-ϕnβ)Et

∞X
a=0

(ϕnβ)
a
£
θnp

n
t+a+y

n
t+a+mcmt+a(Ȳ

m
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¤
- (1-ϕnβ)Et

∞X
a=0

(ϕnβ)
a
£
θnp
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¤
(168)

and simplifying:

p̆nh,t(j) ' (1− ϕnβ)Et

∞X
a=0

(ϕnβ)
a
£
mcmt+a(Ȳ

m
h,t+a(j))

¤
. (169)
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J Log-linearization of Taylor-pricing formula
The aggregated domestic price index in period t, i.e. equation (77), can be log-linearized around θn = 1 for
(n = 1, 2, ...nm) as:

lnPn
h,t(j) '

Pt+Nm−1
a=t ln P̆n

h,t−a(j), (170)

which also holds in natural values, so that subtracting this natural value expression from (170), we obtain the
log-linearization of (77) in deviations from their natural values (see, for instance, Collard and Dellas (2003)):

pnh,t(j) '
Pt+Nm−1

a=t p̆nh,t−a(j). (171)

K Optimality condition in Calvo-wage setting
Taking Calvo-assumptions into account and maximizing (1) with (35) as the period utility function, w.r.t. wage

rates Wm
t (i), s.t. the relevant aggregate supply for labor (103), L

m
t+a(i) =

³
Wm
t (i)

Wm
t+a

´− Lm

Lmt+a (see Appendix B.2),

CBC (7) and the law of motion of capital (6) for every sector m = FT, FN, V T, V N , we get a Lagrangian similar to
(98) with the only difference that it is weighted by the probability ϕWm . We differentiate it w.r.t. wage rate W

m
t (i)

and setting equal to 0, we obtain the following FOC:

Et

⎧⎨⎩
∞X
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Ã
W̆m

t (i)

Wm
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⎤⎦⎫⎬⎭ = 0.

Rearranging and dividing by ( Lm − 1):

Et
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and further dividing both sides by
h
W̆m

t (i)
i− Lm

yields:
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a
¡
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¢
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( Lm − 1)
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+Et

∞X
a=0

(βϕWm )
a
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¢
Lm Lmt+aΓt+a(i) (1− τwt ) = 0.

Expressing for consumer i’s optimal Calvo-wage we obtain equation (78) in the main text. We log-linearize the
wage index (79) around γm = 1 as:

lnWm
t (i) ' ϕWm lnWm

t−1(i) +
¡
1− ϕWm

¢
ln W̆m

t (i), (172)

which also holds in natural values, so that subtracting this natural value expression from (172) we obtain the
log-linearization of (79) in deviations from natural values:

wm
t (i) ' ϕWmwm

t−1(i) +
¡
1− ϕWm

¢
w̆m
t (i). (173)

K.1 Natural equilibrium paths

Rewriting (78) in natural (equilibrium) paths yields:

W̄m
t (i)Et
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(βϕWm )
a
£¡
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. (174)

Defining:

LHS of (174) : ft(j) ≡ W̄m
t (i)Et
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a
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and applying log-linearization rules from Appendix C we obtain the following formulas for (sums of) derivatives:
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Hence, using log-linearization formula (112) we get:
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Using (174) and rearranging, we get:
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K.2 Varying rate

Assuming a varying trend λt for all variables and all consumers we can rewrite the following variables in natural
(equilibrium) values as follows (for a > 0):
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Hence, we rewrite (175) as:
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Simplifying:
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K.3 Constant trend

Assuming constant trend λt = λ we can rewrite approximation (177) as:

w̆m
t (i) = (1− βϕWm λ1+φ+ Lm)Et
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K.4 Steady state

To obtain log-linearization around steady state we substitute λ = 1 into (178) which yields:

w̆m
t (i) = (1− βϕWm )Et
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a=0(βϕ

W
m )

a

⎡⎢⎣ Lmw
m
t+a + lmt+a + φlt+a| {z }

=γt+a(i)

⎤⎥⎦ ,
and simplifying:

p̆nh,t(j) ' (1− ϕnb)Et

P∞
a=0(ϕnb)

a [φlt+a − γt+a(i)] . (179)

L Optimality condition in Taylor-wage setting
Taking into account Taylor assumptions and maximizing (35) with respect to wage rates Wm

t , s.t. relevant demand
for labor (103) and budget constraint (7) for every sector m = FT,FN, V T, V N, is derived in the similar manner
as for Calvo-wage setting in Appendix K, but again with two differences. First, ϕn = 1 in every expression, and
second, instead of infinite sum

P∞
a=0 in every expression we have

Pt+Nm−1
a=t . Changing these two elements in the

derivation of (78) yields formula (81) in the main text.
The log-linearized version of the wage index of equation (82) around θm = 1 we obtain:

lnWm
t (i) '

Pt+NW
m −1

a=t ln W̆m
t−a(i), (180)

which also holds in natural values, so that subtracting this natural value expression from (180) we obtain the
log-linearization of (82) in deviations from their natural values (see, for instance, Collard and Dellas (2003)):

wm
t (i) '

Pt+NW
m −1

a=t w̆m
t−a(i). (181)

M Calibration
Table 1

Calibrated parameters and proposed densities from the literature
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Parameters Our prior
Levin et al.
(2005)

Ortega&
Rebei(2006)

Ratto et al
(2005b)

Type[bounds] Mean(SD) Based on Type;Mean(SD) Type;Mean(SD) Type;Mean(SD)
αCT , α

∗
CT , αCh, α

∗
Cf B [0.45;0.55] 0.5(0.05) O&R06 B; 0.5(0.05)

β, β∗ 0.99 L06
χ, χ∗ 2/3
χ∗FN , χFN,f 7 AD&M
χ∗FT , χFT,f 7 AD&M
χNFN , χ

N
FN,f , χ

N
FT , χ

N
FT,f 5

χTFN , χ
T
FN,f , χ

T
FT , χ

T
FT,f 5

ηCT , η
∗
CT ,

ηIT , η
∗
IT

3

ηCh, η
∗
Cf ,

ηIh, η
∗
If

5

γFN , γ
∗
FN , γFT , γ

∗
FT 5

γV N , γ
∗
V N , γV T , γ

∗
V T 5

κ, κ∗ N [0.15;0.8] 0.5(0.125)
φ, φ∗ B [0.16;0.6] 0.3(0.1) Mo00 N; 1.2(0.5) B; 0.45(0.18)
σ, σ∗ N [1.4;3] 2(0.5) O&R06 N; 2(0.5)
ρANT , ρA∗NT B [0.70;0.99] 0.85(0.1) O&R06 B; 0.5(0.25) B; 0.85(0.1) B; 0.5(0.2)

ρAT , ρA∗T B [0.70;0.99] 0.85(0.1) O&R06 B; 0.5(0.25) B; 0.85(0.1) B; 0.5(0.2)

ρAVN , ρA∗VN B [0.70;0.99] 0.85(0.1) O&R06 B; 0.5(0.2)

ρAV T , ρA∗V T B [0.70;0.99] 0.85(0.1) O&R06 B; 0.5(0.2)

ρi, ρ
∗
i B [0.6;0.9] 0.75(0.05) Mo00 N; 1(0.15) B; 0.85(0.1) B; 0.8(0.1)

ϑ1, ϑ
∗
1 IG [0.02;2.5] 1.5(0.1) T93 IG; 1.5(0.2) B; 1.25(0.1)

ϑ2, ϑ
∗
2 B [0.02;0.3] 0.25(0.1) T93 N; 0.2(0.1)

ϑ3, ϑ
∗
3 B [0.02;0.3] 0.25(0.1) T93

ϑ4, ϑ
∗
4 B [0.02;0.3] 0.25(0.1) T93

ϑ5, ϑ
∗
5 B [0.02;0.3] 0.25(0.1) T93

υLFT , υ
∗
LFT 0.36 O&R06 B; 0.36(0.05)

υLFN , υ
∗
LFN 0.36 O&R06 B; 0.34(0.05)

ϕnFT , ϕ
∗
nFT B [0.35;0.8] 0.5(0.2) B; 0.67(0.05) B; 0.5(0.2)

ϕnFN , ϕ
∗
nFN B [0.35;0.8] 0.5(0.2) B; 0.67(0.05) B; 0.5(0.2)

ϕnV T , ϕ
∗
nV T B [0.15;0.8] 0.375(0.1)

ϕnVN , ϕ
∗
nVN B [0.15;0.8] 0.375(0.1)

ϕnWT
, ϕ∗nWT

B [0.35;0.8] 0.5(0.2) B; 0.67(0.05) B; 0.5(0.2)
ϕnWN

, ϕ∗nWN
B [0.35;0.8] 0.5(0.2) B; 0.67(0.05) B; 0.5(0.2)

FT ,
∗
FT , FN ,

∗
FN 1

V T ,
∗
V T , V N ,

∗
V N 1

ωFT , ω
∗
FT , ωFN , ω

∗
FN IG [0.001;2] 0.02(2) R05 IG; 0.6(0.6) IG; 1.5(2) B; 0.1(2)

ωV T , ω
∗
V T , ωV N , ω

∗
V N IG [0.001;2] 0.02(2) R05

Note: O&R06 refers to Ortega and Rebei (2006), L06 to Levin et al. (2006), D05 to Dellas (2005), T93 to Taylor
(1993), R05 to Ratto et al. (2005b), and Mo00 to Monacelli (2000). The probability density types beta, normal
and inverted gamma are abbreviated as B, N and IG, respectively.
The calibration used by Erceg et al. (2005) assumes an annualized interest rate of 3%, a risk aversion parameter

of 2, a habit formation parameter θ = 0.7 but measured in the form Ct − θCt−1, the Frisch elasticity of labor of
1/5.53 Wage and price markups are calibrated at 0.2, a Calvo probability parameter of 0.75, and an implied annual
inflation of 4 %.
53 It is defined as the elasticity of the labor supply with respect to wage, leaving the marginal utility of consumption constant.
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N Impulse response functions
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Figure 1. Technology shock in home tradable final goods sector
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Figure 2. Technology shock in home tradable final goods sector (continuation).
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Figure 3. Technology shock in home non-tradable final goods sector.
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Figure 4. Technology shock in home non-tradable final goods sector (continuation).
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Figure 5. Shock in home money demand.

0 10 20 30 40 50
-0.08

-0.06

-0.04

-0.02

0
nfa1

0 10 20 30 40 50
-0.4

-0.2

0

0.2

0.4
ER

0 10 20 30 40 50
-0.1

0

0.1

0.2

0.3
r1

0 10 20 30 40 50
-0.01

0

0.01

0.02

0.03
r2

0 10 20 30 40 50
-0.3

-0.2

-0.1

0

0.1
cfT12

0 10 20 30 40 50
-0.15

-0.1

-0.05

0

0.05
impinflation1

Figure 6. Shock in home money demand sector (continuation).
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Figure 7. Shock in exchange rate (EUR/$).
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Figure 8. Shock in exchange rate (EUR/$)(continuation).
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Figure 9. Shock idem to Figure 1 and no interest rate smoothing (Rule I).
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Figure 10. Shock idem to Figure 1 and no interest rate smoothing (Rule I) (continuation).
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Figure 11. Shock idem to Figure 3 and no interest rate smoothing (Rule I).
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Figure 12. Shock idem to Figure 3 and no interest rate smoothing (Rule I) (continuation).
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Figure 13. Shock idem to Figure 5 and no interest rate smoothing (Rule I).
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Figure 14. Shock idem to Figure 5 and no interest rate smoothing (Rule I) (continuation).
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Figure 15. Shock idem to Figure 7 and no interest rate smoothing (Rule I).
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Figure 16. Shock idem to Figure 7 and no interest rate smoothing (Rule I) (continuation).
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