A Service of

ECOMNZTOR pr

Make Your Publications Visible.

Leibniz-Informationszentrum
Wirtschaft

Leibniz Information Centre
for Economics

Brown, Donald J.; Deb, Rahul; Wegkamp, Marten H.

Working Paper

Tests of independence in separable econometric models:

theory and application

Center Discussion Paper, No. 946

Provided in Cooperation with:
Yale University, Economic Growth Center (EGC)

Suggested Citation: Brown, Donald J.; Deb, Rahul; Wegkamp, Marten H. (2006) : Tests of
independence in separable econometric models: theory and application, Center Discussion Paper,
No. 946, Yale University, Economic Growth Center, New Haven, CT

This Version is available at:
https://hdl.handle.net/10419/26986

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor durfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dirfen die Dokumente nicht fiir 6ffentliche oder kommerzielle
Zwecke vervielféltigen, 6ffentlich ausstellen, 6ffentlich zugénglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfiigung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewahrten Nutzungsrechte.

WWW.ECONSTOR.EU

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

Mitglied der

Leibniz-Gemeinschaft ;


https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/26986
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/

ECONOMIC GROWTH CENTER
YALE UNIVERSITY
P.O. Box 208629
New Haven, CT 06520-8269
http://www.econ.yale.edu/~egcenter/

CENTER DISCUSSION PAPER NO. 946

Tests of Independence in Separable Econometric
Models: Theory and Application

Donald J. Brown
Yale University

Rahul Deb
Yale University

Marten H. Wegkamp
Florida State University

October 2006

Notes: Center Discussion Papers are preliminary materials circulated to stimulate discussions and
critical comments.

This paper can be downloaded without charge from the Social Science Research Network
electronic library at: http://ssrn.com/abstract=942067

An index to papers in the Economic Growth Center Discussion Paper Series is located at:
http://www.econ.yale.edu/~egcenter/research.htm



http://ssrn.com/abstract=942067
http://www.econ.yale.edu/~egcenter/research.htm

Tests of Independence in Separable Econometric Models: Theory and Application

Donald J. Brown, Rahul Deb, and Marten H. Wegkamp

Abstract

A common stochastic restriction in econometric models separable in the latent variables
is the assumption of stochastic independence between the unobserved and observed exogenous
variables. Both simple and composite tests of this assumption are derived from properties of
independence empirical processes and the consistency of these tests is established. As an
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our tests of independence.
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TESTS OF INDEPENDENCE IN SEPARABLE ECONOMETRIC
MODELS: THEORY AND APPLICATION

DONALD J. BROWN, RAHUL DEB, AND MARTEN H. WEGKAMP

ABSTRACT. A common stochastic restriction in econometric models separable in the
latent variables is the assumption of stochastic independence between the unobserved
and observed exogenous variables. Both simple and composite tests of this assumption
are derived from properties of independence empirical processes and the consistency
of these tests is established. As an application, we simulate estimation of a random
quasilinear utility function, where we apply our tests of independence.

1. INTRODUCTION

Recently, Brown and Wegkamp (2002) proposed a family of extremum estimators for
semiparametric econometric models separable in the latent variables W, where W =
p(X,Y,0), X arandom vector of observed exogenous variables, Y a random vector of
observed endogenous variables, W is drawn from a fixed but unknown distribution and
0 is a vector of unknown parameters. An important special case is the implicit nonlinear
simultaneous equations model, where a reduced form function Y = p=! (X, W, 0) exists.
Of course, in general Y = p~ (X, W, 0) is non-additive in W, e.g., consider the random
quasilinear utility model V' (Y, W, #) proposed by Brown and Calsamiglia (2006), where
V(Y,W.0) = U(Y,0) + W -Y + Y. In this case the structural equations defined by
W = p(X,Y,0) are equivalent to the first order conditions of maximizing V (Y, W, 0)
subject to the budget constraint P-Y + Yy = I (P and I stand for prices and income,
respectively and Yy is the numeraire good). The details can be found in Section 2

below.

The principal maintained assumption in Brown and Wegkamp (2002) is the stochastic
independence between W and X. In this paper we propose tests of this assumption
using the elements of empirical independence processes. We present both simple tests,

i.e., the null hypothesis states that for a given 6y, p(X,Y,60y) and X are independent,

Date: October 2, 2006.
Key words and phrases. Cramér—von Mises distance, empirical independence processes, random
utility models, semiparametric econometric models, specification test of independence.
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2 DONALD J. BROWN, RAHUL DEB, AND MARTEN H. WEGKAMP

as well as composite tests where the null hypothesis is that there exists some 6y € O,

the set of possible parameter values, such that X and p(X,Y, ) are independent.

Here we extend the analysis of Brown and Wegkamp (2002) beyond the characteri-
zation of the independence of random vectors in terms of their distribution functions.
In particular, we define a family of weighted minimum mean-square distance from in-
dependence estimators in terms of characteristic or moment generating functions. The
latter characterization is well suited for estimating separable econometric models with
non-negative endogenous and exogenous variables. These estimates are computation-
ally more tractable than the ones considered by Brown and Wegkamp (2002). We
show asymptotic normality, and consistency of the bootstrap for our estimates and

consistency of the tests for independence.

The paper is organized as follows. In Section 2 of this paper we present both the
general econometric model and the example which motivated this research. Properties
of empirical independence processes are reviewed in Section 3. Asymptotic properties
of our estimators are derived in Section 4, and Section 5 discusses tests of independence
between the observed and unobserved exogenous variables. Simulations results are in

the Appendix.

2. THE ECONOMETRIC MODEL

In this paper we consider semiparametric econometric models, which are separable
in the latent variables. In these models we have a triple (X,Y, W) € RFt x R*2 x R*2
of random vectors, where X and W are stochastically independent. The exogenous
variable W = p(X,Y) € R* is unobserved and drawn from a fixed but unknown
distribution. In this paper we consider structural equations p of the parametric form
p(x,y) = p(x,y,0) for some § € © C RP.

In general, two random vectors X € R¥ and W € R*? are independent if and only if
(2.1) Ef(X)g(W)=IEf(X)Eg(W) for all f € F;, g € Fo,
where F, (¢ =1,2) are
(2.2) Fo={lcoy("), t e R*}.

Note that each F, in (2.2) is a universal Donsker class, indexed by a set of finite

dimensional parameters (s,t) € R¥ x R*2 only. This situation has been considered in
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Brown and Wegkamp (2002). Indeed, there are other classes F, for which (2.1) holds

as well. For example, the classes

(2.3) Fo={exp(<t,->), te Rk‘*} ,

or the classes

(2.4) Fo={exp(i <t,->), t € R"} wherei= V-1,

or the classes of all C* functions on R¥¢. The first two sets of classes are Donsker, pro-
vided ¢ ranges in a bounded subset. In (2.3) we compare the joint moment generating
functions (m.g.f.’s) with the product of its marginal m.g.f.’s, and in (2.4) the compar-
ison is based on characteristic functions. The class of all C* functions is not finite
dimensional, and therefore is uninteresting from a computational perspective. We note
in passing that this formulation using expected values does not allow for comparison
between the joint density of X and p(X,Y,#), and the product of its marginal densities.
In fact, our estimators can be viewed as moment estimators as (2.1) is a family, albeit

infinite, of moment conditions.

Let (X1,Y7), -+, (X,,Y,) be independent copies of the pair (X,Y’). Motivated by

the equivalence (2.1), we compare the empirical version

—Zsz p(X., Y. 0)) Zf R SR )
=1

for all f € Fy and g € Fs. Letting P, = n=' > | dx,y;, be the empirical measure
based on the sample (X1,Y7), -+, (X,,Y,), we can write the preceding display more

compactly as

P f(2)g(p(2,y,0)) = P f(2)Png(p(z,y,0)) for all f € Fi, g€ Fa.

Observe that this amounts to comparing the joint cumulative distribution functions
(c.d.f.’s) with the product of the marginal c.d.f.’s.

In order to obtain a tractable large sample theory, we consider the statistics

(‘9 ]P)mﬂ // {]P)nfs gt( (iIZ’ y,0)) _Pnfs(x)Pngt<p<x>y79))}2 d/L(S,t),
RF1 xRF2
where p is a c.d.f. acting as a weight function. We require that p has a strictly positive
density. In this way, we guarantee that all values s and ¢, that is, all functions f, € Fy,

are taken into account. The heuristic idea is that the unique minimizer of M, (0; P,,; 1)
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should be close to the unique minimizer of

M) = [ [ {PL@0Le0.0) — PP ol 00 duts.)
RF1 xRF2

where P is the probability measure of the pair (X,Y). The unique minimizer of this
criterion is denoted by 0p = 0(P; 1). Observe that M (0; P; p) is finite for all § since u
is a distribution function, and that M (0p; P; u) = 0 if and only if p(X,Y,0p) and X
are independent. In this case 0(P; ) does not depend on p and we say that the model
is identified. We can interpret M (f) as the Cramér-von Mises distance between the
actual distribution of the pair (X, p(X, Y, 6)) and the (product) distribution of (X, W),
where the marginals X and W) are independent and Wy has the same distribution as
p(X,Y,0). Observe that

M(0,) = M(0p)+ %@ — 0p) M"(0,) (8, — Op),

provided M € Cz(@), for some 6,, between 6p and gn We can view the first term on the
right as the approximation error due to the finite dimensional model, and the last term
can be thought of as the estimation error, which has an asymptotic X;QJ distribution (cf.
Theorem 4.1 below) under some regularity assumptions. For instance, suppose that

p(X,Y) and X are independent for some p which we approximate by some finite series

p
i=1
based on some finite dimensional basis 1, - , 1.

We end this section with an example of an implicit nonlinear simultaneous equations
model separable in the latent variables, which motivated our research. In this example,
we show that the econometric model is identified for the class of extremum estimators

proposed in this paper and hence can be estimated by these methods.

Example. (A Random Quasilinear Utility Model of Consumer Demand)

We consider a consumer with a random demand function Y (P, I, W, 6y) derived from
maximizing a random utility function V (Y, W, ;) subject to her budget constraint
P-Y +Y, =1 First, the consumer draws W from a fixed and known distribution.
Then nature draws X = (P, ), from a fixed but unknown distribution. The main
model assumption is that W and X are stochastically independent. The consumer

solves the following optimization problem:

(2.5) maximize V (y,w,0y) over y such that p-y + yo = 1.
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The econometrician knows V (y,w,d) and O, the set of all possible values for the
parameter ¢, but does not know 6y, the true value of . Nor does the econometrician
observe W or know the distribution of W. The econometrician does observe X = (P, I).
The econometrician’s problem is to estimate 6y and the distribution of W from a
sequence of observations Z; = (X;,Y;) for i = 1,2,...,n. The structural equations
for this model are simply the first-order conditions of the consumer’s optimization
problem. These conditions define an implicit nonlinear simultaneous equations model
of the form W = p(X,Y, 8), where the reduced form function is the consumer’s random
demand function Y (P, I, W, 6,) for the specification of V(y,w,#) proposed by Brown
and Calsamiglia (2006), i.e., V(y,w,0) = U(y,0) +w -y + yo. They assume that for all
0 € ©, U(y,0) is a smooth monotone strictly concave utility function on the positive
orthant of R¥, i.e., DU(y,0) > 0 and D?U(y,0) is negative definite for all y in the
positive orthant of R*, and W > 0.

Our examples are suggested by their model, where first we consider:

K K
(2.6) Viy,w,0) =yo+ Z Orgr(yx) + Z WkYks
k=1 k=1

where 05 € (0,1) and yg is the numeraire good. Then the first-order conditions for
this optimization problem can be written as W = p(X, Y, 6), where X = (P}, Ps, ..., Px),
Y = (Y,Ys,...,Yg) and 0 = (64,0s,...,0k) and each g is smooth, strictly concave
and increasing. Note that, because our utility is linear in the numeraire and we assume
an interior solution, our variable X does not include the income I and Y does not

include Y. Our first order conditions are thus

A9k (Yx)
2.7 wy =pr — 0
(27) o= = 0,

Because of our assumptions on g, the above system can be solved uniquely for
the random demand functions Yy (X, W,0). This verifies that there exists a unique
reduced form Y = (X, W, 0) such that W = p(X,v(X, W, 0), ). Clearly an important
special case of the above form is the Cobb-Douglas function where we can take each

gk (yx) = Iny;.

We now need to show that the above system is identified. We will use the necessary

and sufficient condition for observational equivalence in an econometric model, where
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W and X are independent, from Matzkin (2005). If we can find an z and y such that
Matzkin’s identity is not satisfied for different 6,  then our model is identified.

Matzkin’s Identity is given by

ox oy oy ox

Op(y,=,0)  dply,=,0) (50(:(/7%5))15/)(@/,%5)_

9 Iy, z,0)|\ _ 9 op(y.x,0) [\
+ g log ( oy o log —8y
B O )
— glo M _ glo 8p(y7xa 6) (9p(y,x,9) 3,0(3/,9[:,8) _
dy ° dy oy ¢ Ay Oy O =

where fy (w) is the fixed but unknown distribution of our parameter W and the func-

tion p is the system of first order conditions.
The identity
(2.9)

9, _ 9 () )
ay1g< ) 5ylg< ) (91’(1/1) g (y2) )

follows from (2.7). Hence the third term is zero. The second term is also zero, since

op(y,,0)
dy

dply, ,0)
0y

(% log ( —8/)(%’;’&) ) = (% log ( —8'0(%’;’&) ) =0
Simplifying the remaining term we get the following equation:
20 0 ..
(210) 810g(fwéi£y,$,0))) [1— 0u o0 ]_O

Since 6 and 6 are different, there exists a k such that 6, # ). Assuming that the k™
component of the derivative of fi is not identically zero implies there exist x and y
such that Matzkin’s identity is not satisfied. That is, the model is identified.

This is the example we compute in the Appendix. We can show that general utility

functions of the form

K
(211) V(y7w79) = %Yo + U(yh s 7yK7917 cee 79K> + Zwkyka
k=1

Lenkard and Berry (2006) show that the necessary and sufficient conditions for identification,
proposed by Brown (1983) and Roehrig (1988), which are widely cited in the literature and used in
Brown and Wegkamp (2002), are incorrect. This paper corrects the error in Brown and Wegkamp
(2002).
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(where U is some concave, monotone function of y) are identified under the following

restrictions:

Theorem 2.1. The system wy = py — 2220 o iientified if

Oyk
oU (y1,y2,--, YK ,9)

(1) w = p(y,z,0) or equivalently wy, = pr — is an invertible function

Oy
my and w.
(2) For any fixred 6 # 0" and Ve, 3y such that U(Yy, s, - - U, 0)—=U (G, Ugy - - -, U, 0') #
c.
(3) Yy, x %alog(fwgz(y’w’e))) is invertible.

Proof. The proof follows from the following observation - Matzkin’s identity holds only

if all derivatives of the identity w.r.t. x and y are also zero. We differentiate Matzkin’s

identity with respect to x and examine the individual terms.
For all x,y
(2.12)
Oply, . 0) Oply, . 0)

o\ -1 .
0 0
9 ﬁlog _Qlog Oply, =, 0)\  9plyx,0) | _
oz |\ dy y dy y oy ox
because the term inside the square brackets does not depend on x.
Similarly the second term is independent of x, hence

(2.13) [%bg(M)—%log(M>]—O

Ay Jdy
This leaves the first term. Once again the term inside the square brackets does not

depend on z, thus our sufficient condition for identification is that for some y, x
(2.14)

0 lalog(fw(p(y,xﬁ)))] lﬁp(y,xﬁ) _ Oply, ,0) <3p(yaw75)>_lap(y,x,9)] 40

ox ow Ox oy dy ox

But using assumption (3) we need only consider the claim:

~ —1 ~
Oply,x,0)  Oply,x,0) [ Oply,x,0)\ Oply,x,0)
(2.15) Ox oy oy Ox 70

However, .
Oply,2,0) _ Opy,2,0) _ 4
ox ox

Hence

0 z,0) [0 z.0 !
(2.16) p(zgy, )( p(zgy, )) 41
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for some y and z suffices for identification. Suppose not, then (Vy),  U(y1,v2,...,yx,0)—
Uy, Yo, - -+ Yk, GN) = a constant; which contradicts assumption (2). O

As an example assume that the w’s are independent and half normally distributed

with parameter 6 or

(2.17) fw(w) = ﬁ 20k (o /=
" el
Then
dlog(fw(w)) 202w, 202wy
ow A

and therefore

_28
ialog(fW(p(yaLe)) _ O7T _ 263
ox ow . .

(2.18)

which is invertible for all y, z.

Table 1 summarizes the distributions for which our assumption (3) holds. Note
that for the checked distributions it holds for all values of parameters. For the other

distributions our assumption holds only if we consider a restricted subset of parameters.

TABLE 1. List of Distributions

Weibull (Exponential)
Gamma (Chi Square)
Half Normal
Log Normal
Pareto
Rayleigh
Type 2 Gumbell
Wald
Levy

AL A PR S PR

3. INDEPENDENCE EMPIRICAL PROCESSES
Given the classes F; and Fo, we define F = F; and

G={flp(-,-.0): feFs 00} ={gp(--0): tcR? gco}.
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As before, we denote the joint probability measure of the pair (X,Y’) by P, and the
empirical measure based on the sample (X1,Y7),---,(X,,Y,) by P,. For any f € F
and g € G, set

Dn(f,9) =Pufg —PnfPng
and

D(f,9) = Pfg— PfPgy,

0= [ [ D2sma)dutst

RF1 xRk2

in the new notation. Finally, we define the independence empirical process Z,, indexed

by F x G by

so that

Observe that [cf. Van der Vaart and Wellner (1996, page 367)]

Zo(f,9) = Vn{(Pn—P)(fg) — (Pug)(Pn — P)(f) — (Pf)(Pn — P)(9)}
(3.1) = Vn(P, — P)((f = Pf)(g — Pg)) — vn(P, — P)(f)(Pn — P)(g)
The minor difference with the original formulation of independence empirical processes
in Van der Vaart and Wellner (1996, Chapter 3.8) is that we consider the marginal
distributions of (X, p(X,Y,6)) rather than (X,Y). The next result states sufficient
conditions for weak convergence of the independence empirical process Z,, in £°(F x G).

Let || P|| 7 be the sup-norm on £>*(F) for any class F, i.e. ||P||z = sup,_r P|f].

Theorem 3.1. Let F,G and F x G be P-Donsker classes, and assume that || P|| r <
oo and ||P|lg < oo. Then Z, converges weakly to a tight Gaussian process Zp in

(>2(F x G).

Proof. The first term on the right in (3.1) converges weakly as F x G is P-Donsker.
The second term in this expression is asymptotically negligible, since F and G are

P-Donsker. We invoke Slutsky’s lemma to conclude the proof. ([l

We can also bootstrap the limiting distribution of Z,,. Let (X7, Y{"), -, (X}, Y) be
an i.i.d. sample from PP,,, and let P! be the corresponding bootstrap empirical measure.

Then we define the bootstrap counterpart of Z, by
where D} (f, g) = (P}, fg — P} fP)g).
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Theorem 3.2. Let F,G and F x G be P-Donsker classes, and assume that || P|| r <
oo and [|Pllg < oo. Then Z;, converges weakly to a tight Gaussian process Zp in
(°(F x G), given P>®-almost every sequence (X1,Y1), (X2, Ys),--.

Proof. We first note that
Zy(f,9) = Vn(P, = Pu)((f = Puf)(g — Pag)) — V(P — Pu)(f)(P}, — Pu)(9)

and recall that /n(P: — P,) converges weakly [cf. Theorem 3.9.12 in Van der Vaart
and Wellner (1996)]. An application of Slutsky’s lemma concludes our proof. O

4. ESTIMATION OF 0p

4.1. A general result. Given P-Donsker classes F = {f, : s € RM} and G =
{gip: t € R* 0 €0} and a c.d.f. u, we can define

// n(fs: 9t0) dp(s, t)

RF1 xRF2

- / / D2(f,, gus) dp(s, 1),

R¥1 xRF2

and

We propose to estimate 6p = 8(P; 1) by 6, = 6(P,; ;1) which minimizes the random
criterion function M, over ©. Then, provided M has a unique, well-separated minimum
at an interior point 0p of ©, it follows immediately by the weak convergence of Z,, (cf.
Theorem 3.1) and Theorem 5.9 in Van der Vaart (1998, page 46) that
0, € argminM,,(0) — arg min M(6) = 0p,
in probability. We will now show the asymptotic normality of the standardized distri-
bution /7n(6, — 0p).
We impose the following set of assumptions:
(A1) M has a unique global, well-separated minimum at #p in the interior of © and
M(9; P) € C*(©) and M"(0p; P) is non-degenerate.
(A2) D(fs,gtp) is differentiable with respect to 0 for all s, ¢, and its derivative satisfies
D(s,t,0) — D(s,t,0p)| < |0 — 0p|A(s, )

for some A € L*(p).
(A3) SuPg P‘fsgt,e - fsgtﬁp‘Q —0asf — GP-
(A4) The map p(-, -, 0) is continuously differentiable in 6.
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(A5) The classes F,G and F x G are P-Donsker.

We have the following result:

Theorem 4.1. Assume (A1) — (A5). Then, \/ﬁ(@l—ﬁp) has a non-degenerate Gauss-

1an limiting distribution.
Proof. The result follows from Theorem 3.2 in Wegkamp (1999, page 48). We need to
verify the following three conditions:

(i) 8,, — 6Op in probability.

(ii) M has a non-singular second derivative at 0p.

(iii) v/n(Z, — Z)(0) is stochastically differentiable at 6p.

As noted above, (i) follows from general theory. Condition (ii) is subsumed in (A1).
It remains to establish (iii). Let the symbol ~~ denote weak convergence in general

metric spaces. (A3) implies that
Zn(0) — Zn(0p) ~> 0 as 6 ~ p, n — 0.

Consequently, by the continuous mapping theorem

// fsagtH i(fsagtﬂp)} dlu’(sat> ~ 0

RF1 xRF2

as 0 ~» 0p, n — oo. (A2), (A3) and the continuous mapping theorem yield also that

// [D(f&gtﬂ)Zn(fSagtﬁ) - D(fs7gt,9p)zn(fsagt,9p)

RF1 xRF2

—(6 = 0p)' D(5,1,0p)Zy(f5: gegp) | dpals,t) ~ 0
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as 0 ~ 0p, n — oo. Conclude that

Vvn(M,, — M)(9)
// o (fs, gre) du(s,t) 42 // D(fs, 91.0)Zn(fs, grpo) dp(s,t)
RF1 xRF2 R*1 xRF2
~ [ [ Zttsadusty 12 [ [ Dlteigua)ulheguan) duts.t) +
RF1 xRF2 RF1 xRF2
+2(6 — 0p) // D(8,t,00)Zn(fs, Grop) dua(s, t) + 0,(1+ |0 — 0p|)
RF1 xRF2

= V(L = M)(6r) +20 = 65) [ [ Dls.t.00)Zul fos 1) st
Top(1+ 110 — ),

which establishes (iii). O

In fact, the asymptotic linear expansion

(4.1) V(0 — Gp)
= —2[M"(0p // D (5,t,0p)Zn(fs, Grop) dp(s,t) + 0,(1)

RF1 xRF2
holds. This expression coincides with the one derived in Brown and Wegkamp (2002,
page 2045).

In addition, the conditional distribution of the bootstrap estimators \/ﬁ(@i — @L)
has the same limit in probability. Here @\;*L is based on i.i.d. sampling from P, see
Section 3. The proof of this assertion follows from similar arguments as Theorem 4.1,
see Brown and Wegkamp (2002, pages 2046 - 2048) and is for this reason omitted.

Theorem 4.2. Assume (A1) — (A5). Then

VA8 — )| — [v/n(8 — 8p)| ~ 0.

We apply the developed theory to the special cases where F and G are indicator

functions of half-spaces (—o0, | or exponential functions exp(t'x).
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4.2. Estimators based on the distribution functions. For every s € R t ¢ R*2

and 6 € O, define the empirical distribution functions

Fo(s) = %Z{Xi < s}, Golt) = %Z{p(x,»,yi,e) <t} and

n

H,o(s,t) = %Z{XZ <s, p(X;,Y;,0) <t}

i=1
The criterion function M,, becomes in this case
M,(0) = MR ) = [ [ {Fa5)Gualt) — Hun(s.0))? di(s. )
R*1 xRk2
This is essentially the empirical criterion proposed by Brown and Wegkamp (2002).

We obtain its theoretical counterpart M (0) = M (6; P;u) by replacing the empirical
distributions F,,, G, and H,,4 by the population distributions.

Assumption (A3) is verified if p(z,y,0) is Lipschitz in 6, see Brown and Wegkamp
(2002, page 2043, proof of Lemma 3). Assumptions (A2), and (A4) follow from smooth-
ness assumptions on p(-,-,#) and P. For (A1), we refer to Brown and Wegkamp (2002,
Theorem 3, page 2038). We now show how to verify (A5).

We define the sets
Agy = {(z,y) e RM T2 p(z,y,0) <t}, teR™, 6 €O,
and the associated collection
A={Ag;:0€0, teR"}.

Note that G corresponds to the indicators I4 of sets A € A, and F corresponds to
corresponds to the indicators Iz of sets B € B = {{a: ERM: x <t} te Rkl}, which

is universally Donsker. Condition (A5) becomes in this specific setting
(A5’) The classes of sets A, A x B are P-Donsker.

Sufficient conditions for A to be P-Donsker are either smoothness of p(z,y,6) (with
respect to  and y, not ) or that p ranges over a finite dimensional vector space. See

Brown and Wegkamp (2002) for a discussion.

Ezample 4.3. Let {p(-,-,0), 6 € ©} be a subset of a finite dimensional vector space.
Then both A and B are VC-classes, and A x B, the product of two VC-classes, is
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again VC, see Van der Vaart and Wellner (1996, page 147). Hence A, B and A x B are

universally Donsker.

Ezample 4.4. Let the support of (X,Y) be a bounded, convex subset of R¥*2 with
non-empty interior, and, for each 6, p(x,y, ) have uniformly bounded (by K) partial
derivatives through order 8 = |/, and the derivatives of order (3 satisfy a uniform
Holder condition of order o« — 3, and with Lipschitz constant bounded by K. For a
complete description of the space C%[X x )], we refer to Van der Vaart and Wellner
(1996), page 154. If @ > d and P has a bounded density, then A and A x B are
P-Donsker. To see why, we first notice that A x B has constant envelope 1, and that

Qlfg — f3I> <201f — f* +2Qlg — 3P,
and that f; < f < fy and g; < g < gy implies frgr < fg < fugy. Hence
NB<267 L2<Q)7f X g) < NB(&T, L2(Q>7f)NB(€7 L2(Q)7g)7

where N g(e, L*(Q),F) is the e-bracketing number of the set F with respect to the
L*(Q) norm. Since log N'z(e, L*(Q), B) < log(1/¢), the bound on the bracketing num-
bers in Corollary 2.7.3 in Van der Vaart and Wellner (1996) on A implies that A x B
is P-Donsker.

4.3. Estimators based on the moment generating functions. Assume that X
and p(X,Y,0) are bounded, so that in particular their m.g.f.’s exist. For every s €
RF ¢ € R*2 and 6 € O, define the empirical m.g.f.’s

Pn(s Zexp < 8, Xp >), Una(t) Zexp {<t, p(Xk, Yx,0) >}

kl k:l

and Cro(s, ) Zexp{< s, X >+ < t,p(Xg, Yi,0) >}.
gt

Let k = ki + ko, and C. > 0 be such that u[—C., C.]¥ = 1 —¢. In this case we take the

random criterion function M,

M,.(6) = M(0; B 1) = / / (6n(8)tna(t) — Co(s )} du(s,t).

[—Ce\+Cek

This setting corresponds to

F.={exp(< t,xz>), t € [-C.,+C.]"}
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and
G. = {exp(< t, p(z,y,0) >), t € [-C., —I—Cg]’”, 0 € ©}.

Van de Geer (2000, Lemma 2.5) shows that the box [—C., C.]* can be covered by
(4C.07" + 1) many d-balls in R*1. Since

P, lexp(< s, X >) —exp(< t, X >)\2 < IP’nHXHZHS — tHZ,

it follows from the above covering number calculation that the uniform entropy condi-
tion (cf. Van der Vaart and Wellner (1996, page 127) is met, and consequently the class
F. is P-Donsker. Restricting the integration over [—C., C.]¥, which has u-probability
equal to 1 — ¢, forces the function M to be within ¢ of the original criterion function,

since

// D?(s,t) du(s,t) — // D*(s,t)dp(s,t)| < p (RF\ [-C., C.)*) <e.

RF1 xR*2 [—C:,Ce)x
Assumption (A1) will force the corresponding unique minimizers to be close as well.
Notice that F. is not a Donsker class if we take C. = +oo. G. will be a P-Donsker
class if {p(-,-,0) : 6 € ©} has this property. This is a consequence of the fact that the
Donsker property of a class is preserved under Lipschitz transformations, see Theorem
2.10.6 in Van der Vaart and Wellner (1996, page 192).

Assumptions (A2) and (A3) follow from (A4), smoothness of p(-,-,6), and the
smoothness of the exponential function. Again, for (Al) we refer to Brown and
Wegkamp (2002, Theorem 3, page 2038).

5. TESTS OF INDEPENDENCE

Our null hypothesis is that p(X,Y’) and X are independent for some specified struc-
tural equation p(z,y) = p(z,y,60). Following the discussion in Van der Vaart and
Wellner (Chapter 3.8, 1996), a reasonable test is based on the Kolmogorov-Smirnov
type statistic

Kn = Slltp \/E‘Pnfs('%)gt(p(x’ y)) - Pnfs($)Pngt(p($’ y))’ .

Provided F x G, F and G are P-Donsker, the limiting distribution of K,, under the
null is known and can be bootstrapped (see Van der Vaart and Wellner, 1996, pages
367 -369).
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Alternatively, we propose tests based on the criteria M, defined above. Given ob-
servations (X;,Y;) we can compute (X;, W;) = (X;, p(X;,Y:)). Next, we note that

Zn(f,9) = \/_(ID) —D)(f,g0p)
= Z{f — Ef(X;)Eg(W;)}

jEZ}ﬂW—Eﬂ&&%Elﬂm%ﬂMmﬂ

is the same independence empirical process discussed in Van der Vaart and Wellner
(1996, Section 3.8). Theorem 3.8.1 in Van der Vaart and Wellner (1996, page 368) states
that Z,(f, g) converges weakly to a tight Gaussian process Zy in F x G. Consequently,
under the null hypothesis

(5.1) nM,, — / / {Zo(fur90) + VD (for 1)} dpa(s, 1)

R¥1 xRF2

converges weakly to

(5.2) // p(fs) g¢) du(s,t)

RF1 xRk2

by the continuous mapping theorem. However,
nM,, — +oo (in probability)

under any alternative Py yy with

/D%A%MM&U>Q

which, provided F and G are generating classes as in (2.2), (2.3) or (2.4), is equivalent
with X and W = p(X,Y) are dependent. This implies that the power of the test

converges to one under each alternative, that is, the test is consistent.

In lieu of the normal limiting distribution (5.2), we can also rely on the following
bootstrap approximation for the distribution of the test statistic under the null. Let
PX and PY be the probability measures of X and W, respectively, with empirical
counterparts denoted by PX and P% | respectively. Under the null hypothesis, the joint
distribution of (X, W) is the product measure PX x PW and a natural estimate for
the joint distribution of (X, W) is PX x P/, In order to imitate the independence

structure under the null hypothesis, we sample from the product measure PX x P/V.
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Let (X7, W;), -+, (X*, W) be the resulting i.i.d. sample from PX x P and define

%Z*fg Zf W*——Zf 23 gmy).

k 1

Since the bootstrap sample is taken from PX x P¥ and not the ordinary empirical
measure P, the variables Z:(f, g) have conditional mean zero. Van der Vaart and
Wellner (1996, Theorem 3.8.3) obtain sufficient conditions (F x G satisfies the uniform
entropy condition (cf. Van der Vaart and Wellner (1996, page 171) for envelope func-
tions F,G and F x G in Lo(P)) that Z:(f,g) converges weakly to Zpx,pw almost
surely. Since this limit coincides with the limiting distribution of Z, under the null
hypothesis, nM = [{Z%(fs, g:)}* du(s, t) can be used to approximate the finite sample
distribution of nM, in a consistent manner (under the null hypothesis). Note that this
procedure is model based as the resampling is done from the estimated model under

the null hypothesis.

In addition, we present a specification test where the composite null hypothesis is the
existence of a fy € © such that X and p(X,Y, 6y) are independent. We base the test on
the statistic T}, = nMn(é\), and we show that T, equals in distribution approximately

M., (6p) plus some drift due to @L In general the limiting distribution depends on 6,
but it can be bootstrapped.

Theorem 5.1. Assume (A1) — (A5) and M(0y) = 0. Then

53) 10— [ [ZaFisgna) + Vil — 60 D(s,1.60)]” d(s,1) 0,
and

(5.4) / (Zu(fueess) + Vil — 00 D(s.1.00)] d(s. 1)

is asymptotically tight.

Proof. First, we note that Z,(fs, g1¢) is stochastically differentiable in 6 for all s,t by
Condition (A3). An application of the functional continuous mapping theorem yields
that

/ [Zn(fs:agt,@’) - Zn(fmgt,@)]z d:u(sa t) ~ 0, for 0"~ 0.

RF1 xRF2



18 DONALD J. BROWN, RAHUL DEB, AND MARTEN H. WEGKAMP

The stochastic equicontinuity, weak convergence of én and (A2) yield the following

A~

expansion of My (6,):
nM,(6,) = / nD2(fs,9,5.) du(s, )
[ {20050~ Zaldec )} + 2ol i) + VD i5.)] st
_ / (e 000) + VB, — 00 D(5,.00)] (s, 1) + (1),

Since 6, is asymptotically linear [cf. (4.1)], the vector

(Z(Fer )« V(B = 00)

converges weakly to a tight limit. Claim (5.3) and (5.4) follow from the continuous

mapping theorem. 0

Notice that we may write under the null hypothesis

Ty =, @) = [ [VilDafi0,5) — DUFsena)}] (st

Motivated by this expression, we propose the following bootstrap procedure. Let
(X3, Y7, ..., (XX, Y*) be an i.i.d. bootstrap sample from P,. The distribution of

n’ - n

T,, can be approximated by
2
T = [ VAo i0) ~ Balga)}] dutsst)

Theorem 5.2. Assume (A1) — (A5) and M(0y) = 0. Then
(5.5) T, —T, ~0
giwen P-almost every sequence X1,Y1, Xo, Yo, .. ..

Proof. By Theorems 3.1, 3.2 and 4.2, the functional continuous mapping theorem and
condition (A2), we find

T; = / :ZZ(fmgtﬁ) + Zn(fmgtﬁ*) - Zn(fsvgtﬁ) + \/E(D(fmgt,é)*) - D(fs;.qtﬁ) i dﬂ<57t)

_ / 25 (Fer o) + V(8 B)Ds. 1 90)]2 dus, t) + 0p(1)

— / :Z:;(fsagt,@o) +/n(0" —0)D(s,t, 90):|2 du(s,t) + op(1)

Finally invoke that Z (fs, g.00) — Zn(fs, gre,) ~ 0 and /n(6* — ) — V(B —6;) ~ 0 by
Theorems 3.1, 3.2 and 4.2, so that after another application of the continuous mapping

theorem, T} — T, ~ 0 as asserted. O
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This result says that the distribution of T} can be used to approximate the fi-

nite sample distribution of our test statistics T,. Again, we note that the power

-~

of the test converges to one, as nM,,(f,) — +oo under any alternative Py y with
[ D2(fs, g:) du(s, t) > 0, that is, PXPW # pXW.

Remark: A model based bootstrap as described in the introduction would resam-
ple X{, ..., X} from Xi,..., X, and W, ..., W* from /Wl = p(Xl,Yl,g),...,Wn =
(X, Yné\) Let H/]\);; be the bootstrap equivalent of ID,, based on this bootstrap sample.
The bootstrap equivalent of T,, namely n [ []I/]\);( fs,9¢)]* has the same limiting distri-
bution as T, following section 2.8.3 in Van der Vaart and Wellner (1996, pp 173-174).

APPENDIX A. SIMULATION RESULTS : ESTIMATING A ONE PARAMETER MODEL
We simulate a data set for the simple one-dimensional parameter model

U(yo,y1,y2) = 0logys + (1 — 0)logys + Wiy + Waya + 4o

subject to

Piy1 +pay2 +yo =1

where 0 < 0 < 1 is the parameter. We set the true parameter 6y = .4. The first order

conditions are

0
Wy =p1 — —

n

1-40
Wo = P2 —

Y2

We use the estimator based on the moment generating functions (section 4.3) to com-
pute our estimate 0. Because of the exponential form of the mgf’s, the random criterion
function has a simple exponential form which is computationally inexpensive to eval-
uate, since the integral is not explicitly computed. To minimize the random criterion
function, we use a simple grid search. Below we give the expression for M, (6) for the
k dimensional version of the above 2 dimensional model. In this section we set k = 2

whereas in Section B of the appendix we set k = 4.

1,0 [ [ 10n(s)nalt) = Gl OF dn(s. )

[_27+2]k
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Plugging in values for ¢ , ¥ and (, and setting W;(0) = p(X;,Y;, 0), we get

2
.0 - //LﬂZXHI“%WW> LSS0 e

[2+2 i1=112=1 [=1 J1=11=1

- [ {FEEE T
n

- 2+2 i1=11i2=11i3=11i4=1 [=1

l ! Lyl l ! Lyl
+= ZZHG Xj, W (0) s XS, W, (0)
n

Ji=1j2=11=1

09 9 9y LR EE] v

i1=1142=1 j1=1[=1

_ Z Z Z Z // { He s(x! +X1) 6tl(W52(9)+wg4(9))}du(s’ﬂ

i1=110=143=114= 1 2+2

n n

+%ZZ//hPWWw%WWﬂMm
n

J1=1j2=1 [_27+2}k

k
2y [ [ {ressemomio by,
=1

11=1142=1 7 1[ 2+2

We take for 4 the uniform distribution on [—2, +-2]*. This makes computing the integral

computationally inexpensive since it is simply the integral of exponentials.

In this simulation we draw parameter W from a uniform distribution. This seems
to contradict Theorem 2.1 which requires the distribution for W to be smooth, but we

can approximate a uniform distribution arbitrarily closely by a smooth distribution.

We run two simulations:

(1) The first simulation corresponds to Theorem 4.1. It demonstrates that our
estimates are normally distributed around the true value of the parameter we
are estimating.

(2) The second simulation corresponds to Theorem 4.2. It demonstrates that the
bootstrap estimates are normally distributed around the estimated value of the

parameter.
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FIiGURE 1. Resampled histogram

In the first simulation, we randomly sample py, po from U[1, 2] and we sample wy, wy
from U[0, 1]. We pick a 100 price and corresponding consumer demands. The supports
of the uniform distributions are chosen to ensure an interior solution. We resample
values of p and w a 1000 times and calculate the estimated 0 each time. Recall that

6y = .4. We obtain the following results

gL %én _ 0406116 std= .| %)(én —0)? = 0.051247
1000 & 999 £~
mse = —— %}(én — 0)? = 0.00266103
1000

and plot the standardized histogram centered around 6, (Figure 1)

In our second simulation, we sample p, W (100 points) only once from the same

uniform distributions. We estimate our parameter ¢, bootstrap the sample a thousand
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FI1GURE 2. Bootstrapped histogram

times and obtain the following results

6 = estimated value without bootstrapping = 0.405
1000

0= ﬁ ; 0, = mean of bootstrapped estimates = 0.400463
| oo
std = | 505 ;(91, —6)? =0.051756
000
mse = =55 3 (6, — 6)* = 0.00269659

And finally we plot the standardized histogram of the bootstrapped estimates centered

around our estimate 6 to get Figure 2.

APPENDIX B. SIMULATION RESULTS : ESTIMATING A THREE PARAMETER
MODEL

The purpose of this section is to show that the estimator works well even with

as little as 100 data points. The estimator naturally works better with larger data
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sets. Due to computational complexity we estimate only up to 3 parameters. We
also estimate with a least count of .01 for the same reason. It is possible to make
the computations relatively inexpensive using the fast Laplace transform and more

sophisticated optimization techniques.

We simulate a data set as in Appendix A with multiple parameters. Hence, our

multidimensional model is

4 4

U(Yo0, Y1, Y2, Y3, Ya) = Z t;log y; + Z Wiyi + vo
i=1 i=1

subject to

P1y1 + Pay2 + P3ys + paya +yo = 1

where 0 < 0; < 1, i € {1,2,3} are the parameters we must estimate, since 0, =
1 — (01 + 05 + 63). The true parameters values are: ¢, = .2, 6, = .3 and 63 = 4.

First, we sample p1, pe, p3, p4 from U[1, 2] and wy, we, w3, wy from U[0, 1]. Then we
choose 100 price vectors and the corresponding consumer demands. The supports of
the uniform distributions are chosen to ensure an interior solution. We obtain the

following estimates for our parameters:

APPENDIX C. SIMULATION RESULTS (TESTS FOR INDEPENDENCE)

We will simulate both the simple and composite null hypotheses outlined in Section

5. Below is an outline of the simulations

(1) The first set of simulations are for the null hypothesis that p(X,Y) and X are
independent for some specified structural equation p(x,y) = p(x,y,0). We test
both when the null hypothesis is true and also some local alternatives when the
null is false.

(2) The second set of simulations are for the composite null hypothesis i.e. the
existence of a fy € O such that X and p(X,Y,6) are independent. We test
separately the independent case as well as cases where there is perfect and slight

correlations.

In the first simulations we test the two parameter model used in appendix A. In

particular we fix the true value § = 4. We generate X and W independently and
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then back out the Y’s using the true value of 8, and then test for independence of
p(X,Y) and X for specified structural equations p(x,y) = p(z,y,0y), where we allow
Oy to take the true value .4 as well as local alternatives .3 and .5. We approximate the
distribution of the test statistic by bootstrapping the sample and ordering the values
of the test statistic from the bootstrapped distribution in ascending order, where we
take the 95 percentile value as the critical value. The null is rejected if the value of
the test statistic from the original sample is greater than this critical value and repeat

this for various sample sizes. Our results are summarized in the following tables

TABLE 2. Independence Test Results 6y = .4 (True 6 = .4)

Sample Size | No of Simulations | No of Accepts
500 1000 892
1000 1000 989

TABLE 3. Independence Test Results 6y = .3 (True 6 = .4)

Sample Size | No of Simulations | No of Rejects
500 1000 924
1000 1000 984

TABLE 4. Independence Test Results 6y = .5 (True 6§ = .4)

H Sample Size \ No of Simulations \ No of Rejects H

500 1000 887
1000 1000 971

The second simulations requires the generation of independent random vectors X
and W and testing their independence. We generate independent data, dependent data
as well as correlated data and test for various sample sizes. The details of the tests are

summarized in the tables below.
We first test for dependence

TABLE 5. Independence Test Results (wy = pp — 1)

| Sample Size | No of Simulations | No of Rejects ||

500 1000 997
1000 1000 1000
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For correlated data we generate multivariate (X7, Xo, W7, W5) with mean (0,0, 0,0)

and covariance matrix

X1 Xo Wi W
X1 1 0 o 0
X 0 1 0 o
wil|l o 0 1 0
Wa 0 o 0 1

We test for different values of the correlation ¢ and report the results below

TABLE 6. Independence Test Results (o = .5)

| Sample Size | No of Simulations | No of Rejects ||

500 1000 986
1000 1000 998

TABLE 7. Independence Test Results (o = .1)

| Sample Size | No of Simulations | No of Rejects ||

500 1000 041
1000 1000 712

TABLE 8. Independence Test Results (o = 0)

H Sample Size \ No of Simulations \ No of Accepts H

200 1000 935
1000 1000 972

Remark: The parameter estimation procedure works well for small samples sizes of

n = 100, 200 but the tests for independence are not effective for these values of n.
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