## ECDNETOR

Make Your Publications Visible.

## A Service of

 2BW Leibniz-Informationszentrum Wirtschaft Leibniz Information Centre for Economics
# Working Paper <br> Identification of unobservables in observations 

cemmap working paper, No. CWP23/22

## Provided in Cooperation with:

Institute for Fiscal Studies (IFS), London

Suggested Citation: Hu, Yingyao (2022) : Identification of unobservables in observations, cemmap working paper, No. CWP23/22, Centre for Microdata Methods and Practice (cemmap), London, https://doi.org/10.47004/wp.cem.2022.2322

This Version is available at: https://hdl.handle.net/10419/272835

## Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen (insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten, gelten abweichend von diesen Nutzungsbedingungen die in der dort genannten Lizenz gewährten Nutzungsrechte.

[^0]
# Identification of unobservables in observations 

Yingyao Hu

The Institute for Fiscal Studies Department of Economics, UCL
cemmap working paper CWP23/22

Economic
and Social
Research Council

# Identification of Unobservables in Observations 

Yingyao Hu*<br>Johns Hopkins University

December 5, 2022


#### Abstract

In empirical studies, the data usually don't include all the variables of interest in an economic model. This paper shows the identification of unobserved variables in observations at the population level. When the observables are distinct in each observation, there exists a function mapping from the observables to the unobservables. Such a function guarantees the uniqueness of the latent value in each observation. The key lies in the identification of the joint distribution of observables and unobservables from the distribution of observables. The joint distribution of observables and unobservables then reveal the latent value in each observation. Three examples of this result are discussed.
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## 1 Introduction

 "No two leaves are alike."Thousand years of human history show that no two leaves are alike. Suppose that each leaf has observed traits $x$ and unobserved heterogeneity $x^{*}$. If we observe that no two leaves are alike, then the mapping from $x$ to $x^{*}$ is a function, i.e., a set of ordered pairs $\left(x, x^{*}\right)$ in which no two different ordered pairs have the same first coordinate. Therefore, such a function can uniquely determine unobserved heterogeneity $x^{*}$ from observed traits $x$ for each leaf.

In empirical studies, an observation in the data is similar to observed traits $x$ of a leaf and unobserved heterogeneity $x^{*}$ corresponds to some variables of interest not observed in the data. For example, researchers observe a patient's insurance policy, but not their health status in the data. In general, we observe an agent's choices, but not their types or unobserved heterogeneity. In macroeconomics, we are interested in a country's true GDP when only rough measurements are available. This paper intends to provide a framework to identify the value of a latent variable of interest in observations.

For a variable with a distinct value in each observation in a sample, researchers usually consider it as a continuous variable in the population. Such continuity only exists in assumptions given the discrete nature of a sample. It is observationally equivalent to assume that the population is a collection of a large but finite number of elements. To avoid an uncountable amount of unknowns, we adopt the latter in this paper.

Let $x_{i}$ and $x_{i}^{*}$ be measurements of observed traits and unobserved heterogeneity of leaf $i$, respectively. We define the property of leaves as follows:

Definition 1 A population $\mathcal{P}_{X, X^{*}}$ satisfies the property of leaves if it is a collection of ordered pairs $\left(x_{i}, x_{i}^{*}\right)$ for $i=1,2, \ldots, N ; N<\infty$ such that $x_{i} \neq x_{j}$ for any $i \neq j$. That is

$$
\begin{equation*}
\mathcal{P}_{X, X^{*}}=\left\{\left(x_{i}, x_{i}^{*}\right): x_{i} \neq x_{j} \text { for } i \neq j \text { and } i, j=1,2, \ldots, N .\right\} \tag{1}
\end{equation*}
$$

Furthermore, let $F_{X, X^{*}}$ denote the cumulative distribution function of random variables $\left(X, X^{*}\right)$ randomly drawn from population $\mathcal{P}_{X, X^{*}}$ with probability

$$
\begin{equation*}
\operatorname{Pr}\left(\left\{\left(X, X^{*}\right)=\left(x_{i}, x_{i}^{*}\right)\right\}\right)=p_{i}>0 \tag{2}
\end{equation*}
$$

with $\sum_{i=1}^{N} p_{i}=1$. A typical example is $p_{i}=\frac{1}{N}$. Here we focus on the case where the population size $N$ is large but finite. In this case, distribution function $F_{X, X^{*}}$ uniquely determines population $\mathcal{P}_{X, X^{*}}$ because $F_{X, X^{*}}$ is a step function and each step corresponds to an element in $\mathcal{P}_{X, X^{*}}$. If we consider the set $\mathcal{P}_{X, X^{*}}$ as a mapping from $X$ to $X^{*}$, then this mapping is a function, i.e., a set of ordered pairs in which no two different ordered pairs
have the same first coordinate. The population of observed traits $x$ is

$$
\begin{equation*}
\mathcal{P}_{X}=\left\{x_{i}:\left(x_{i}, x_{i}^{*}\right) \in \mathcal{P}_{X, X^{*}} \text { for some } x_{i}^{*}\right\} \tag{3}
\end{equation*}
$$

with a distribution function $F_{X}$. In fact, its probability function is

$$
\begin{equation*}
\operatorname{Pr}\left(\left\{X=x_{i}\right\}\right)=p_{i} \tag{4}
\end{equation*}
$$

because $x_{i}$ is distinct for all $i=1,2, \ldots, N$, i.e., in the whole population. Therefore, the probabilities $p_{i}$ is known for each $i$ from $F_{X}$, but the value of $x_{i}^{*}$ in Equation (2) still needs to be identified and distribution function $F_{X, X^{*}}$ is still unknown. Notice that $x_{i}^{*}$ is not necessarily distinct in observations.

Here it is necessary to clarify that this identification analysis is at the population level, instead of at the sample level. In estimation, we usually start with a sample of $X$ and use its sample statistics to estimate its population counterparts. ${ }^{1}$ For example, we use empirical $\operatorname{CDF} \hat{F}_{X}$ to consistently estimate the population CDF $F_{X}$. In the identification analysis, we start with population $\mathcal{P}_{X}$ and its CDF $F_{X}$ when $X$ is observed in a sample because $\mathcal{P}_{X}$ and $F_{X}$ are identified as the limit of the sample and the empirical CDF, respectively. This paper presents sufficient conditions, under which one can uniquely determine the unobserved $x^{*}$ from the observed $x$ in each observation in the population. We summarize the immediate conditions as follows:

Proposition 1 Suppose that Conditions 1 and 2 hold as follows:

1. Population $\mathcal{P}_{X, X^{*}}$, with distribution function $F_{X, X^{*}}$, satisfies the property of leaves in Equations (1) ;
2. $F_{X}$ uniquely determines $F_{X, X^{*}}$, where distribution function $F_{X}$ corresponds to population $\mathcal{P}_{X}$ in Equations (3).

Then, $\mathcal{P}_{X}$ and $F_{X}$ uniquely determine $\mathcal{P}_{X, X^{*}}$ and $F_{X, X^{*}}$, i.e., each $x_{i}$ in $\mathcal{P}_{X}$ uniquely determines its corresponding $x_{i}^{*}$ through $\mathcal{P}_{X, X^{*}}$.

Proof: Distribution function $F_{X}$ corresponds to population $\mathcal{P}_{X}$. Condition 2) requires that $F_{X}$ uniquely determines $F_{X, X^{*}}$. Given that population $\mathcal{P}_{X, X^{*}}$ contains a large but finite number $N$ of different elements, distribution function $F_{X, X^{*}}$ is a step function and each step corresponds to one element in population $\mathcal{P}_{X, X^{*}}$, and therefore, $F_{X, X^{*}}$ uniquely determines population $\mathcal{P}_{X, X^{*}}$. In summary, $\mathcal{P}_{X}$ with $F_{X}$ uniquely determines $\mathcal{P}_{X, X^{*}}$ with $F_{X, X^{*}}$. Q.E.D.

[^2]Although it is for a large but finite $N$, this result can be extended to the case with $N \rightarrow \infty$ as long as population $\mathcal{P}_{X, X^{*}}$ contains a countably number of elements. Note that the probability in Equation (2) can't be uniform, i.e., $p_{i}=p$, in this case. The discreteness of $\mathcal{P}_{X, X^{*}}$ implies that population distribution $F_{X, X^{*}}$ is a step function and each step still corresponds one element in population $\mathcal{P}_{X, X^{*}}$. Such a property is lost when there are uncountably many elements in the population, e.g., the unit interval. ${ }^{2}$

Conditions 1) in Proposition 1 requires that the observed $X$ should satisfy the property of leaves so that there exists a function mapping from the observed to the unobserved. Condition 2 is the key to achieve the identification of unobservables in observations. In order to make Proposition 1 useful, it is important to provide sufficient conditions to identify $F_{X, X^{*}}$ from $F_{X}$.

Proposition 1 can be adapted to the case where additional variables are observed. If the data include $(X, Z)$ instead of $X$ only, and if $F_{X, Z}$ uniquely determines $F_{X, X^{*}}$, then there is no need to identify $F_{X, Z, X^{*}}$, which may require more assumptions than those for the identification of $F_{X, X^{*}}$. In that case, the result in Proposition 1 remains with $F_{X, Z}$ uniquely determining $F_{X, X^{*}}$ in Condition 2).

It is useful to understand the result in Proposition 1 in the case of the widely-used linear regression model, i.e.,

$$
Y=W \beta+\eta
$$

with $E[\eta \mid W]=0$. A researcher observes $X=(Y, W)$ but not $X^{*}=\eta$. Suppose that we never observe repeated values of $(Y, W)$ in the population. Therefore, Condition 1) is satisfied. In fact, the function implied by Condition 1), which maps from $X=(Y, W)$ to $X^{*}=\eta$, is given by the model, i.e., $\eta=Y-W \beta$. Given that we can identify and estimate $\beta$ using distribution $F_{Y, W}$ through the moment equation $E[Y-W \beta \mid W]=0$, parameter $\beta$ can be considered as known from the population. Then, it can be shown that $F_{X}$, i.e., the distribution of $(Y, W)$, uniquely determines $F_{X, X^{*}}$, i.e., the distribution of $(Y, W, \eta)$, because $\eta=Y-W \beta$, and therefore, $\mathcal{P}_{X}$, the population of $(Y, W)$, uniquely determines $\mathcal{P}_{X, X^{*}}$, the population of $(Y, W, \eta)$. That means, the regression error $\eta_{i}$, although unobserved, is uniquely determined by $\left(y_{i}, w_{i}\right)$ in each observation through $\mathcal{P}_{X, X^{*}}$ as $\eta_{i}=y_{i}-w_{i} \beta$. The estimation of residuals in the linear regression model is the sample counterpart of this procedure.

Condition 1) in Proposition 1 holds as long as there is a traditionally-defined continuous variable in the sample. The challenging part of Proposition 1 is to show that the joint distribution of observables and unobservables is uniquely determined by that of the observables. The next two sections present examples of sufficient conditions for the identification of $F_{X, X^{*}}$ from $F_{X}$. We adopt the framework in $\mathrm{Hu}(2017)$ to consider cases with a difference number of measurements of $X^{*}$ in $X$.

[^3]
## 2 A 2-measurement case

In this section, we consider a 2-measurement setting, where $X=\left(X_{1}, X_{2}\right)$. Assume that $X_{1}$, $X_{2}$, and $X^{*}$ are a scalar random variable satisfying

$$
\begin{align*}
& X_{1}=X^{*}+\epsilon_{1} \\
& X_{2}=X^{*}+\epsilon_{2} \tag{5}
\end{align*}
$$

where i) $\epsilon_{1}$ is independent of $\left(X^{*}, \epsilon_{2}\right)$, ii) the characteristic function of $X_{1}$ is absolutely integrable and does not vanish on the real line, and iii) $E\left[\epsilon_{2} \mid X^{*}\right]=0$.

Before presenting the technical results, it is useful to illustrate the idea of identification in observations with a simple example. Suppose $X^{*} \in\{0,1\}, \epsilon_{1} \in\{-1,2\}$ and $\epsilon_{2} \in\{-1,0,1\}$ satisfying Equation (5) with distribution functions $f_{X^{*}, \epsilon_{2}}$ and $f_{\epsilon_{1}}$. Notice that $\epsilon_{2}$ should have a zero mean conditional on $X^{*}$. The population and its distribution can be presented as in Table 1. Given the population of 12 observations of ( $X_{1}, X_{2}$ ) with distribution function $f_{X_{1}, X_{2}}$, the goal is to show that the value of $X^{*}$ is uniquely determined in each observation.

Table 1: An illustration of identification in observations

| observation $i$ | observables |  | unobservables |  |  | probability |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $X_{1}=X^{*}+\epsilon_{1}$ | $X_{2}=X^{*}+\epsilon_{2}$ | $\epsilon_{1}$ | $X^{*}$ | $\epsilon_{2}$ | $p_{i}$ |
| 1 | 0 | 0 | -1 | 1 | -1 | $f_{X_{1}, X_{2}}(0,0)=f_{\epsilon_{1}}(-1) f_{X^{*}, \epsilon_{2}}(1,-1)$ |
| 2 | 0 | 1 | -1 | 1 | 0 | $f_{X_{1}, X_{2}(0,1)}=f_{\epsilon_{1}}(-1) f_{X^{*}, \epsilon_{2}}(1,0)$ |
| 3 | 0 | 2 | -1 | 1 | 1 | - |
| 4 | -1 | -1 | -1 | 0 | -1 | ... |
| 5 | -1 | 0 | -1 | 0 | 0 | $\ldots$ |
| 6 | -1 | 1 | -1 | 0 | 1 | ... |
| 7 | 3 | 0 | 2 | 1 | -1 | ... |
| 8 | 3 | 1 | 2 | 1 | 0 | ... |
| 9 | 3 | 2 | 2 | 1 | 1 | ... |
| 10 | 2 | -1 | 2 | 0 | -1 | ... |
| 11 | 2 | 0 | 2 | 0 | 0 | ... |
| 12 | 2 | 1 | 2 | 0 | 1 | ... |

In this example, the observed $\left(X_{1}, X_{2}\right)$ are distinct. If we group the 12 observations by $X_{1}$, then the mean of $X_{2}$ within each group is equal to the value of latent $X^{*}$. In general, the property of leaves guarantees the uniqueness of $X^{*}$ in each observation. The restrictions on the distribution, i.e., $\epsilon_{2}$ should have a zero mean conditional on $X^{*}$, reveal the value of $X^{*}$ in each observation. Therefore, the unobserved is uniquely determined by the observed in observations. Notice that the four groups are actually categorized by the values of $X^{*}$
and $\epsilon_{1}$.
Although we use $X_{2}$ to put the 12 observations into 4 groups in this particular example in Table 1, it really is the combination of the 12 observations of ( $X_{1}, X_{2}$ ) and the distribution function of $f_{X_{1}, X_{2}, X^{*}}$ or $f_{\epsilon_{1}} f_{X^{*}, \epsilon_{2}}$ that identifies the 4 groups out of the 12 observations. It is possible that $X_{1}$ is not enough to distingish all the groups with the same values of $X^{*}$ and $\epsilon_{1}$. For example, we may change the support of $\epsilon_{1}$ and $\epsilon_{2}$ to be $\epsilon_{1} \in\{-1,0\}$ and $\epsilon_{2} \in\{-1.5,0.5,1\}$, still assuming $\epsilon_{2}$ should have a zero mean. Table 2 shows the population and the probabilities in this case, where $X_{1}$ is no longer enough to identify the four groups. From the observed 12 probabilities, i.e., $p_{i}$, in $f_{X_{1}, X_{2}}$, however, we are able to identify the 8 unknown probabilities in $f_{\epsilon_{1}}$ and $f_{X^{*}, \epsilon_{2}}$, which will be shown below in a more general setup. The identified distribution function, i.e., the probabilities in $f_{\epsilon_{1}}$ and $f_{X^{*}, \epsilon_{2}}$ can determine how to put the observations into four groups with the same $X^{*}$ and $\epsilon_{1}$ as in the last column in Table 2. Then, mean of $X_{2}$ reveals $X^{*}$ in each group.

Table 2: A second example

| observation $i$ | observables |  | unobservables |  |  | probability |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $X_{1}=X^{*}+\epsilon_{1}$ | $X_{2}=X^{*}+\epsilon_{2}$ | $\epsilon_{1}$ | $X^{*}$ | $\epsilon_{2}$ | $p_{i}$ |
| 1 | 0 | -0.5 | -1 | 1 | -1.5 | $f_{X_{1}, X_{2}(0,-0.5)}=f_{\epsilon_{1}}(-1) f_{X^{*}, \epsilon_{2}}(1,-1.5)$ |
| 2 | 0 | 1.5 | -1 | 1 | 0.5 | $f_{X_{1}, X_{2}}(0,1.5)=f_{\epsilon_{1}}(-1) f_{X^{*}, \epsilon_{2}}(1,0.5)$ |
| 3 | 0 | 2 | -1 | 1 | 1 | $f_{X_{1}, X_{2}}(0,2)=f_{\epsilon_{1}}(-1) f_{X^{*}, \epsilon_{2}}(1,1)$ |
| 4 | -1 | -1.5 | -1 | 0 | -1.5 | $\ldots$ |
| 5 | -1 | 0.5 | -1 | 0 | 0.5 | ... |
| 6 | -1 | 1 | -1 | 0 | 1 | ... |
| 7 | 1 | -0.5 | 0 | 1 | -1.5 | ... |
| 8 | 1 | 1.5 | 0 | 1 | 0.5 | ... |
| 9 | 1 | 2 | 0 | 1 | 1 | $\ldots$ |
| 10 | 0 | -1.5 | 0 | 0 | -1.5 | $f_{X_{1}, X_{2}(0,-1,5)}=f_{\epsilon_{1}(0) f_{X^{*}, \epsilon_{2}}(0,-1.5)}$ |
| 11 | 0 | 0.5 | 0 | 0 | 0.5 | $f_{X_{1}, X_{2}}(0,0.5)=f_{\epsilon_{1}}(0) f_{X^{*}, \epsilon_{2}}(0,0.5)$ |
| 12 | 0 | 1 | 0 | 0 | 1 | $f_{X_{1}, X_{2}}(0,1)=f_{\epsilon_{1}}(0) f_{X^{*}, \epsilon_{2}}(0,1)$ |

Note: In each group, mean of $X_{2}$ reveals $X^{*}$.

The setup in Equation (5) is well known because the distribution of the latent variable $X^{*}$ can be written as a closed-form function of the observed distribution $f_{X_{1}, X_{2}}$. The characteristic function of $X^{*}$ is defined as $\phi_{X^{*}}(t)=E\left[e^{i t X^{*}}\right]$ with $i=\sqrt{-1}$. One can show
that

$$
\begin{align*}
f_{X^{*}}\left(x^{*}\right) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i x^{*} t} \phi_{X^{*}}(t) d t  \tag{6}\\
\phi_{X^{*}}(t) & =\exp \left[\int_{0}^{t} \frac{i E\left[X_{2} e^{i s X_{1}}\right]}{E\left[e^{i s X_{1}}\right]} d s\right] .
\end{align*}
$$

This is the so-called Kotlarski's identity (Kotlarski (1966) and Rao (1992)). Notice that

$$
\begin{aligned}
\phi_{X_{1}, X_{2}}(s, t) & =\exp \left[i s X_{1}+i t X_{2}\right] \\
& =\exp \left[i s X^{*}+i t X_{2}\right] \exp \left[i s \epsilon_{1}\right] \\
& =\phi_{X^{*}, X_{2}}(s, t) \frac{\phi_{X_{1}}(s)}{\phi_{X^{*}}(s)}
\end{aligned}
$$

Therefore, we may identify the joint distribution $F_{X^{*}, X_{2}}$ as follows:

$$
\phi_{X^{*}, X_{2}}(s, t)=\phi_{X_{1}, X_{2}}(s, t) \frac{\phi_{X^{*}}(s)}{\phi_{X_{1}}(s)}
$$

Finally, the distribution of ( $X_{1}, X_{2}, X^{*}$ ) can be uniquely determined by the distribution of $\left(X_{1}, X_{2}\right)$ as follows:

$$
\begin{align*}
\phi_{X_{1}, X_{2}, X^{*}}(s, t, v) & =\exp \left[i s X_{1}+i t X_{2}+i v X^{*}\right] \\
& =\exp \left[i(s+v) X^{*}+i t X_{2}\right] \exp \left[i s \epsilon_{1}\right] \\
& =\phi_{X^{*}, X_{2}}(s+v, t) \frac{\phi_{X_{1}}(s)}{\phi_{X^{*}}(s)} \tag{7}
\end{align*}
$$

That means $F_{X_{1}, X_{2}}$ uniquely determines $F_{X_{1}, X_{2}, X^{*}}$. Under the assumption that observations of ( $X_{1}, X_{2}$ ) are distinct, Condition 1) of Proposition 1 holds. Then, the identification of $F_{X_{1}, X_{2}, X^{*}}$ implies that the value of $X^{*}$ can be uniquely determined by that of $\left(X_{1}, X_{2}\right)$. We summarize the results as follows:

Lemma 1 Suppose that $X=\left(X_{1}, X_{2}\right)$ satisfies Equation (5) and that observations of $\left(X_{1}, X_{2}\right)$ are distinct in population $\mathcal{P}_{X_{1}, X_{2}, X^{*}}$. Then, $\mathcal{P}_{X_{1}, X_{2}}$ and $F_{X_{1}, X_{2}}$ uniquely determine $\mathcal{P}_{X_{1}, X_{2}, X^{*}}$ and $F_{X_{1}, X_{2}, X^{*}}$, i.e., each $\left(x_{1, i}, x_{2, i}\right)$ in $\mathcal{P}_{X_{1}, X_{2}}$ uniquely determines its corresponding $x_{i}^{*}$ through $\mathcal{P}_{X_{1}, X_{2}, X^{*}}$.

## 3 A 3-measurement case

It is possible to avoid the additivity and linearity in Equation (5), when there are more observables. In the case where $X=\left(X_{1}, X_{2}, X_{3}\right)$, Hu (2008) provides sufficient conditions
to identify the distribution of $\left(X_{1}, X_{2}, X_{3}, X^{*}\right)$ from that of $\left(X_{1}, X_{2}, X_{3}\right)$. A version of the conditions is presented here:

Assumption 1 The two measurements $X_{1}$ and $X_{2}$ and the latent variable $X^{*}$ share the same support $\mathcal{X}=\left\{v_{1}, v_{2}, \ldots, v_{K}\right\}$ with $K<N$.

This condition is not restrictive because the results can be straightforwardly extended to the case where supports of measurements $X_{1}$ and $X_{2}$ are larger than that of $X^{*}$.

Assumption 2 The observables satisfy conditional independence as follows:

$$
\begin{equation*}
F\left[X_{1}, X_{2}, X_{3} \mid X^{*}\right]=F\left[X_{1} \mid X^{*}\right] F\left[X_{2} \mid X^{*}\right] F\left[X_{3} \mid X^{*}\right] \tag{8}
\end{equation*}
$$

where $F\left[X \mid X^{*}\right]$ is the conditional CDF of $X$ on $X^{*}$.
Let $f_{X_{1}, X_{2}}$ be the probability function of $\left(X_{1}, X_{2}\right)$. Define a matrix representation of the joint distribution as follows:

$$
\begin{equation*}
M_{X_{1}, X_{2}}=\left[f_{X_{1}, X_{2}}\left(v_{i}, v_{j}\right)\right]_{i=1,2, \ldots, K ; j=1,2, \ldots, K} \tag{9}
\end{equation*}
$$

We assume
Assumption 3 Matrix $M_{X_{1}, X_{2}}$ has rank $K$.
Assumption 4 There exists a function $g(\cdot)$ such that $E\left[g\left(X_{3}\right) \mid X^{*}=\bar{v}\right] \neq E\left[g\left(X_{3}\right) \mid X^{*}=\widetilde{v}\right]$ for any $\bar{v} \neq \widetilde{v}$ in $\mathcal{X}$.

Assumption $5 f_{X_{1} \mid X^{*}}(v \mid v)>f_{X_{1} \mid X^{*}}(\widetilde{v} \mid v)$ for any $\widetilde{v} \neq v \in \mathcal{X}$, i.e., $v$ is the mode of distribution $f_{X_{1} \mid X^{*}}(\cdot \mid v)$.

Under assumptions $1,2,3,4$, and $5, \mathrm{Hu}(2008)$ shows that the joint distribution of the observables $\left(X_{1}, X_{2}, X_{3}\right)$ uniquely determines the joint distribution of the observed variables and the unobservable $\left(X_{1}, X_{2}, X_{3}, X^{*}\right)$. Furthermore, if $\left(X_{1}, X_{2}, X_{3}\right)$ satisfies Condition 1) in Proposition 1, then we can apply Proposition 1 as follows:

Lemma 2 Suppose that Assumptions 1, 2, 3, 4, and 5 hold, and that observations of $X=$ $\left(X_{1}, X_{2}, X_{3}\right)$ are distinct in population $\mathcal{P}_{X_{1}, X_{2}, X_{3}, X^{*}}$. Then, $\mathcal{P}_{X_{1}, X_{2}, X_{3}}$ and $F_{X_{1}, X_{2}, X_{3}}$ uniquely determine $\mathcal{P}_{X_{1}, X_{2}, X_{3}, X^{*}}$ and $F_{X_{1}, X_{2}, X_{3}, X^{*}}$, i.e., each $\left(x_{1, i}, x_{2, i}, x_{3, i}\right)$ in $\mathcal{P}_{X_{1}, X_{2}, X_{3}}$ uniquely determines its corresponding $x_{i}^{*}$ through $\mathcal{P}_{X_{1}, X_{2}, X_{3}, X^{*}}$.

Because $X_{1}$ and $X_{2}$ have a small discrete support, i.e., $K<N$, we need $X_{3}$ to have a large support to make $X=\left(X_{1}, X_{2}, X_{3}\right)$ distinct in the population. For the identification of distributions, $X_{3}$ can be a measurement as little informative as a binary indictor. But for identification in observations in this paper, $X_{3}$ needs to have a large support so that $X=\left(X_{1}, X_{2}, X_{3}\right)$ is distinct in each observation.

Given the general result above, it is still useful to provide a simple example to illustrate the idea of identification in observations in this case. Suppose $X_{1}, X_{2}, X^{*}$ share the same support $\{0,1\}$ with non-degenerated misclassification probabilities $f_{X_{1} \mid X^{*}}(1 \mid 0)>0$, $f_{X_{1} \mid X^{*}}(0 \mid 1)>0, f_{X_{2} \mid X^{*}}(1 \mid 0)>0, f_{X_{2} \mid X^{*}}(0 \mid 1)>0$, and $X_{3} \in\{1,2,3,4\}$ with $f_{X_{3} \mid X^{*}}$ satisfying

$$
f_{X_{3} \mid X^{*}}(1 \mid 1)=f_{X_{3} \mid X^{*}}(2 \mid 0)=f_{X_{3} \mid X^{*}}(3 \mid 0)=f_{X_{3} \mid X^{*}}(4 \mid 1)=0 .
$$

This population is presented in Table 3 and satisfies the property of leaves. The goal is to show that the observations of $\left(X_{1}, X_{2}, X_{3}\right)$ and the distribution of $\left(X_{1}, X_{2}, X_{3}\right)$ can uniquely determine the value of $X^{*}$ in each observation.

Assumptions in Lemma 2 hold for the example in Table 3. The conditional independence, together with other assumptions, identifies the probability functions, including $f_{X_{1} \mid X^{*}}$. Then, for each given value $X_{3}, X^{*}$ takes a unique value $x^{*}$, which is equal to the mode of $f_{X_{1} \mid X^{*}}\left(\cdot \mid x^{*}\right)$ under Assumption 5. Therefore, the unobserved $x^{*}$ is uniquely determined by the observed variables in each observation.

Because every observation of the observables $\left(X_{1}, X_{2}, X_{3}\right)$ has to be distinct in the population of $\left(X_{1}, X_{2}, X_{3}, X^{*}\right)$, each value of $\left(X_{1}, X_{2}, X_{3}\right)$ can only map to one unique value of $X^{*}$. It is also useful to present a case where the property of leaves fails. Table 4 shows a violation of the property of leaves with $f_{X_{3} \mid X^{*}}$ satisfying

$$
\begin{array}{r}
f_{X_{3} \mid X^{*}}(1 \mid 1)=f_{X_{3} \mid X^{*}}(2 \mid 0)=f_{X_{3} \mid X^{*}}(3 \mid 0)=0 \\
f_{X_{3} \mid X^{*}}(4 \mid 0)>0, f_{X_{3} \mid X^{*}}(4 \mid 1)>0
\end{array}
$$

in the example above because observations $13,14,15,16$ are the same as observations 17 , $18,19,20$, respectively, if we only observe $\left(X_{1}, X_{2}, X_{3}\right)$. In other words, $X_{3}=4$ corresponds to $X^{*}=0$ and $X^{*}=1$. In particular, leaves (or observations) 13 and 17 are different in population, but they are the same from a researcher's view because they don't observe $X^{*}$. That is the case we rule out here because it is not consistent with the common knowledge that no two leaves are alike.

## 4 Summary

This paper provides sufficient conditions for the identification of unobserved variables in observations at the population level. Based on an observed feature of the data - the property

Table 3: An illustration of identification in observations

| observation | observables |  |  | unobservables | probability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $X_{1}$ | $X_{2}$ | $X_{3}$ | $X^{*}$ | $p_{i}$ |
| 1 | 0 | 0 | 1 | 0 | $f_{X_{1}, X_{2}, X_{3}(0,0,1)}=f_{X_{1} \mid X^{*}(000)} f_{X_{2} \mid X^{*}}(0 \mid 0) f_{X_{3} \mid X^{*}(1 \mid 0)} f_{X^{*}}(0)$ |
| 2 | 1 | 0 | 1 | 0 | $f_{X_{1}, X_{2}, X_{3}(1,0,1)}=f_{X_{1} \mid}\left\|X^{*}(1 \mid 0) f_{X_{2}}\right\| X^{*}(0 \mid 0) f_{X_{3} \mid X^{*}(1 \mid 0)} f_{X^{*}}(0)$ |
| 3 | 0 | 1 | 1 | 0 | , |
| 4 | 1 | 1 | 1 | 0 | ... |
| 5 | 0 | 0 | 2 | 1 | $\ldots$ |
| 6 | 1 | 0 | 2 | 1 | ... |
| 7 | 0 | 1 | 2 | 1 | ... |
| 8 | 1 | 1 | 2 | 1 | ... |
| 9 | 0 | 0 | 3 | 1 | ... |
| 10 | 1 | 0 | 3 | 1 | ... |
| 11 | 0 | 1 | 3 | 1 | ... |
| 12 | 1 | 1 | 3 | 1 | ... |
| 13 | 0 | 0 | 4 | 0 | ... |
| 14 | 1 | 0 | 4 | 0 | ... |
| 15 | 0 | 1 | 4 | 0 | $\ldots$ |
| 16 | 1 | 1 | 4 | 0 | ... |

Note: For a given $X_{3}, X^{*}$ takes a unique value equal to the mode of $f_{X_{1} \mid X^{*}}\left(\cdot \mid x^{*}\right)$.
of leaves, the results in this paper imply that when the joint distribution of the observable $X$ and the unobservable $X^{*}$ satisfies certain conditions, it is not only possible to identify their joint distribution $F_{X, X^{*}}$ from $F_{X}$, but also possible to identify the value of the unobservable $X^{*}$ in observations. The distinctness of observed variables in observations implies there exists a function mapping from the observables to the unobservables. Such a function guarantees the uniqueness of the latent value in each observation. The joint distribution can then reveal the latent value in each observation.

In the identification analysis, we consider distribution function $F_{X}$ to be identified as the limit of the empirical distribution of $X$ from a sample. The results in this paper suggests that it is possible to use the sample counterpart of this argument to estimate unobservables at the observation level. A simple existing example is OLS residuals in a linear regression model. The identification results here imply that researchers may tackle unobservables by directly estimating them in a broad range of models.
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[^2]:    ${ }^{1}$ If we draw from such a population of $X$ with placement, it is possible to have two draws with the same value $x$. The property of leaves guarantees that the value $x$ corresponds to a unique $x^{*}$ and that the two draws are from the same leaf, which can be represented in the sample proportions of each distinct value of $x$. Therefore, such a generated sample of $X$ is representative of the population of leaves and its distribution.

[^3]:    ${ }^{2} \mathrm{~A}$ recent working paper Hu et al. (2022) provides some identification arguments in that case.

