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Abstract

Many research and policy questions surrounding migration are causal questions. We
want to know what causes people to migrate, and what the consequences of migration
are for the migrants, their families, and their communities. However, answering these
questions requires dealing with the self-selection inherent in migration choices. Field
and natural experiments offer methodological approaches that enable answering these
causal questions. We discuss the key conceptual and logistical issues that face applied
researchers when applying these methods to the study of migration, as well as providing
guidance for practitioners and policymakers in assessing the credibility of causal claims.
For randomized experiments, this includes providing a framework for thinking through
what can be randomized; discussing key measurement and design issues that arise from
issues such as migration being a rare event, and in measuring welfare changes when
people change locations; as well as discussing ethical issues that can arise. We then
outline what makes for a good natural experiment in the context of migration, and dis-
cuss the implications of recent econometric work for the use of difference-in-differences,
instrumental variables (and especially shift-share instruments), and regression discon-
tinuity methods in migration research. A key lesson from this recent work is that it is
not meaningful to talk about “the” impact of migration, but rather impacts are likely
to be heterogeneous, affecting both the validity and interpretation of causal estimates.

JEL Classification: F22, J61, O15, C93, C23, C26
Keywords: Experimental Methods, Difference-in-Differences, Instrumental Variables,

Regression Discontinuity, Natural Experiment, Migration
∗We thank the editors, Kirill Borusyak, Peter Hull and Xavier Jaravel for helpful comments. Ryan

McWay and Laston Manja provided excellent research assistance.



1 Introduction

Deciding where to live is one of the most important decisions most individuals will ever
make. Milanovic (2015) illustrates this starkly, showing that two-thirds of the variability
of individual percentiles of income across the world is driven by the country in which you
live. However, this decision of whether or not to migrate to somewhere else is a choice
made by individuals and households, with this choice depending on abilities, wealth, risk
preferences, information, family ties, ambition, and a host of other observable and unobserv-
able characteristics. This self-selection lies at the heart of classic migration theories such as
Borjas (1987), and poses a severe challenge for researchers and policymakers attempting to
estimate the impacts of migration and migration policies. For example, suppose we observe
that households with a migrant are more likely to be running a business than households
without a migrant. This could reflect a causal effect of migration, where the remittances
sent back by migrants enable households to invest in bigger businesses and knowledge flows
provide new sources of ideas and trade linkages. But conversely, it could just as easily re-
flect selection effects, where households with more wealth and high risk-taking propensities
are both more likely to engage in migration, and to start up and run new businesses. As
a result, even if we condition on many observable characteristics, comparisons of migrants
and non-migrants are unlikely to give convincing estimates of the impacts of migration.

Many of the key research questions of interest in the study of migration do involve
trying to answer causal questions about either the impacts of migration on some outcome,
or the impacts of some policy or contextual feature on migration. For example, what is the
effect of migration on the well-being of other household members? How has immigration
affected the employment prospects of natives? How have increasing climate risks changed
the likelihood of migrating? How effective are government policy actions to encourage high-
skilled migration? Answering these questions requires overcoming the selection issues at the
heart of migration decisions.

Causal inference methods provide tools that can be used by researchers to help an-
swer these types of questions. Experimental methods aim to overcome these difficulties by
exploiting situations where the reason one household engages in migration or remits and
another does not is truly the result of random chance. Randomized experiments do this
by explicitly aiming to randomize migration opportunities or different variables entering
into migration decisions. Natural experiments aim to mimic this process by finding situa-
tions where “nature” provides an exogenous source of variation. In the first edition of this
handbook, we provided an introduction to this approach (McKenzie and Yang, 2012). The
subsequent decade has seen rapid growth in the use of these methods, and enabled a number
of methodological lessons about how to best apply these approaches to be learned.

Our goal in this chapter is to set out the key methodological approaches and a frame-
work for thinking through the design and use of experimental and non-experimental causal
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inference methods in studying migration. We do not attempt to provide a comprehensive
literature review, or to summarize the key findings of this literature, but rather to draw out
more general lessons about how to find or induce random variation, and of key considerations
that need to be kept in mind when using these approaches.

We begin with a short discussion to illustrate the identification problem that these
methods aim to solve. The first half of the paper then considers the use of randomized
experiments in migration. We discuss what can be randomized, including both changes in
migration policies, as well as changing different elements of the migration decision-problem
such as the costs of migrating, the ability to pay these costs, the information and beliefs
individuals have in making their migration decisions, the risks that they face, the wages or
amenities that are available at origin or destination, and different behavioral factors. We
outline five logistical and methodological issues to consider when implementing migration
experiments: migration is a rare event, measuring outcomes when people move is difficult, it
can be crucial to measure beliefs, measuring welfare gains becomes more complicated when
people change locations, and the importance of being clear about what treatment effect is
being estimated and for whom it applies. We conclude our discussion of experiments by
discussing two ethical issues that particularly apply when doing experiments in a migration
context: the stakes can be much higher than for many other experiments commonly done by
researchers, and some migrant populations, such as refugees, can be particularly vulnerable.

The second half of the paper then turns to the use of natural experiments. The terms
“natural experiment" and “quasi-experiment" are sometimes used interchangeably (e.g. Meyer
(1995)), but others (e.g. Remler and Ryzin (2014)) make a distinction between natural ex-
periments as situations where there is a transparent exogenous source of variation, as with
policy changes or shocks coming from nature that were not explicitly intended to influence
the outcome of interest; and quasi-experiments as cases where a treatment was implemented,
but assignment was not random, and different statistical methods and functional form as-
sumptions are used to try to remove any potential selection effects. We discuss what makes
for a good natural experiment, as well as common approaches used in the migration liter-
ature that we think are less convincing as natural experiments. We begin by outlining the
issues that arise in attempting to measure causal impacts in migration research through the
use of quasi-experimental methods like regression and matching that require selection on
observables, and discuss the conditions needed for these methods to be at least somewhat
convincing. One key consideration here is whether there is an external policymaker with
limited information that differs from the person making migration choices. We then pro-
vide more in-depth discussion of two non-experimental methods that have been the focus
of substantial recent econometric research. The first is difference-in-differences (DiD) esti-
mation.1 We outline the types of DiD commonly used in migration research, and how new

1Lozano and Steinberger (2013) provide an introduction to some of the early work on difference-in-
differences in immigration studies in the first edition of this handbook.
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econometric research affects their interpretation and validity. The second is instrumental
variables estimation. We note that there are many bad or unconvincing instruments used
in migration research, and that Bartik or shift-share instruments have been thought of as
more plausible, but have also been the subject of several recent econometric advances. We
outline in detail issues to consider in using shift-share instruments for migration. Finally,
we also consider the possibilities for using regression-discontinuity methods for migration
research, discussing how language tests, points systems, and discontinuities in time can and
cannot be used.

An underlying theme in much of the recent econometric research is that treatment effects
are likely to be heterogeneous, and this heterogeneity has implications both for the validity
and interpretation of many estimates. We conclude by noting this means we should aim to
move away from talking about “the” impact of migration, and that likely areas for future
work will involve approaches that work to better identify who is most likely to be affected
by migration policies, use machine-learning methods to better estimate treatment effect
heterogeneity, and consider external validity issues more fully.

2 What is the problem experimental methods help to

solve?

Many research and policy questions surrounding migration are causal questions.2 In the
immigration literature this typically involves estimating the impact of immigration on wages
or employment rates of natives. A large part of the development literature in migration
attempts to answer questions like what is the impact of migration on the incomes, health, and
life opportunities of migrants; and what is the impact of having a household member migrate
or of receiving remittances on outcomes of household members remaining in the sending
community, such as the education and health of children, their levels of entrepreneurship
and labor supply, and on community poverty and inequality levels. A common approach
to answering such questions is to use data on migrants and non-migrants, and attempt
to control for differences between them in a linear regression framework. For example,
researchers may attempt to estimate an equation of the form:

Yi = α+ βMigranti + δ′Xi + εi (1)

Where Migranti is a dummy variable which takes the value 1 if the individual is a
migrant, and zero if he or she is not, and Xi observed characteristics of the individual
which are presumed not to have changed with migration (e.g. age, sex and education level,

2This section draws heavily on our chapter in the first edition of this handbook (McKenzie and Yang,
2012).
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location of birth, ethnicity, religion, parental education, etc.).3 Then in order for the linear
regression estimate of β to give the causal impact of migration on the outcome of interest,
we require that:

E(Migrantiεi|Xi) = 0 (2)

That is, we require the unobserved determinants of the outcome of interest (income in our
example) to be uncorrelated with whether an individual migrates once we have conditioned
on the observable characteristics of these individuals. But in the absence of experimental
variation in migration, this assumption is unlikely to hold. Indeed, the seminal migration
selectivity model of Borjas (1987) has migrants deciding whether or not to migrate in part
on the basis of the εi they would expect to have at home versus abroad. It is easy to think of
a whole range of typically unmeasured variables, such as entrepreneurial prowess, ambition,
language proficiency, and health status which would both affect whether someone migrates,
and also directly affect their income or other outcome of interest. Likewise, liquidity con-
straints will likely determine both the pattern of self-selection of migrants (McKenzie and
Rapoport, 2010), as well as the range of job opportunities and consumption-smoothing op-
portunities that individuals will have at home. As a result, equation 2 will almost always
be violated in practice, so that linear regression on equation 1 will result in biased estimates
of the impact of migration.

Equation 2 therefore says that we can only estimate the causal impact of migration if the
only reason one person migrates and another does not is random (conditional on observed
characteristics). Natural experiments and randomized experiments both aim to use a source
of random (or “as good as random”) variation to identify these causal impacts.

3 Using randomized experiments to study migration

In a randomized experiment, the units of interest (individuals, households, communities,
etc.) are randomly assigned into different groups using a randomization device such as
lottery, computer random number generator, or physical drawing. The simplest example
involves just two groups: a treatment group who are offered some intervention (e.g. the
opportunity to migrate) and a control group who are not. More complicated experiments
can involve additional groups in order to compare the effectiveness of different types of
treatments (e.g. Beam et al. (2016) randomly assign individuals in the Philippines to a
control group or to one of four different treatment groups to compare different approaches

3For simplicity we consider only the case of an individual-level outcome here, assuming that all migrants
and non-migrants are observed. When the comparison involves households with and without migrants, a
second form of selectivity is involved, since households can also choose whether all members migrate, or only
some. Return migration also introduces a third form of selectivity. See Gibson et al. (2013) for discussion
of this more complicated case.
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to facilitating international migration), or to explore potential complementarities between
treatments (e.g. Doi et al. (2014) randomize households in a 2x2 design, where financial
education is provided either to the migrant, to the remaining household member, to both,
or to neither in order to measure whether there are complementarities from having both
the migrant and family member trained).4 Since which group a unit is in is randomly
assigned, in expectation it is not correlated with any other determinants of the outcome
of interest, and so equation (2) holds. Comparing treatment and control households then
enables estimation of the causal effect of being offered treatment.

Duflo et al. (2007) and Glennerster and Takavarasha (2013) provide introductions to
the use of randomized experiments in estimating causal impacts, and plenty of practical
advice for designing and implementing experiments. Our focus will then be on issues that
are specific to applying this methodology in a migration context.

3.1 What can be randomized?

In McKenzie and Yang (2015), we survey the evidence on the effectiveness of different
types of policies to enhance the development impacts of international migration. We note
there that there are a wide range of migration policies that occur throughout the different
stages of the migration process. These include policies that occur prior to migration in
order to offer more opportunities to migrate, and to ensure people are well-informed when
making these decisions; policies that occur while migrants are abroad such as efforts to help
migrants integrate successfully into their new communities, and to ensure they have access
to appropriate financial products including ways to remit money back to remaining family
members; and policies designed to help those who are planning on returning to their origin
countries, such as reintegration programs, and return incentives.

A first avenue for using randomized experiments in studying migration is to randomize
who gets to benefit from these policies, or to randomly test alternative versions of these
policies. Often this is justified in terms of there being limited resources or opportunities that
prevent the program from being offered to everyone at once, or it can be an explicit attempt
by policymakers to understand which version of a program works best. This typically
requires researchers to work with governments, NGOs or private sector organizations that
are administering these programs, and enables estimation of the program effect. Several
examples of this approach from our own work include: evaluating the effect of migrating
through visa lotteries from Tonga and Samoa to New Zealand (McKenzie et al., 2010; Gibson
et al., 2013), working with the government of Indonesia to test alternative ways of teaching

4A newer area is to use adaptive experiments, in which individuals are randomized to different treatments
in batches or cohorts, and the results from the first batches are then used to inform the treatment assignment
for subsequent individuals. This works best when the outcome of interest is one that can be measured
relatively quickly. Caria et al. (2020) provide an example, in adaptively testing different approaches to
helping refugees in Jordan find immediate employment.
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financial literacy to migrants (Doi et al., 2014), working with a private bank in Italy to
test the effect of a new product that allowed migrants to directly pay for school fees in the
Philippines (de Arcangelis et al., 2015), working with an NGO to give U.S.-based migrants
a new mechanism to fund students’ education in El Salvador (Ambler et al., 2015), working
with a private bank to test the savings-accumulation impact of giving U.S.-based migrants
more control over bank accounts in El Salvador (Ashraf et al., 2015), and working with
the government of the Philippines to test different versions of a pre-departure orientation
program (Barsbai et al., 2020). In practice this can involve prospective studies that actively
work with a government or other policy actor to randomize a new policy, as well as ex post
utilization of randomization conducted by governments, as was the case with the visa lottery
work of Gibson et al. (2017) and Mobarak et al. (2020).

An alternative approach is to take the existing policy environment as given, and conduct
randomized experiments that change other parameters of the decision problem. For example,
consider a potential migrant deciding between staying in their home country where they
receive home wages WH and amenities AH , or paying a cost C to migrate abroad, where
they would face uncertain wages WM and amenities AM . Then the individual will choose
to migrate if the expected gain in utility from migrating exceeds the costs of migrating, and
they can afford the costs of migrating. That is, their decision is:

max
M

E[U(WM , AM )− U(WH , AH)]− C

s.t. C < λB
(3)

where B is wealth, and λ reflects how tightly liquidity constraints bind.
This framework then highlights several areas where researchers can conduct experiments

around migration decisions without needing to change or randomize migration policies. A
first area is to experiment with changing the costs C. For example, Hainmueller et al. (2018)
randomly lower the cost of naturalizing by giving immigrants vouchers to cover the costs of
the naturalization fee; and Beam et al. (2016) randomly lower the cost of migrating by fully
subsidizing the cost of a passport. The cost may not just be a monetary cost, but also the
logistical and bureaucratic costs of filling out paperwork, waiting in lines, etc., and these
studies also provided treated subjects with assistance to lower these costs. Lowering costs
can also be a useful way of understanding other parts of migrant decision-making, such as
remitting decisions and communication. For example, Ambler et al. (2014) randomly assign
migrants different discounts on remittance transaction fees, while Batista and Narciso (2018)
randomly vary the costs of calling home by giving migrants international calling credit.

A second area, rather than changing the costs, is to change an individual’s ability to pay
these costs, either by increasing their wealth B, or their access to credit, and thus how tightly
liquidity constraints bind, λ. Bryan et al. (2014) provide an example of both approaches in
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attempting to spur internal migration in Bangladesh. They give some households cash that
they can use to pay for the costs of a bus into the city, and offer others a loan to pay for
these costs. This also offers the scope for researchers to examine how non-migration-specific
programs that increase household wealth affect migration decisions. For example, Gazeaud
et al. (2022) examine how a cash transfer randomly offered to households in Comoros through
a public works program affects their migration to Mayotte. Angelucci (2015) studies how
the randomized Mexican Progresa cash transfer program affected migration to the U.S.

Thirdly, hidden in the expectation term E in equation 3 is that migration decisions
depend on the information and beliefs that potential migrants have about the wages and
amenities available abroad. In many cases this information may be incomplete, and beliefs
may be wrong. This raises the possibility of information interventions designed to change
these beliefs. For example, Shrestha (2020) randomly gives Nepalese potential migrants in-
formation about both the wages and mortality incidences at destination, and Baseler (2021)
provides rural Kenyans with information about earnings in urban areas. Seshan and Yang
(2014) offer migrants a motivational workshop encouraging them to improve their financial
habits (e.g., raising their savings levels). Shrestha and Yang (2019) provide immigrants in
Singapore with information intended to facilitate job-to-job mobility. Barsbai et al. (2020)
give new U.S. immigrants information to promote assimilation and settlement. Information
campaigns are particularly popular among policymakers seeking to deter dangerous and
irregular migration, such as migration across the Mediterranean to Europe. Tjaden (2020)
provides several examples of IOM experiments designed to test these awareness campaigns,
and Bah et al. (2022) test the impact of an information intervention on irregular migration
from The Gambia.

Fourth, the expected utility term, E(U) also recognizes that migration is a risky and
uncertain endeavor, and so decisions will also depend on risk preferences and the ability
to insure against risk. This suggests the scope for experiments which provide insurance.
This is a relatively underexplored area for experimentation. Bryan et al. (2014) provide one
exception, conducting experiments in which loans for migrating were bundled with insurance,
so that migrants would not need to repay if there was excessive rainfall at destination that
would reduce job opportunities.

Fifth, experiments could aim to change wages W or amenities A at either destination
or origin. One way of doing this would be to connect migrants to labor brokers, to help
them match to jobs with either a higher likelihood of employment, or that offer better
wages or better conditions. Beam et al. (2016) try this by setting up a website to directly
link potential migrants to reputable recruitment agencies and to allow these agencies to
post job opportunities. Bazzi et al. (2021) provide potential migrants with quality ratings
information about labor intermediaries in the Philippines, with the aim of helping them
choose intermediaries who can link them to better job conditions abroad. Other examples
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could include experimenting with the housing as in Qiu et al. (2021), social opportunities,
and other amenities migrants have at destination, and experimenting with improving job
opportunities in the origin region through training programs or other job programs.

Finally, there are other aspects of the migration decision that this simple model in
equation 3 does not explicitly incorporate, but where experimentation may also be possible.
A notable example is behavioral factors. Some of these (such as attention costs) could be
included in C, others (such as loss aversion and impatience) could be included in more
general formulation with decision-making over multiple periods and with an alternative to
expected utility maximization. This can lead to experiments designed to overcome some
of these behavioral constraints. For example, Hainmueller et al. (2018) experiment with
behavioral nudges such as reminders and text messages to encourage immigrants who are
eligible for a federal fee waiver to take advantage of this.

In addition to the above experiments which change actual migration policies or inputs
into the migration decision, there are other types of experiments which just vary perceived
characteristics. One example is audit studies, which randomly vary characteristics of indi-
viduals on resumes and then measure the impact of this characteristic on interview callbacks.
In the migration domain, this has been used to examine whether employers value migration
experience of returnees (e.g. Abarcar (2015) and Wah (2018)), and whether they discrimi-
nate against immigrants from different countries (e.g. Duguet et al. (2010)).

3.2 Some key logistical and methodological issues that arise when
conducting migration experiments

Running any randomized experiment involves many key design issues, data collection issues,
and implementation issues. We focus here on some specific issues that are particularly
important to consider when conducting migration experiments.

Migration is usually a rare event. This is particularly the case when considering inter-
national migration. For example, even in a country known for international migration like
Mexico, where 870,000 Mexicans moved from Mexico to the U.S. in the five-year period
between 2009 and 2014 (Gonzalez-Barrera, 2015), this five-year flow represents less than
one percent of Mexico’s population. This means that if researchers start with a random
sample of the population in the origin country and implement an experiment designed to
change migration decisions, they will need incredibly large samples, or lack statistical power
for detecting impacts. This was the case in work we did in the Philippines, in Beam et al.
(2016), where we found that few people migrated even after we offered substantial migration
assistance. This is still useful for understanding whether certain barriers to movement are
binding, but is a challenge for researchers intending to examine migration outcomes. An
alternative is to select a sample at much higher risk of migration. For example, Shrestha
(2020) recruited subjects who had just finished applying for passports in Nepal. An in-
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between option can be to implement some general screening for characteristics associated
with higher migration likelihoods, such as focusing on young men in high migration areas.

One complementary suggestion is for researchers to make sure they collect detailed infor-
mation on the whole set of steps needed for migration to occur. For example, an intervention
to increase migration may first raise an individuals desire or intention to migrate, then lead
them to take steps to look for job opportunities in different places, then lead them to get
their appropriate documentation in order and to apply for jobs, and finally to get them to
move. Even if studies lack sufficient statistical power to detect impacts on this final stage
of the migration process, they may find impacts on these migration steps, and in doing so,
learn about additional constraints that bind once individuals have decided they want to
migrate.

The rareness of migration is also an issue when attempting to conduct experiments
with immigrants, since it can be difficult and expensive to collect a representative sample
of immigrants. McKenzie and Mistiaen (2009) show how intercept-point sampling can be
used to achieve reasonably representative samples at a cost much lower than census-based
sampling. Intercept-point sampling involves sampling individuals during set time periods at
a pre-specified set of locations where households in the target group are likely to congregate,
and then re-weighting the sample so that individuals who go to more of the locations (and
are hence more likely to be sampled) receive less weight. An alternative has been to use
convenience samples of customers of remittance organizations, clients of an NGO working
with immigrants, or other such approaches.

Measurement of outcomes can be challenging when people are moving. It is costly and
challenging to track individuals who move. In many randomized experiments, migration
therefore manifests itself as attrition, and researchers try and assure the reader that it is
limited and balanced across treatment groups. But when the focus is on migration as an
outcome, or mobile individuals as the subjects of interest, much more care and effort needs
to be devoted to tracking individuals. Of particular concern is the possibility that all of the
treatment effect occurs among attritors. For example, consider an experiment designed to
deter irregular migration, perhaps through an information campaign. If researchers return
a year later and re-interview 80% of individuals, they might find very low rates of irregular
migration in both the treatment and control groups. But the 20% of individuals who
cannot be found might be precisely the ones who are most mobile and most likely to be
affected by the treatment. There are seldom easy approaches to dealing with this issue,
but rather the need for a range of methods to be used. These can include collecting lots of
contact information at the beginning for friends and family members who may be able to
report on individuals who have moved and provide assistance relocating them, trying to use
technologies such as Whatsapp or other online communication methods that migrants may
retain when they move, attempting to track individuals and interview them in their new
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locations, and then employing different bounding approaches and reweighting approaches
to examine how sensitive the results might be to different assumptions about individuals
who are not found. McKenzie (2015) provides more details on data collection for migration
experiments.

Measurement of beliefs can be crucial. Equation 3 makes clear that migration decisions
depend not just on the actual wages and amenities in different locations, but also on what
individuals believe these to be. Haaland et al. (2022) offer a nice recent guide to conducting
information experiments, which offers several lessons for things to measure in migration
experiments. First, the expected directional response to an information treatment depends
on what people believe in the first place, and we should expect heterogeneity in the responses.
For example, individuals who under-estimate wages at the destination may increase their
migration likelihood when given the correct information, whereas individuals who over-
estimate wages may decrease this likelihood. Looking only at the average effect without
measuring baseline beliefs would miss this important heterogeneity. Second, there are a
lot of design issues in how to provide information, and it is important to think carefully
about whether the information provided is credible, and whether potential migrants will
trust the information. Third, you want to then measure how beliefs are updated, so that we
can distinguish between a treatment not working because the information did not change
beliefs, versus it not working because other constraints were more important.

Measuring welfare improvements can be difficult when people change locations. Migra-
tion can deliver large gains in incomes. For example, Gibson et al. (2017) use a visa lottery
to show that migrating from Tonga to New Zealand leads to a 263 percent gain in income in
the first year, with these benefits persisting over time for a lifetime benefit of US$237,000.
However, the change in location also means migrants face different costs of living, different
amenities (e.g. different quality schools, differences in opportunities for their children, dif-
ferences in access to nature, differences in access to cultural opportunities, etc.). The logic
of equation 3 and revealed preference would suggest that migrating (at least in expectation)
should make people better off. But, as we have discussed, these expectations may be based
on incorrect information in some cases, or migrants may have correct expectations but still
be unlucky and not earn as much as expected.

A partial solution to this problem is to attempt to measure a broader range of outcomes,
including direct measurement of amenities and survey measures that may better capture
well-being than income or expenditure. Examples include subjective happiness, or mental
health. But these subjective well-being measures also face difficulties when people change
locations, since their reference groups may change. Stillman et al. (2015) find that impacts
on subjective well-being differ depending on whether migrants use their previous life as a
reference or compare themselves to their contemporaneous surroundings. Likewise, tastes
and preferences may change over time as migrants assimilate into a new culture and form
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new friendships and networks at destination. Sarvimaki et al. (2022), for example, provide
a model of habit formation for residential location, where people grow more attached to
a place the longer they live there. McKenzie (2022) highlights a number of psychological
factors such as a bias toward the status quo and the inability to picture what one is giving
up by not migrating, that can result in people not moving, even when they would benefit
from movement. Researchers should therefore take care when measuring welfare to be clear
what they are measuring, be careful about relying on revealed preference, and potentially
use vignettes or more detailed descriptions to try to ensure respondents are using the same
reference points and scales.

What is the treatment effect being estimated, and for whom does it apply? In most
experiments, what is randomized is the offer of an intervention or program, and then com-
paring the treatment and control groups will give the intention-to-treat (ITT) effect for
the sample of individuals exposed to the experiment. Non-compliance with this treatment
can arise because of all the other constraints that affect migration (so that many of those
offered a migration treatment may still not migrate), and/or because the sample selected
is one that is so eager to migrate that they will find alternative ways of doing so if not
selected for treatment (some of those in the control group may still migrate). If the treat-
ment only affects outcomes of interest (e.g. income, well-being) through migration, then the
local-average-treatment-effect (LATE) can be estimated using assignment to treatment as
an instrument for migration, giving the treatment effect for compliers. If it is further the
case that none of the control group can migrate, this can also give the treatment effect on
the treated. McKenzie et al. (2010) provides an example in the context of a visa lottery.
However, this relates back to the point of being clear as to what the sample of interest for
the experiment is, and raises the standard issue of external validity. Under a Borjas (1987)
model of self-selection, individuals will self-select into migration based in part on unobserved
components of their wages at home and abroad, so that the gains from migration to those
most interested in migrating may exceed those in the general population. However, if the
main barrier to migration lies in the costs of migrating and ability to pay these costs, or in
incorrect information, it could conversely be that the individuals who are least interested
in migrating to begin with are the ones who have the most to gain from actually migrat-
ing. Indeed, Sarvimaki et al. (2022) provide an example and links to several other papers
showing that forced migration appears to have positive long-term benefits on agricultural
workers and youth who were otherwise unlikely to have moved.

3.3 Ethical considerations in conducting migration experiments

There has been a vigorous debate about a number of ethical issues involved in conducting
randomized experiments. Glennerster and Powers (2014) provide a discussion of many of the
general issues and advice for researchers in balancing the risks and benefits of this approach.
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We note here two specific issues that arise when conducting experiments around migration.
Migration can involve much bigger stakes than many other experimental decisions. Mi-

grating to a new place is one of the most major decisions people can make in their lives.
The potential benefits can be enormous, but so can the potential costs in some cases (e.g.
family separations, dangerous journeys). This is often coupled with immigration being a
topic that attracts substantial political debate and public attention. The result is likely to
be a much stronger emotional response from the public to experimentation than might be
the case when randomizing whether someone gets sent a few text messages or gets given
a small grant. For example, in an experiment testing different alternative approaches to
reducing irregular migration from the Gambia to Europe (Bah et al., 2022), one of the au-
thors has seen people raise concerns about (i) what right do researchers have to try to reduce
such migration, when it offers the potential to dramatically increase incomes far more than
any other option individuals have available at home; but also (ii) whether the participants
may actually overstate the risks of this dangerous migration, and so giving them the correct
information could spur more of them to undertake these risky journeys. These conflicting
concerns are indeed a prime reason for experimentation and careful measurement before
widespread policy adoption of such policies, but often ethical concerns can bias towards
inaction.

Some migrant populations are especially vulnerable and require particular care. A classic
example has been refugee populations, where many of the organizations working with these
groups have a desire to help everyone (even if their resources do not allow it), and feel
particular unease about control groups that do not receive assistance for some time (even
if they would not be able to serve everyone anyway). Testing different approaches to find
out how best to help refugees as in Caria et al. (2020) may raise fewer concerns. Another
example is that in many contexts, migration may occur without documentation. Asking
specifically about legal migration status may raise concerns about this information getting
used for law enforcement purposes. Taking additional care to separate personal identifying
information from the main data is important here, and in contexts where this is a particular
concern, methods of indirectly measuring sensitive status could be employed. For example,
McKenzie and Siegel (2013) illustrate how list randomization can be used to measure the
proportion of migrants without documents. A downside is that these approaches for eliciting
sensitive information can reduce statistical power with a given sample size compared to direct
elicitation.

4 Using natural experiments to study migration

When a randomized experiment is not feasible, researchers can instead use “natural ex-
periments” to understand causal relationships. When analyzing a natural experiment, a
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researcher exploits variation that happens “naturally” in the real world, rather than in the
context of a randomized experiment, to reveal the causal impact of a right-hand-side (in-
dependent) variable on a left-hand-side (dependent) variable. Dinardo (2008) calls natural
experiments “serendipitous randomized trials”. Examples in migration research include us-
ing sudden policy changes (with difference-in-differences), shocks like exchange rate shocks,
weather shocks, or shocks to earnings opportunities (in panel data or instrumental variables
settings), and policy thresholds (in regression discontinuities). This requires using non-
experimental causal inference methods. Good introductions to these methods are covered
in Angrist and Pischke (2009) and Cunningham (2021). We start by outlining some key
considerations of what makes for a good and not-so-good natural experiment, and explain
why non-experimental methods that do not rely on a natural experiment such as regression,
matching, and simple panel data fixed effects models can be subject to concerns in migra-
tion work. We then highlight key issues involved in employing different methods of causal
inference with natural experiments in migration research.

What is a “good” natural experiment?
A “good” natural experiment makes a credible, explicit case that the right-hand-side

(independent variable) variation being exploited is exogenous. A case for the credibility
of a natural experiment typically has two components. First, researchers need to make a
“rhetorical” or a priori case that the variation they are exploiting is plausibly exogenous. A
rhetorical case for exogeneity is often more convincing when the variation being exploited
cannot be controlled or influenced by the units of observation in the study (e.g., individuals,
households, or other groupings such as localities). For example, changes in government
policy (e.g., immigration policy in destination countries), or overseas economic shocks can
often be credibly argued to be exogenous from the standpoint of individual prospective
migrants or their origin households. To make a plausible rhetorical case, researchers should
be able to argue that the variation they are exploiting could not have been influenced by
the units of observation, was unanticipated, and is not correlated with their pre-existing or
underlying characteristics.

Second, researchers need to show “statistical” plausibility: formal statistical tests that
help establish that the variation they are exploiting is plausibly exogenous. The most
appropriate such tests depend on the exact natural experimental empirical approach, and we
go into details below. Such tests often include placebo or “false” experiments in pre-periods
(periods prior to the occurrence of the natural experiment). For this reason, statistical
plausibility is easier to establish when one’s empirical analyses involve panel data. Panel
data allows inclusion of unit-of-observation fixed effects, which help control for time-invariant
differences across units, shifting focus to explaining changes over time. It is also very helpful
when panel data include more than one time period of data for each unit prior to the
occurrence of the natural experiment, to allow statistical tests of pre-trends (e.g., tests of
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the parallel-trend assumption in difference-in-difference analyses).
Signs of a “bad” natural experiment (“bad IVs”)
With these guidelines in mind, we highlight some danger signs of a “bad” natural exper-

iment, one that does not make a credible case for the exogeneity of its key right-hand-side
variation.

It is often difficult to make an a priori case for rhetorical plausibilty when seeking to
achieve causal identification using only cross-sectional data (data at just a single point in
time for each observation). With cross-sectional data, the researcher cannot control for
fixed effects for each unit (e.g., individuals or households). Inclusion of unit fixed effects
in a regression helps control for time-invariant differences across units, but requires panel
data (more than one observation per unit). Only in unusual cases can one make a case for
rhetorical plausibility. An example is Shrestha (2017), who uses cross-sectional Nepalese
data to analyze the impact of a change in an educational requirement for a migration
opportunity varies plausibly exogenously across cohorts (birth-year groups) and localities.

Another danger sign is simply using one existing variable in a dataset as an instrumental
variable (IV) for the key endogenous (right-hand-side) variable of interest, without a clear
argument for the rhetorical plausibilty of the instrument. Examples of variables that have
been used to instrument for the migration decision include network instruments, such as
leave-one-out instruments (instrumenting own migration with that of others)5, or village
lagged migration rates; being the oldest child in a household; the gender of oldest child;
parental education; proximity to transport; and proximity to remittance services. These
variables are often found to be correlated with migration (or related outcomes like remit-
tances), and thus are argued to have a strong “first stage” in IV estimation. But each one
is quite likely to violate the IV exclusion restriction: the assumption that the instrument
affects the second-stage outcome of interest only via the instrumented endogenous variable.
The exclusion restriction cannot be tested directly, so it is crucial to make a strong rhetorical
case for its plausibility.

4.1 Selection on Observables by Regression andMatching approaches

Before discussing how natural experiments can be used, we note that the traditional way of
estimating impacts has typically been based on an attempt to control for observable factors
in regression or matching. Consider estimating the impact of migration on income in an
equation like equation 1. In the absence of a randomized experiment, we might be concerned
that migrants and non-migrants differ in ways that also determine income. For example,
migrants may tend to be younger, more educated, and male. The hope with linear regression
and matching is that controlling for these observable differences will be sufficient to allow
the regression error term to be uncorrelated with migration, so that equation 2 holds. For

5McKenzie (2021a) discusses the issues involved in more detail
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example, Clemens et al. (2019) compare the wages of immigrants from 42 countries in the
United States with those of individuals of the same gender, age, and education level in
the origin countries to get an estimate of the wage gain from migrating. Methods such as
propensity score matching attempt to match migrants to similar non-migrants on the basis
of much larger sets of covariates, whilst ensuring that these comparisons lie in the common
support and do not involve the linear extrapolation that regression can entail. For example,
Gibson and McKenzie (2014) match Tongan and ni-Vanuatu households that participate
in a seasonal worker program to similar households matched on household demographics,
characteristics of the males most likely to migrate such as their health status and work
experience, previous migration histories and networks, household assets and infrastructure,
geography, and past wage and salary history. Another example is Dustmann and Fabbri
(2003), who use a matching approach to estimate the impact of English language proficiency
among UK immigrants.

The challenge for these methods is that migration theory is full of examples of how
individuals may self-select into migrating on the basis of variables that may be difficult to
observe or measure, such as unobserved ability (Borjas, 1987), risk preferences, language
skills, exposure to shocks, entrepreneurial aptitude, etc. This raises two issues for practical
use. The first is that since many surveys will not measure all of these features, it will typically
be difficult to convince a skeptical reader that one has controlled for all of the important
characteristics of individuals that both influence their migration decisions and that may
also be correlated with the outcomes of interest. The second is that because migration is
typically a rare event, most individuals in the population will not be good matches for those
who have migrated, dramatically reducing the effective sample size. For example, McKenzie
et al. (2010) match migrants from Tonga who applied for a migration lottery program in
New Zealand to Tongans in a nationally representative labor force survey. They find that
their sample drops from over 4,000 observations to just 354 when restricting to individuals
with propensity scores between 0.05 and 0.95 – reflecting that most individuals in the labor
force survey are too dissimilar to be used as controls for the migrants.

The result is that in many cases we do not believe matching (or regression) will yield
reliable and precise point estimates of the impacts of migration. How much this matters
depends a bit on the question of interest. In some cases, the impacts of migration may be so
large that the bias from selection is second-order (McKenzie, 2020). For example, McKenzie
et al. (2010) use a randomized lottery to estimate the income gain from migrating to be
NZ$274 per week, a 263% increase on the control mean. Using regression or matching
overstates this gain, with estimates of around NZ$330-350 per week, which are 20-28%
higher than the experimental estimate. But in both cases one would conclude that migrating
resulted in a massive gain in income, and this bias from matching is an order of magnitude
smaller than the treatment effect. Bounding methods can also be used to ask how sensitive
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the results are to different degrees of selection, as is done by Clemens et al. (2019).
However, in many other cases the effects we are trying to measure are not so large

or obvious, and then the bias from matching or regression is much more of a concern.
Then McKenzie (2021b) argues that there needs to be a rhetorical argument made for
why two similar units have a different treatment status, with several examples offered of
when this might occur. In the migration context, two such cases may be most useful to
consider. The first is when there is a separate decision-maker with limited information
who is deciding on treatment. For example, individuals may self-select into applying for
a migration program, and then an employer or recruiting agency may just decide which
individuals to recruit based on a few variables on an application form (e.g. gender, height,
language, work experience). If the researcher is able to observe the same information as this
decision-maker, then they might be able to plausibly argue that, conditional on having the
same application information, which individuals end up getting selected by the recruiter or
employer is as good as random. A second case is when there are capacity limits so that
not everyone who wants to migrate is able to, and some small frictions or noise determining
who gets to take advantage of this opportunity. Gibson and McKenzie (2014) provides
an example combining both ideas. They consider a new seasonal migration opportunity
in Tonga and Vanuatu, in which workers decide to apply for a pool, that employers then
choose from. Since the program is new, not everyone finds out about the program right
away, and employers in New Zealand recruit batches of workers at a time, and only observe
limited information about each worker when deciding who to hire. The result is that similar
individuals with the same desire to migrate end up in different migration statuses through
no choice of their own.

The above examples are cases where migration is essentially driven by some randomness,
such as in recruiter or employer idiosyncractic choices or through the introduction of a
new policy and some small frictions. They also highlight when matching or regression
are less likely to be applicable. For example, if there are no limits on migration (as with
internal migration, or irregular migration), and individuals or households are self-selecting
into whether or not to migrate, then those who do migrate are likely to differ in unmeasured
ways from those who do not. Likewise, matching is unlikely to be helpful in estimating the
impacts of remittances, since in almost all cases, the choice of whether or not to remit will
be done by the migrant and household, not some external decision-maker, and there are
unlikely to be capacity constraints that prevent some people who want to remit from doing
so while allowing others to send money.

A final note for researchers using these approaches is it is crucial to match only on the
basis of variables that are unaffected by the migration decision of interest. This raises a
further challenge in cross-sectional studies, since many of the key determinants of migration
decisions that we would like to match on (household structure, household wealth, networks,
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language skills, poverty, etc.) are themselves likely to have been affected by the migration
decision. As such, anyone designing migration surveys that are intended to estimate causal
impacts using these methods should endeavor to ask retrospective questions about household
characteristics at some point in time prior to the migration events.

4.2 Panel Data, Fixed Effects, and Difference-in-Differences

4.2.1 Fixed Effects

Panel data provides multiple observations over time of the unit of observation (e.g., indi-
vidual, household, or locality).6 This allows controlling for not just the observable charac-
teristics of these units, but also non-observable time-invariant characteristics that might be
correlated with both migration and the outcome of interest. For example, consider estimat-
ing the impact of migration of a household member on child schooling in that household.
The concern with using regression or matching is that migrant households may differ in
unobservable ways from migrant households due to factors that also influence schooling.
For example, they may live in communities with worse schools (and migrate to escape poor
infrastructure), they may care a lot more about schooling (and migrate to give their children
schooling opportunities) or they might speak a different language from non-migrants (that
is rewarded more at destination). With panel data, equation 1 is supplemented by adding
the individual fixed effect term αi, and time effect λt to give:

Yi,t = αi + λt + βMigranti,t + δ′Xi,t + εi,t (4)

This individual fixed effect αi will capture the influence of any time-invariant character-
istic like how much the household cares about education, the starting infrastructure in their
neighborhood, and the language they taught their children, even when we cannot directly
observe these characteristics. Estimation of the impact of migration, β, then comes from
units that change migration status; households that happen to have a migrant member in
all time periods in the data, or no migrant members in any time period, do not contribute
directly to the estimates.7

The fact that identification is now coming from units that change migration status
raises three important questions. The first is how many units actually change status? As
we have discussed, migration is typically a rare event, and so over a short panel, most
households may not change their migration status. For example, Chen et al. (2009) use a
panel of 1,358 Chinese households between 2002 and 2006, and find that only 220 (16%) had

6Funkhouser (2013) provides an introduction to the use of longitudinal data in studying migration and
remittances in the first edition of this Handbook.

7Households that never have changes in whether they have a migrant member may still affect coefficient
estimates indirectly by contributing to other coefficient estimates in a regression equation, such as time-
period fixed effects.
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engaged in new internal migration over this 4-year period. With international migration,
even fewer households are likely to change status, reducing statistical power and requiring
large samples. The second question is who are these households that change migration
status, and in particular, are the impacts of migrating different for them than for those who
do not change migration status? In equation 4, we had written the impact of migration, β,
without any subscript. But in practice, the impacts may be heterogeneous, and so the causal
impact identified by fixed effects may differ from the average treatment effect. This point
has been part of an important recent debate in the literature about the extent to which
there is mis-allocation of labor through too little rural-to-urban migration. Incomes and
productivity are much higher in urban areas than rural areas in many developing countries.
However, using panel data from Kenya and Indonesia, Hamory et al. (2021) find the wage
gains from moving to be relatively small. One potential explanation is that the individuals
who would gain most from moving are constrained by lack of information, networks, or
wealth, and so, since they are never observed to migrate, do not contribute to the estimate
of the migration impact. The large gains in income seen by Baseler (2021) in a randomized
experiment which provides information is consistent with this viewpoint.

The third, and most critical, question for the use of fixed effects is what caused some
units to suddenly change their status? That is, our concern is that

E[∆Migranti,t∆εi,t] 6= 0 (5)

For example, in the Chen et al. (2009) study, we might be concerned that households ex-
perienced a shock that both affected their desire to migrate and the educational performance
of their children. For example, a child may experience a negative health shock, which might
reduce their performance in school, and entail large health expenditures in the household
and less money to spend on education. A household member may then migrate to earn
additional income to pay these expenses. Such an effect would bias the effect of migration
downwards, since it is occurring due to shocks that also reduce educational outcomes. Con-
versely, there could be other omitted variables causing the change in migration that result
in a positive bias. For example, the unobserved change could be that a relative outside the
household gets an opportunity to migrate overseas. This relative could provide information
or financial assistance to a household member to migrate. But that outside relative might
also send remittances to the household, which could be spent on schooling and tutoring. If
these remittances are unobserved, they would be an omitted variable leading the estimated
effect of migration on child schooling to be biased in a positive direction.8 The migration

8Even if remittances are observed in the data, simply controlling for remittances would be an imperfect
solution, for a few reasons. First, remittances are typically not recorded in datasets in sufficient detail to
allow separately controlling for remittances from non-household members and household members. One
would want to control only for remittances from non-household members in this case. Second, if there is
measurement error in remittances, they would only imperfectly control for this omitted variable, allowing
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literature contains many theoretical and applied papers arguing how households can use
migration to respond to shocks, and so relying on fixed effects requires having a compelling
story as to why one household suddenly changed migration status at the time that it did,
and why this is not otherwise related to the outcome of interest.

Fixed effects may potentially raise fewer concerns when migration or migrant outcomes
like employment and wages are the dependent variable, and the fixed effects are being used
to help ensure that impacts are being identified from shocks in an independent variable.
A first example is Mckenzie et al. (2014). Their analysis involves panel data on migration
from Philippines to various countries. The unit of observation is the destination country
of migrants, and outcomes of interest are counts and wages of migrants going to those
countries. Fixed effects for destination country account for time-invariant omitted variables
at the destination level. The focus is on the impact of changes in destination log GDP
on migrant flows and migrant wages. Reverse causation is plausibly ruled out because
Philippine migrants are a small share of destination labor forces. Omitted variable concerns
that remain are about whether changes in GDP per se are the causing factor, as opposed
to changes that happen to coincide with GDP changes (such as changes in public policies).
Changes in public policies (such as immigration policies) are not necessarily identification
concerns, however, if they are mechanisms through which GDP shocks lead to changes in
migration. A second example of a fixed effects approach is Mahajan and Yang (2020),
who examine the effect of hurricanes on international migration to the U.S. The unit of
observation is combinations of origin-country and year from 1980 to 2002, and the outcome
of interest is immigration to the U.S. (expressed as a share of origin country population).
The analysis regresses immigration on an origin country’s hurricane index (a measure of the
origin country’s hurricane exposure) in a given year, including origin-country fixed effects,
year fixed effects, and differential origin-country-specific linear time trends. Fixed effects
for origin country in a panel data setting are crucial here, to account for an important
time-invariant omitted variable: a country’s propensity to be struck by hurricanes. If this
analysis was done with cross-sectional data, or if country fixed effects were not included
in the regression, interpretation of the coefficient on hurricanes would be confounded by
the effect of the country’s general exposure to hurricanes – a geographic characteristic of a
country that could itself predict the outcome of interest. For example, hurricane exposure
is highly correlated with location in the tropics, which itself could have effects on many
outcomes of interest, including migration.9

omitted variable bias to remain. Third, these remittances could themselves be endogenous, responding to
shocks to education.

9Another example is Abarcar (2017), who examines how return migration by Australian immigrants is
affected by exchange rate shocks in immigrants’ home countries, taking advantage of exchange rate variation
over time while controlling for household fixed effects. The analysis actually looks at return migration in
first-differences, which is equivalent to inclusion of household fixed effects when there are only two time
periods.
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The general point is that fixed-effects methods do not solve all omitted variable prob-
lems. Concerns remain about time-varying omitted variables that may be correlated with
the dependent and independent variables of interest. This brings to the fore difference-
in-difference methods that seek to exploit policy or other exogenous natural-experimental
variation.

4.2.2 Difference-in-differences

The fixed effects panel data model in equation 4 is equivalent to a difference-in-differences
regression when there are only two time periods: it then compares changes in outcomes
for units that did and did not change their migration status. However, our focus is on
the use of the difference-in-differences method (DiD) as a natural experimental approach,
where there is a sharp and relatively well-defined change in policy or other aspect of the
economic environment (the “treatment”) for some units, for which the researcher can make
a plausible case for exogeneity, from both a rhetorical and statistical standpoint. Analysis
then compares differences in outcomes for these treated units to differences in outcomes for
units unaffected by this policy change. A classic early example in the migration literature
is Card (1990), who estimates the impact of the Mariel boatlift (that brought thousands
of Cubans to Miami suddenly) on changes in native-born wages, using changes in wages in
other cities as the counterfactual. Lozano and Steinberger (2013) provide an introduction
to the early use of these methods in studies of immigration. A key underlying assumption
is the “parallel trend” or “common trend” assumption: if it were not for this policy change,
treated and untreated units would have followed the same time trend in outcomes.

Although difference-in-differences is one of the most widely used tools in causal inference,
the last few years have seen a number of econometric theory papers that highlight issues
in how these methods have traditionally been employed. The frontier for applying these
techniques is changing rapidly, and researchers using DiD for migration will likely find
that any new DiD study will face questions about how they have dealt with some of this
new literature. Reviews of some of the key points of this new literature can be found in
de Chaisemartin and D’Haultfoeuille (2022) and Roth et al. (2022). We attempt to draw
out a few key lessons for migration work, while recognizing that this literature is evolving
rapidly.

The simplest applications of difference-in-differences involve a single policy change that
occurs at one point in time and affects one set of units and not others, as in the Mariel
boatlift case. There are multiple other examples of this type of application in the migration
literature. For example, Mckenzie et al. (2014) estimate the impact of a policy change in
which the Philippine government mandated an increase in the minimum wage (to US$400
per month) for Filipino migrants departing to work as household service workers. They
compare changes in migration flows to destinations affected by the policy change (where the
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minimum wage was initially below US$400), to changes in other destinations that already
had minimum wages exceeding US$400. Two more examples come from the brain gain
literature, and illustrate how difference-in-differences can be used with cross-sectional data
by considering how a policy change affected people of different ethnic groups and birth-year
cohorts. Shrestha (2017) considers a policy change in Nepal in 1993, where the British Army
(that had historically employed men from the Gurkha ethnic group) imposed a requirement
that applicants must have at least an 8th grade education. Taking the differences in schooling
for old cohorts (whose schooling was unaffected) and newer cohorts (who were making
schooling decisions after the reform), and then comparing these differences for Gurkhas
(treated individuals) vs non-Gurkhas (control individuals) gives the impact of a change in
the incentives to acquire schooling for migration. Chand and Clemens (2019) use a similar
approach in Fiji, for a policy change that affected the returns to migrating for Indian-Fijians
versus indigenous-Fijians.

One of the key points of the newer DiD literature is thinking through whether difference-
in-differences is being considered as a form of identification from functional form, relying
on the parallel trends assumption, versus a design-based approach where it is intended
to mimic a quasi-experiment in which the policy change randomly affects some units and
not others (Rambachan and Roth, 2020). For example, with a randomized experiment,
standard empirical practice is to cluster the standard errors at the level of randomization.
With difference-in-differences estimation of a policy implemented at the state-level, this
viewpoint would also suggest clustering standard errors at the state level. But this raises
questions for how one should analyze cases such as the Mariel Boatlift, or changes in a policy
that affect one ethnic group and not another - since effectively there is only one treated city
or one treated ethnic group. One solution has been to instead employ synthetic control
methods to these cases, as was done by Peri and Yasenov (2019) for the Mariel Boatlift
case. Alternatively, more care needs to be taken in making clear that identification is coming
from a parallel trends functional form assumption, and justifying why this assumption seems
reasonable. For example, are we certain whether parallel trends should hold for the outcome
expressed in levels, logs, or in some other transform? See Roth and Sant’Anna (2022) for
discussion of this point. It is common to use multiple periods of data before the policy
change as a placebo test of this assumption, although some of the recent literature has
pointed out that these tests often have low statistical power, and that it may be better
to examine robustness to allowing for some violation of common trends. In addition to
statistical tests, it is also useful to provide a description of why the policy change was made
to apply to some units and not others, and why this is not likely to be correlated with
anticipated trends in the outcome. For example, a DiD analysis of the impact of giving
refugees work permits in some cities and not others will not be valid if governments decide
only to introduce work permits in cities where unemployment is low and falling, and not in
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cities where unemployment is expected to be continue to be high or rise further. Our view is
the common trends assumption is likely to be more plausible when the units being compared
are more similar to one another to begin with, which is where combining matching with DiD
can be of use (e.g. Gibson and McKenzie (2014)). Newer, “doubly-robust” approaches to
DiD build on this idea to yield valid estimates when either the selection on observables
needed for propensity scores or the parallel trends modelling assumption used in DiD holds.

A second common form of difference-in-differences estimation in migration studies is
to examine the impact of staggered policies introduced into different states or different
countries at different points in time. For example, Otsu (2021) uses panel data from 1999 to
2020 to examine the impact of sanctuary cities (cities that do not share data on immigrants
with the Federal government) on crime, with cities adopting this policy over time. At
the country level, Kahanec et al. (2016) examine the impact of different countries joining
the European Union’s free movement of workers on bilateral migration flows. In cases like
these, where treatments are staggered over time, recent literature has shown that in the
presence of treatment effect heterogeneity or dynamic treatment effects, the standard two-
way fixed effects difference-in-differences estimator is a weighted average of many different
comparisons, and it is possible that some of these weights may even be negative, making
it hard to interpret the estimate (Goodman-Bacon, 2021). Different estimators have been
developed to deal with this problem, which involve making sure that treated units are only
ever compared to ‘clean controls’ and not to earlier treated units (see de Chaisemartin and
D’Haultfoeuille (2022) and Roth et al. (2022) for a survey). A key point to note here is that
with treatment heterogeneity, researchers need to clearly specify precisely which weighted
average they are interested in estimating.

A third type of difference-in-differences commonly used in the migration literature in-
volves situations in which there is different exposure to some policy change across different
regions, sometimes due to some pre-existing migration networks. In these cases the treat-
ment is no longer binary, but can be continuous or have multiple discrete values. For
example, Abarcar and Theoharides (2022) examine the impact of changes in U.S. working
visas (H-1B visas) for medical professionals, which affected some parts of the Philippines
more than others based on their prior participation in medical worker migration to the U.S.
Theoharides (2020) considers a natural experiment that occurred in the Philippines in 2006,
in the form of a nearly-complete shutdown of a large specific migration channel – that of
Filipino female “overseas performance artists” (OPAs) going to Japan. The identification
strategy exploits the fact that OPA migration was unevenly distributed across provinces
prior to 2006, so pre-2006 province shares of OPA migration are associated with greater
declines in migration from pre- to post-2006. Dinkelman and Mariotti (2016) provide a
third example, examining the impact of migrant work opportunities (male outmigration to
the South African mines) on education in Malawian origin areas. She compares cohorts of
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different ages, and localities that historically had different numbers of recruiting stations.
Recent work by Callaway et al. (2021) has highlighted that difference-in-differences with

continuous treatments or different doses of a treatment results in additional complications
to consider relative to the binary treatment case. In particular, a stronger parallel trends
assumption needs to be employed, and if treatment effects are heterogeneous across units
receiving different doses of the treatment, two-way fixed effects specifications can be hard
to interpret, even when treatment is not staggered over time. They discuss several possible
solutions, and migration work that relies on this differential exposure across areas will need
to discuss these issues more in the future.

A final set of issues that can arise occurs when policies can get reversed or “turned off”.
While this can raise further complications in the presence of dynamic effects and treatment
heterogeneity, it may also increase the credibility of causal claims. For example, observing
an effect in one direction when a policy is introduced, and then that the estimated effects
go (as would be predicted) in the opposite direction after a policy is reversed, may serve as
further proof that the policy is responsible for the changes in outcomes observed. Studies
that take advantage of such reversals include Dinkelman and Mariotti (2016) and Abarcar
and Theoharides (2022).

4.3 Instrumental Variables

The instrumental variables (IV) approach exploits variation in the real world to establish
causal relationships. When implemented credibly, IV deals with concerns about omitted
variable bias and reverse causation.

Consider the following regression equation estimated using a cross-section of data on
households, indexed by i. The outcome of interest is Yi, for example the level of household
per capita consumption. We are interested in estimating the impact of an independent
variable Xi, such as whether the household has a member earning income overseas as a
migrant worker.

Yi = α+ βXi + εi (6)

In general, we worry that the coefficient β on Xi is biased due to omitted variables
and/or reverse causation. When using the IV approach, a researcher uses an instrument
Zi that helps isolate exogenous variation in the independent variable Xi in determining the
impact of Xi on outcome Yi. The following “first stage” regression captures the impact of
the instrument Zi on Xi:

Xi = γ + δZi + εi (7)

There are key assumptions underlying IV. First, the instrument must be relevant : Zi
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must strongly predict Xi. In practice, the F-statistic representing the significance of the
empirical relationship between Zi and Xi must exceed a certain threshold (see Stock and
Yogo (2005), and more recently Lee et al. (2022)).

The other key assumption behind IV is the exclusion restriction: the instrument Zi only
affects the “second stage” outcome of interest Yi through its effect on Xi. In other words,
aside from Xi, there can be no other channel or mechanism through which Zi affects Yi.

IV has a long history in economics, going back roughly a century (see Angrist and Pischke
(2009) for a brief historical overview), and it is straightforward to implement. But credible
instruments are rare, in practice. Most instruments that fail to be convincing fail due to a
violation of the exclusion restriction.

The most convincing instruments derive from randomization. In a sample of Tongan
households with a member who applied to work in New Zealand, Gibson et al. (2011)
instrument for whether a household has a member working overseas in New Zealand with a
dummy variable for whether someone in the household won a lottery for a migrant worker
visa. Similarly, in a sample of Bangladeshi households, all of which had a household member
apply for a work visa to Malaysia, Mobarak et al. (2020) instrument for a household member
migrating to Malaysia with the result of a lottery allocating the visas.

Another convincing recent example of the IV approach is Parsons and Vezina (2018),
who study how Vietnamese refugee settlement in 1975 affects U.S. exports to Vietnam from
particular U.S. states after the lifting of the U.S. trade embargo in 1994. The authors
argue use the number of Vietnamese refugees resettled in a U.S. state in 1975 (after the
fall of Saigon) as an instrument for the size of a state’s Vietnamese population in 1995
(immediately after the lifting of the trade embargo). The instrument has a strong first stage
(1975 Vietnamese refugees strongly predict 1995 Vietnamese population), although one
challenge with using state-level variation is that identification comes from a relatively small
number of units (only 50 states plus D.C.). The authors argue that the exclusion restriction
is satisfied, because refugees were intentionally dispersed across the U.S. in a relatively
haphazard fashion after the immediate influx of 140,000 refugees in 1975. The resulting
distribution of refugees is thus quasi-random. The authors find that more Vietnamese
immigrants leads states to see larger new export flows to Vietnam after the trade embargo
was lifted. Overall, this seems like a credible use of the IV strategy. One might raise
questions about the validity of the exclusion restriction: are there other channels through
which states with high 1975 Vietnamese refugee flows might have higher exports to Vietnam
in 1995? One channel might be return migrants – some of the refugees could have returned
prior to 1995, and be responsible for some trade facilitation. This would be a related but
slightly different mechanism than (non-returned) 1995 Vietnamese immigrants facilitating
trade. Given the political and economic situation of Vietnam in the two decades after 1975,
it is perhaps plausible that return migration flows would not have been large.
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4.4 Shift-share approaches

A very popular research design in trade and migration studies involves using “shift-share”
instruments (also known as “Bartik” instruments, after the first such study, Bartik (1991).)
In shift-share designs, the researcher analyzes the impact of multiple shocks, each of which
affects some units of observation more than others. The “share” measures the degree to which
a unit is exposed to a particular shock, and the “shift” refers to the size of a particular shock.
This approach has been widely used in economic research on migration.

For example, one might be interested in the impact of immigration flows into a partic-
ular location (say, U.S. cities) from different countries around the world. The shift-share
instrument Bl,t would be as follows:

Bl,t =

J∑
j=1

zl,j,t−1mj,t (8)

where zl,j,t−1 (the “share”) is the initial share of immigrants from migration-source coun-
try j in location l (as a share of all immigrants to the U.S. from country j in the initial year
t − 1), and mj,t (the “shift”) is the normalized change in immigration from country j into
the U.S. as a whole. Bl,t is then the predicted inflow of migrants to destination l in time t:
the weighted average of the national inflow from each country (the shift), where the weights
(the shares) are the initial fractions of migrants across destinations l from each country of
origin j.

There have been a number of advances in the econometrics of shift-share research designs
in recent years. The recent work has made clear how to clearly justify the exogeneity of
the shift-share instrument. In addition, there has been important work clarifying how to
calculate correct standard errors in shift-share designs. Researchers will need to make a case
why either the shifts and/or the shares can be considered exogenous (uncorrelated with the
error term), and then the effective sample size that determines standard errors will depend
on how many independent shifts or shares there are. We next discuss some of these issues,
while acknowledging that this is a still fluid and developing literature, with consensus best
practice still evolving.

4.4.1 Justifying exogeneity of the shift-share instrument

In many studies, the shift-share variable is calculated analogously to equation 8 above, in
which the shifter is an aggregate flow (in this case, aggregate immigration inflows from
origin country j to the entire U.S.). The canonical Bartik (1991) study is an example.
Other examples include Cortes (2008), who studies the impact of low-skilled immigration
to the U.S. on the prices of goods and services provided by such immigrants; Gonzalez and
Ortega (2013) who study the impact of immigration to Spain on housing prices; and Glitz
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(2012), who examines the impact of new inflows of ethnic Germans to Germany from Eastern
Bloc countries in the late 1990s on labor market outcomes of native workers. More recently,
Theoharides (2017) examines the impact of international outmigration from the Philippines,
using a shift-share instrument for outmigration in which the shift is aggregate Philippine
outmigration to a given overseas destination, and the share is a Philippine location’s initial
share of total Philippine outmigration to the overseas destination.10

Goldsmith-Pinkham et al. (2020) show that this shift-share specification is numerically
equivalent to using the initial shares (interacted with time fixed effects when there are
multiple periods) as instruments in a weighted GMM regression. In this formulation, the
shifts do not provide exogenous variation, and simply serve as weights in the regression.
Causal identification under this approach then requires one to make an argument that the
shares (zl,j,t−1 in equation 8) are exogenous. One implication is that no other shifters should
affect outcomes through the same (or correlated) exposure shares. For example, a common
concern in migration research is that shares that capture connections to migration origins
may be correlated with shares that capture connections to trade or FDI. Goldsmith-Pinkham
et al. (2020) provide suggestions for empirical tests that can help authors justify the claim
that the shares can be taken as plausibly exogenous, including overidentification tests that
can reveal whether any of the multiple instruments are endogenous. They also note that
this method puts different weights on different shares, and frequently a small number of
the shares account for much of the identifying variation in the data. This offers a guide for
researchers needing to argue why it is plausible that the shares are exogenous, since they
can focus on providing some institutional background and context about the shares that
matter most for identification.

Alternatively, the claim of exogeneity may be more credible if one can use explicit shocks
as the shifts in the shift-share instrument. One might replace the aggregate migration inflows
(mj,t) in equation 8 with shocks sj,t representing an exogenous determinant of migration
outflows from country j to the U.S. in time t. An example of such an exogenous determinant
of outmigration might be a measure of country j’s affectedness by natural disasters (which
could stimulate outmigration, as in Hanson and McIntosh (2012)), or by U.S. visa restrictions
affecting country j (as in Peri et al. (2015)).

Borusyak et al. (2022) argue that claims for the exogeneity of shift-share instruments are
likely more credible when exploiting such plausibly-exogenous shocks as the shifts, rather
than trying to make the case that the shares are exogenous. They develop a framework for
shift-share estimation in which the shares can be endogenous, and in which causal identifica-
tion derives from the exogeneity of the shifts. They provide an equivalence result, showing
then that the shift-share IV regression coefficients are equivalent to a regression estimated
at the level of the shocks, in which the outcome and treatment variables are first averaged,

10Other recent examples include Bazzi et al. (2016) and Bahar et al. (2022).
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using shares as weights.
Studies that use a shift-share instrument with explicit shocks as shifts include Kinnan

et al. (2019), who study how rural-urban migration in China affects development in mi-
grants’ rural origin areas. Their shift-share instrument uses shares based on prior dyadic
rural-urban connections created by a government program, while the shifts are urban la-
bor demand shocks and relaxations of urban in-migration restrictions. Another example is
Khanna, Murathanoglu, Theoharides, and Yang (Khanna et al.), who study the impact of
international migration income in Philippine migrant-origin areas. The share is the mag-
nitude of a Philippine province’s baseline migrant income, and the shift is exchange rate
shocks due to the 1997 Asian Financial Crisis.11

In the Borusyak et al. (2022) framework, causal identification requires the assumption
that the shifts are as good as randomly assigned. Conducting shift-share analyses in the
framework of Borusyak et al. (2022) reveals ways to support this assumption. They suggest
useful tests for the exogeneity of the shifts that are analogous to “balance tests” in analyses
of randomized control trials. The framework also suggests that an important (and frequently
omitted) type of control variable to include in the regression is appropriately-weighted aver-
ages of characteristics of the units generating the shocks (the units indexed by j). They also
highlight that in cases with “incomplete shares” (cases where the sum of shares varies across
observations), this sum of shares is likely to induce bias if omitted from the regression, so
it is important to include it as a control variable as well.

The framework of Borusyak et al. (2022) also offers ways to potentially achieve credible
causal inference in shift-share designs when one does not have an explicitly exogenous shock
to use as the shift (e.g., the original Bartik (1991) study). In their framework, the key
concern about such settings is that there may be a “mechanical” correlation between the
shift-share instrument and outcomes driven by shocks in the l units, that then get aggregated
to the measure of mj,t. In the case of equation 8 above, for example, the concern is that
variation in aggregate U.S. immigration from country j could be endogenous to changes in
U.S. locations l (e.g., demand for immigrant labor, and determinants thereof) that sum up
to the aggregate change mj,t.

Borusyak et al. (2022) describe conditions under which one may reasonably assume that
the shift is exogenous.12 First, if shocks in units l in the study can be taken as spatially
uncorrelated, the measure of aggregate flows from unit j can use a “leave-one-out” estimator

11Household-level studies exploiting exchange rate shocks of migrant workers in different countries also
involve shift-share approaches. Yang (2006) and Yang (2008) study how migrant return migration and
origin-household outcomes are affected by overseas exchange rate shocks faced by migrants. The “shift”
is the exchange rate shock in each particular destination, and the “share” is the fraction of a household’s
migrants in a destination. Most households only have one migrant overseas (so that its share of migrants in
any particular destination is 1 for one country and 0 for all other destinations), but a minority have multiple
migrants, so that they nonzero shares in two or more destinations.

12See Borusyak et al. (2022) Section 4.1 and Appendix A.6 for a discussion of this in the context of the
Bartik (1991) setting.
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that excludes the own-unit l from calculation of the aggregate flow mj,t, and this could
provide more credible identification. Second, if the number of units l over which each mj,t

is calculated is large, the “mechanical” correlation between the instrument and the outcome
may be ignorable.

Finally, researchers also sometimes use more complicated versions of shift-share instru-
ments, that are non-linear. Examples include Basso and Peri (2015) who use a nonlinear
shift-share instrument for immigration flows, and Allen et al. (2018) who use a nonlinear
instrument to predict border walls. It can be harder to be clear where identification is
coming from in these non-linear cases, and their use requires extra care. Appendix D.4. of
Borusyak and Hull (2021) discusses these cases, and note that a type of “re-centering" is
usually needed to make these instruments valid.

4.4.2 Calculating correct standard errors

It has also been recently shown that conventional standard errors in shift-share designs
may be invalid, due to the fact that units l that have similar exposure shares have similar
residuals. For example, under the Borusyak et al. (2022) framework that relies on shifts
being exogenous, the effective sample size depends on the number of shifters (number of
independent exogenous shocks). Borusyak et al. (2022) and Adao et al. (2019) provide
methods for constructing valid standard errors that account for such shared shock exposure
across units, both of which are available as Stata packages. A key point here is that it is
often the case that the effective sample size providing variation may be much lower than
researchers have traditionally thought. For example, consider attempting to use a shift-
share instrument to examine impacts of migration on different Mexican communities, where
the shares are the share of migrants that historically when to different U.S. cities, and the
shocks are immigration enforcement actions in different U.S. cities. Then there may only be
10 or 15 U.S. cities that most migrants are choosing between, and some of these cities may
coordinate their policy changes, so that effectively we can think of policies being randomly
varied over only 4 or 5 clusters of cities. Correctly accounting for this will typically result
in much larger standard errors.

Researchers have thought less about the validity of standard errors under the Goldsmith-
Pinkham et al. (2020) framework of identification based on exogenous shares. However,
often it will not seem plausible to think that the shares are independently distributed across
towns or regions, since there is often some spatial correlation. We currently recommend
that researchers discuss explicitly what they believe is the cause of shares varying across
units, and the use this to consider clustering standard errors at higher levels of aggregation
(such as state), or otherwise explicitly modeling the assignment process that gave rise to
shares differing.
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4.4.3 Short- vs. Long-Run Dynamics

Goldsmith-Pinkham et al. (2020) note that two key assumptions in their work are that
locations are independent (so there are no spatial spillovers), and that the data consist of
a series of steady-states. Jaeger et al. (2018) provide a critique of this second assumption
when studying the impacts of immigration, but their point also applies more generally to
other settings where adjustment dynamics are important.

Consider a regression equation seeking to estimate the effect of immigration on wages:

∆Wl,t = α+ βIl,t + εl,t (9)

where ∆Wl,t is the change in log wages, Il,t is immigration in period t, and εl,t is the
error term.

The standard concern is that there are contemporaneous factors (e.g. local demand
shocks) that affect both local native wages and how many immigrants move in. A shift-
share instrument, as in equation 8, is meant to be exogenous to these local demand shocks.
Jaeger et al. (2018) demonstrate that, if it takes time for markets to adjust to shocks, then
the error term εl,t can also include other terms, which reflect the ongoing general equilibrium
adjustment effects of past immigrant supply shocks (e.g. capital adjustment). The result
is that the shift-share instrument will conflate the short-term response (e.g. a fall in wages
when new immigrants enter) and the long-term response (e.g. a positive move back as
capital has time to adjust).

Their suggested solution is to control for these dynamics by adding lagged immigrant
flows to this regression, and also instrumenting for this with the analogous shift-share in-
strument:

∆Wl,t = α+ βIl,t + θIl,t−1 + εl,t (10)

Two shift-share instruments are then used:

Bl,t =

J∑
j=1

zl,j,0mj,t (11)

and

Bl,t−1 =

J∑
j=1

zl,j,0mj,t−1 (12)

Then β will capture the short-run effect, and θ captures the longer-term reaction to
past supply shocks. However, for this to work, we need there to be independent variation
in the two periods in where migrants are coming from. This can be a tall order, since the
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country of origin mix of the flow of immigrants to the U.S. is so similar over time – since
the 1980s the correlation across metro areas between the instrument and its lag is 0.96 to
0.99. The result is that shift-share instruments are usually going to be strongly serially
correlated and not provide enough variation to separately identify dynamics. The authors
suggest such a strategy worked better in the 1970s vs 1980s in the U.S., due to policy changes
and other shocks dramatically changing the immigrant composition then, whereas since the
1980s, country of origin is too highly correlated. They also suggest it might work better in
European countries where immigrant flows have been less stable over time.

This point about dynamics is also crucial for studies that attempt to use shocks in
shift-share instruments for migration in studying the impacts of migration on development
outcomes. For example, consider trying to estimate the impact of migration on business
ownership, using the fact that historically people in different regions of the Philippines have
migrated to different countries. Then an exchange rate shock that increases earnings in
the U.A.E. relative to those in Korea or the U.S. may increase migration this year from
communities that historically sent more migrants to the U.A.E. But then next year, new
shocks will affect migration from other communities, and after multiple years, many of these
shocks will average out, leaving a lot less variation and typically making these instruments
weaker and weaker as more and more time periods are included. Such shocks may therefore
be more useful for identifying impacts of migration on outcomes that happen at very time-
sensitive points (e.g. on the progression of a child from secondary school to university), than
on outcomes like business ownership, where the business could be started in any one of ten
different years, depending on which year brings the positive shock.

4.4.4 Local Average Treatment Effects (LATE)

A key point relevant for IV in general, and shift-share IV approaches in particular, is that
IV estimates identify a local average treatment effect (LATE). Therefore, if we find that IV
gives a different result from OLS, it need not necessarily be because of an omitted variable
bias that IV is solving. Rather, it could also be that there are heterogenous treatment effects
and the local average identified by IV is different from the weighted average identified by
OLS.

This is particularly important to also emphasize when thinking through shift-share de-
signs as instruments for migration, since they will identify effects off people whose migration
behavior changes in response to short-term shocks. These effects might be quite different
from the impact of migration for those who are always takers, who may have planned more
systematically to migrate for years, and who may have the most to gain from migrating
(which is why they migrate regardless). Likewise, in the immigration-wage literature, the
response of local labor markets to a sudden unexpected influx of migrants may be quite
different from a steady and demand-driven growth in migration over time during which
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migrants come in when firms have jobs they can’t fill, firms have time to adjust capital,
cities have time to adjust infrastructure, and other equilibrium adjustments. And then even
further, within the shift-share, Goldsmith-Pinkham et al. (2020) point out that the results
can be driven by a handful of the shares.

4.5 Regression discontinuity methods in migration impact evalua-
tion

Regression discontinuity designs (RDDs) are often viewed as one of the most credible non-
experimental methods for estimating causal effects. In this design, there is a variable called
the running variable or score, and the probability of being treated or receiving some interven-
tion changes discontinuously at some threshold value of the score. If units cannot perfectly
sort around this threshold, then comparing units with scores just below the threshold to
units with scores just above it can be used to obtain causal estimates. Cattaneo et al. (2019)
provide an excellent practical introduction and code for the use of this design. A key point
to note is that regression discontinuity will identify the causal effect only locally, for indi-
viduals with scores in the neighborhood of the threshold. We discuss here some examples of
how RDD has been applied in the study of migration, and some key considerations in being
able to recognize when this design may or may not be applicable.

A first case is when there literally is a scored test that is used to decide whether individ-
uals can migrate or whether they get access to some program for migrants. These cases are
rare, but are the most direct application of the RDD method. Clemens and Tiongson (2017)
provide an example, using the case of Filipinos applying to a temporary work program in
Korea. Applicants for this program had to take a 200-question Korean language test, and
achieve a score of 120 or greater to secure a work permit. Large numbers of applicants take
the test, and there are many applicants whose scores ended up being within 5 points on
either side of this threshold. They tracked down and surveyed applicants who had scores
in this range, and by comparing households with a member who scored just above this
threshold to households with a member who scored just below the threshold, are able to
estimate the causal impact of migrating on a variety of household outcomes. Lochmann
et al. (2019) provide a second example, using a requirement that new immigrants to France
from outside the European Union pass a basic French test, or be required to take language
classes. Applicants had to score at least 50 out of 100, but this was a much less ideal case for
RDD, since scores were in increments of 5, and there were not many individuals with scores
close to the threshold of 50. As a result the authors have to rely more on estimation over a
wider score range in order to measure the impacts of language training for immigrants.

A key requirement for the use of RDD is that individuals cannot sort themselves around
the threshold. In the case of language test scores, it is therefore important to only consider
the score the first time an applicant takes the test, since otherwise more determined potential
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migrants who marginally fail a test may study more and re-take the tests again and again
until they pass. The result then would be that the set of individuals left just failing the
test will be different in important ways from those who just pass. Individuals are also
much less likely to be able to sort around the threshold if they do not know where the
threshold lies. Several countries like Canada, Australia, and New Zealand use points systems
for immigration, where potential migrants are assigned points for characteristics like their
age, language skills, education, work experience, job offers, and presence of family links,
and must reach some points threshold in order to be able to immigrate. This may sound
like a great opportunity for an RDD, by comparing individuals who just exceed the points
threshold to those who just miss out. However, the points thresholds are public information,
and the immigration agencies have online calculators where potential applicants can get a
good approximation of how many points they would be awarded. As such we might expect
substantial sorting around the threshold, with many of those who would score just below the
threshold waiting to apply until they could improve their points, making the few applicants
who end up getting awarded points just below the threshold not being comparable to those
with points just above the threshold. As such, we believe most points systems will not yield
valid RDD causal estimates. An exception may occur when the thresholds are more opaque.
For example, Carpio et al. (2016) use RDD to estimate the impact of a tax incentive program
for high-skilled emigrants in Malaysia, which used education-specific work experience abroad
thresholds that were not publicly known.

A second potential use of the RDD in studies of migration occurs with date or time
as the running variable. Migration amnesty policies typically restrict eligibility to those
who can prove presence in the country as of some earlier date prior to the announcement
of the reform. Examples include the 1986 Immigration Reform and Control Act (IRCA)
in the United States, which required applicants to have been in the U.S. as of January 1,
1982, and the September 9, 2002 Italian amnesty program, which required employers to
have employed the immigrant for at least three months prior to the legalization, that is,
at least since June 11, 2002. In principle, one could use a RDD that compares irregular
migrants who entered the country just before the threshold date to those who entered just
after the date. However, in practice, researchers either have data that has does not have
fine-tuned data on data of arrival (e.g. just year of entry) or that have few observations
exactly around the threshold. As a result, these amnesties have instead been evaluated using
difference-in-difference approaches, that compare a cohort on one side of the threshold to
another on the other side of the threshold (e.g. Pan (2012) for the IRCA and Devillanova
et al. (2018) for the Italian amnesty). Another practical concern here is that while migrants
cannot retrospectively sort around the announced eligibility date, some migrants who just
miss the cutoff may be able to use fake documentation to make themselves appear eligible.

Regression discontinuity in time approaches for migration will work better when re-

32



searchers have much more fine-tuned data on dates, and many observations near the thresh-
old. This may occur when applications are processed on a first-come, first-served basis with
many applications arriving close in time to one another. A striking example comes from
Pinotti (2017), who examine an Italian amnesty system where employers must submit ap-
plications on certain “click days”, and are then processed on a first-come, first-served basis,
until a quota is reached. He uses a large sample of over 110,000 applicants that had ap-
plications processed within one hour around the cutoff, and considers bandwidths ranging
from 1 minute to 30 minutes. This fine and continuous data on application times enables
RDD to be used to estimate the impact of legalization on crime. A second example is found
in Hainmueller et al. (2017), who examine the protective effect of the Deferred Action for
Childhood Arrivals (DACA) program in the U.S. on mental health of their young children.
Eligibility for the program required a mother to under age 31 as of 15 June, 2012. Using the
exact date of birth, they can compare outcomes in children whose mothers were born just
before June 15, 1981 (and were hence ineligible) to those born just after (who were eligible).

While language test scores and migration policy eligibility date thresholds seem the most
likely avenues for the use of RDD in the study of migration, there are also other opportunities
where comparing people who just marginally qualify for some policy to those who just
marginally miss out can allow for the use of this method. For example, Hainmueller et al.
(2017) use an unusual feature of Swiss immigration policy, which subjected naturalization
applications to municipal referendums, where local voters voted on whether or not to accept
individual candidates as citizens. Comparing those applicants who received just above the
threshold of 50% to those who received just below this threshold in votes enabled them to
estimate the causal impacts of naturalization on immigrants’ social integration. Additional
applications will be possible when considering the impacts on migration of social welfare
programs that use various eligibility score thresholds.

A couple of final notes for researchers planning on using this method. The first is that it
can be very data intensive: typically considerably larger sample sizes are needed for RDD
than for randomized experiments to have the same statistical power for identifying a given
effect size. Secondly, the method is usually much more credible when the analysis occurs in
a narrow bandwidth of the threshold, and researchers should be particularly cautious about
using global polynomials or relying on observations far from the threshold in identifying the
causal effect.

5 Conclusion

Both experimental and non-experimental causal inference methods have increasingly been
used to answer a wide variety of research questions surrounding migration. Careful and cre-
ative use of these methods have enabled researchers to overcome many of the self-selection
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challenges inherent in the study of migration, and provided new understanding of the drivers
and consequences of migration and of migration policies. Recent methodological develop-
ments have helped to clarify the conditions needed for these methods to be used, and we
expect to see continued growth in their use over the coming decade.

We conclude by noting several emerging areas of research interest. The first is around
targeting of policy interventions. Migration, especially international migration, is typically
such a rare event that the sample size of people actually changing migration status is very
small in many experiments (and in panel data approaches that rely on people changing
migration status). Work on the design of experiments needs to develop better methods of
targeting those individuals whose migration status is most likely to change with interven-
tions, both for the purpose of having sufficient statistical power to measure effects, as well
as for more effective use of policy tools.

Second, much recent methodological work has highlighted the importance of consider-
ing and properly accounting for treatment effect heterogeneity. This is clearest in the new
literature on staggered difference-in-difference approaches, as well as in interpreting encour-
agement design experiments and parameters in IV estimation, but also is an issue in all
estimation. The result is that it does not make sense to talk about “the” effect of migration,
since effects will differ across units and potentially also over time. A key area for future
work is to better understand and model this heterogeneity of treatment effects. This has
been an area of active research in applying machine learning methods to estimate hetero-
geneity in randomized experiments, and such methods are likely to be incorporated more
in non-experimental methods in the near future. A challenge is that these methods tend
to be quite data-intensive, requiring large samples, and so migration research may need to
work with larger scale projects or use big administrative datasets to better measure this
heterogeneity.

Finally, another consequence of treatment heterogeneity is that the impacts measured
for one sample, in one study, may not automatically translate to another context. This has
two implications for future research. The first is to use research approaches that attempt
to explicitly model external validity, meta-analysis approaches, and Bayesian approaches
that will help better use the evidence from one setting to inform policy knowledge in other
settings. However, these methods are only as good as the inputs available. Much of our
existing research base comes from just a few countries with high migration intensities (e.g.,
Mexico and the Philippines). A second implication is thus the need for researchers to study
migration in a much broader range of countries and settings.
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