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## ABSTRACT

## Childhood Circumstances and Health of American and Chinese Older Adults: A Machine Learning Evaluation of Inequality of Opportunity in Health


#### Abstract

Childhood circumstances may impact senior health, prompting this study to introduce novel machine learning methods to assess their individual and collective contributions to health inequality in old age. Using the US Health and Retirement Study (HRS) and the China Health and Retirement Longitudinal Study (CHARLS), we analyzed health outcomes of American and Chinese participants aged 60 and above. Conditional inference trees and forest were employed to estimate the influence of childhood circumstances on self-rated health (SRH), comparing with the conventional parametric Roemer method. The conventional parametric Roemer method estimated higher IOP in health (China: 0.039, $22.67 \%$ of the total Gini coefficient 0.172 ; US: $0.067,35.08 \%$ of the total Gini coefficient 0.191 ) than conditional inference tree (China: 0.022, 12.79\% of 0.172; US: 0.044, 23.04\% of 0.191) and forest (China: $0.035,20.35 \%$ of 0.172 ; US: $0.054,28.27 \%$ of 0.191 ). Key determinants of health in old age were identified, including childhood health, family financial status, and regional differences. The conditional inference forest consistently outperformed other methods in predictive accuracy as measured by out-of-sample mean squared error (MSE). The findings demonstrate the importance of early-life circumstances in shaping later health outcomes and stress the early-life interventions for health equity in aging societies. Our methods highlight the utility of machine learning in public health to identify determinants of health inequality.
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## 1. Introduction

A global trend of rapid population aging alongside an increase in health burden among older adults necessitates a better understanding of the lasting imprint of early life stages on the aging process (1). Prior economics and epidemiology research converges on the assertion that various childhood circumstances significantly influence health later in life, thus indicating childhood as a critical window for interventions to narrow health disparities (2). These circumstances encompass diverse factors related to parents (3), family socioeconomic status (SES) (4), and community or higher-level factors such as rural/urban status (5) and natural environments (6).

While both early-life and later-life factors contribute to health outcomes in older age, childhood circumstances, especially those beyond an individual's control, are considered the most unacceptable and illegitimate sources of health inequality in older ages $(7,8)$. The form of inequality attributable to childhood circumstances is often named inequality of opportunity (IOP). The prioritization of reducing IOP emerges from a broad political and social dialogue that seeks to level the playing field in early stages of life and address the unfair health inequalities identified by the WHO Commission on Social Determinants of Health (9).

Despite extensive research on the influence of childhood circumstances on health outcomes, methodological challenges persist, such as arbitrary selection of childhood circumstances and potential biases in estimating health inequality among older adults (10,11). Our study addressed these issues by employing machine learning methods to select the appropriate set of childhood circumstances. This approach allowed the data to guide the understanding of unequal childhood circumstances, minimizing the imposition of researcher bias on the model specification $(10,12)$. Additionally, we compared the outcomes of our approach with those of the conventional parametric Roemer method to highlight our substantial improvements in measuring inequality over the life course.

## 2. Methods

Our study leveraged the Health and Retirement Study (HRS) and the China Health and Retirement Longitudinal Study (CHARLS), analyzing the matched 2020-2021 wave HRS in the US and the 2020 wave CHARLS in China with respective life history survey. The final analytic sample comprised 2,434 Americans and 5,612 Chinese, aged 60 and above. We used self-rated health (SRH) as the health outcome measure, ascertained similarly across both surveys on a scale from excellent(=1) to poor(=5). Data on 43 childhood circumstances from

HRS and 36 from CHARLS, both categorized into seven domains, such as birth environment, family SES, and relationships in childhood, were included in the analysis (Appendix A). Despite slight variations, the domains essentially contained the same core measures for both countries. We used R 4.3.1 for the analysis.

Appendix B details the complete conceptual and analytic framework for this study. Firstly, we used the conventional parametric Roemer method (with Shapley value decomposition) to estimate to what extent childhood circumstances individually and collectively contribute to health inequality in later life, setting the stage for policy intervention evaluation. A counterfactual health outcome distribution can be derived by partitioning the population into non-overlapping homogeneous groups using observable circumstances. For example, consider two binary childhood circumstances, i.e., parental education (high v. low) and financial hardship (yes v. no), which can classify all samples into four non-overlapping groups. Health inequality across the four groups can solely be attributed to differences in childhood circumstances, defining the IOP. In this study, we measured the extent to which childhood circumstances contribute to health inequality by Gini coefficient $(8,11)$. We also divide this absolute health inequality measure by the overall health inequality to obtain IOP, i.e. the fraction of health inequality explained by childhood circumstances. Despite not being causal, it offered insight into statistical importance of childhood circumstances (13).

Conditional inference trees, with their sequential hypothesis tests, are especially useful in the context of the IOP analysis, offering a graphical illustration for comparing childhood circumstances. Each test probes IOP within a subsample. The deeper the tree, the more varied childhood circumstances within a society. Furthermore, these trees alleviate issues of arbitrary variable and model selection that afflict the IOP literature, retaining a complete set of observed variables qualifying as childhood circumstances. Specifically, we used these childhood circumstances to divide the population into non-overlapping groups, i.e., terminal nodes in the regression tree context. The predicted value for the outcome of an individual observation was then calculated as the mean outcome of the group to which the individual was assigned, with a number of observations in that group. We also used K-fold crossvalidation to tune the model parameters to perform optimally. We used 5 folds in this paper. Our results are robust to the choice of K .

Conditional inference trees, while providing non-arbitrary population segmentation, have limitations. They use limited data, struggle with highly correlated childhood circumstances, and show high prediction variance, making them sensitive to sample changes. However, random forest mitigates these issues by decorrelating trees, reducing prediction variance. They form forest of decision trees from bootstrapped samples, using a random selection of predictors at each split, making the model more reliable. This paper used 200 trees, a number determined based on computational cost-efficiency and prediction accuracy, to predict outcomes (Appendix C). Half of the observations were randomly selected in each tree, following a 4 -step method using random data subsamples and random subsets of circumstances to determine the optimal parameters via out-of-bag error minimization. Although the collection of bagged trees was much more difficult to interpret than a single tree, we gauged predictor importance of each childhood circumstance using the residual sum of squares (RSS).

To assess potentials of both downward and upward biases of IOP in health that may affect out-of-sample performance, we followed the standard practice to split sample into a training set $\left(2 / 3^{*} \mathrm{~N}\right)$ and a test set $(1 / 3 * \mathrm{~N})$. We fitted our model on the training set and compared the performance on the test set for the conventional parametric Roemer method, conditional inference trees, and conditional inference forest, respectively.

## 3. Results

First, inequality in self-rated health, as measured by the Gini coefficient, was higher in the US than in China. Next, we measured IOP using the Gini coefficients in the counterfactual distribution. Figure 1 demonstrated that the conventional parametric Roemer method produced the highest IOP estimates, followed by the conditional inference forest method and then the conditional inference tree method. Specifically, in China IOP explained $22.67 \%$ ( 0.039 of 0.172 total Gini coefficient) of inequality in self-rated health, and in the US it accounted for $35.08 \%$ ( 0.067 of 0.191 total Gini coefficient). In contrast, the conditional inference tree method accounted for $12.79 \%$ in China ( 0.022 of 0.172 total Gini coefficient) and $23.04 \%$ in the US ( 0.044 of 0.191 total Gini coefficient), while the forest method represented $20.35 \%$ in China ( 0.035 of 0.172 total Gini coefficient) and $28.27 \%$ in the US ( 0.054 of 0.191 total Gini coefficient).

Figure 2A portrayed the IOP structure for self-rated health in China, using a tree with five terminal nodes. Factors such as childhood health, birth region, and childhood family financial
status formed a tree. The most advantaged type (terminal node 5) included people with good childhood health and family financial status, and born in Eastern China. In contrast, the group in the worst self-rated health (terminal node 6) typically had poorer child health. In the US, as shown in Figure 2B, those of poor childhood health fell into disadvantaged circumstance type (terminal nodes 7). In contrast, individuals of certain favorable conditions, such as having more books at home, being healthy in childhood, and being White, generally reported better health in old age (terminal node 6).

Figure 3A revealed that in China, using conditional inference forest, the key factors impacting self-rated health were childhood health and being born in Eastern China, corroborating findings from the conditional inference trees (Figure 2A). In addition, parents' health status (staying long time in bed) and relationship with parents also highly impacted self-rated health in older ages. Likewise, Figure 3B demonstrated that in the US, childhood health, number of books at home at age 10, and race/ethnicity emerged as significant factors, largely aligning with results obtained through conditional inference trees (Figure 2B).

As illustrated before, all models we tested aim to minimize the mean squared error (MSE). 95\% confidence intervals are derived based on 200 bootstrapped re-sampling of the test data. The MSE for random forest was standardized to 1 to facilitate comparison in prediction performance across models, such that a MSE larger than 1 represented a worse out-of-sample fit. Both conditional inference tree and parametric Roemer methods performed worse than conditional inference forest in self-rated health (Figure 4A and Figure 4B). On average, conditional inference trees demonstrated smaller test error rates than the conventional parametric Roemer method.

## 4. Discussion

This study introduced two machine learning methods, i.e., the conditional inference tree and forest, to examine how a comprehensive set of childhood circumstances may contribute to health inequality among older adults in China and US, respectively. We identified several leading predictors of health conditions in older adults, such as childhood health, socioeconomic status, number of books at home for Americans, as well as birth region for Chinese. These methods addressed concerns over the arbitrary selection of childhood circumstances, while balancing the potential biases in IOP estimates. Our findings underscore the importance of addressing health inequality stemming from childhood circumstances, indicating policy and
intervention strategies for health equity in both China and US. Preventive measures from childhood can reduce the economic burden of diseases and enhance quality of life and longevity, especially when advances in medicine still lack effective treatments to slow or reverse the progression of chronic diseases like Alzheimer's, hypertension, and diabetes.

The superiority of conditional inference forest in out-of-sample performance, rendering the most accurate estimates of childhood circumstances on health inequality in old age, aligns with previous studies in other fields $(14,15)$. While conditional inference trees offered a less complex model and a convenient visual illustration of childhood circumstances structure, forest utilized information on childhood circumstances more efficiently, offering results consistent with trees regarding IOP estimates and importance assigned to specific circumstances. These machine learning methods employed explicit algorithms to interpret health outcomes, making no strong assumptions about which childhood circumstances significantly influence health outcomes. Using statistical methods like K-fold cross-validation and bootstrap, our modeling became more transparent and generalizable.

This study has limitations. First, our life course approach focused on current older adults and may not necessarily reflect the realities of younger cohorts. Future research should monitor younger cohorts. Second, the associations identified in the current study should not be interpreted as causal. For example, it is possible that unobservable childhood circumstances may bias our estimates. Additional research is needed to identify causal channels. Third, this analysis utilized the most recently released CHARLS (2020) and HRS (2020-2021) surveys, their overlap with the COVID-19 pandemic may bias self-rated health. That said, our robustness checks using CHARLS/HRS pre-pandemic waves provided reassuringly consistent results.

In conclusion, our research used a life course approach and machine learning methods to identify critical determinants of health in old age, applying this to the world's two largest economies and aging societies. Our results reinforce the necessity of adopting a life course perspective in public health research and policy direction.
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Figure 1 Correlation of Estimates by Method

## Correlation of Estimates by Method (Gini Coefficient)



Figure 2. Conditional Inference Tree for Self-Rated Health, China (A) and the US (B)
(A)

(B)


Figure 3. Importance of Childhood Circumstances to Self-Rated Health using Conditional Inference Forest, China (A) and the US (B)
(A)

(B)

Head_Injury_Before16 Disabled_Before16 Childhood Health ReadingAt10
MathAt10
Repeat SchoolYear Before18 Police_Trouble Before18 Grandparent_Caregiver Separate_From_Mother Separate_From_Father Physical_Abuse_Before18 Attended_Preschool Language_AtHome18 Books_InHouse_At10 House_Type AtBirth Father JobLoss
Family_Financial_Aid motherEdu_collegeUp motherEdu_seniorHigh motherEdu_juniorHigh motherEdu_primary motherEdu_primIncomplete motherEdu_noSchool fatherEdu_collegeUp fatherEdu_collegeUp
fatherEdu seniorHigh fatherEdu_seniorHigh
fatherEdu_juniorHigh fatherEdu_primary fatherEdu_primIncomplete fatherEdu_noSchool Parent_Death_Before16 Mother_Long_Lifespan Mother_Short_Lifespan Mother_Alive
Mother - NoResponse
Father_Long_Lifespan
Father_Short_Lifespan Father_Alive
Father_NoResponse regionNotCensus regionUSNA regionPacific regionMountain regionWSC regionWSC
regionESC
regionSA
regionWNC
regionENC
regionMA
regionNE
hispanic
black
black
Born_GreatRecession
Born_WWII


Figure 4 Comparison of Models' Test Error, (a) Parametric Method vs. Random Forest and (b) Conditional Inference Trees vs. Random Forest


Note: All models aim to minimize the mean squared error (MSE). MSE from Random Forest is used as the reference group. Ratios larger than 1 means the corresponding methods and outcome measures generate larger MSE than using Random Forest. $95 \%$ confidence intervals are derived based on 200 bootstrapped re-samples of the test data.
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Appendix A: Summary statistics of health outcome and childhood circumstances in the US and China
Table A1 Summary statistics of self-rated health in the US and China

| Variable | Country | Obs | Mean | Std.Dev. | Min | Max | Variable Description | CV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Self-Rated health | US | 2,434 | 2.835 | 0.994 | 1 | 5 | The value of self-rated health in 2020-2021 (Would you say your health is excellent, very good, good, fair, or poor? 1. excellent, 2.very good, 3.good, 4.fair, 5.poor.) | 0.351 |
|  | CHN | 5,612 | 3.879 | 0.772 | 1 | 5 | The value of self-rated health in 2020 (Would you say your health is excellent, very good, good, fair, or poor? 1. excellent, 2.very good, 3.good, 4.fair, 5.poor.) | 0.199 |

Table A2 Summary statistics of childhood circumstances in the US and China

| Domain | Country | Obs | Mean | SD | Min | Max | Variable Description |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| War or economic crisis | US (2) | 2,434 | 0.077 | 0.267 | 0 | 1 | Born in the Great Recession during 1929- $1933 \text { (1: Yes; 0: No) }$ |
|  |  | 2,434 | 0.190 | 0.392 | 0 | 1 | Born in the World War II during 1941-1945 <br> (1: Yes; 0: No) |
|  | CHN (2) | 5,612 | 0.295 | 0.456 | 0 | 1 | Born in the Anti-Japan War during 1937- $1945 \text { (1: Yes; 0: No) }$ |
|  |  | 5,612 | 0.274 | 0.446 | 0 | 1 | Born in the Civil War during 1946-1949 (1: Yes; 0: No) |
| Regional and urban/ rural status | US (11) | 2,434 | 0.051 | 0.220 | 0 | 1 | Northeast region: new England division (me, nh, vt, ma, ri, ct) (1:Yes; 0: No) |
|  |  | 2,434 | 0.147 | 0.354 | 0 | 1 | Northeast region: middle Atlantic division (ny, nj, pa) (1:Yes; 0: No) |
|  |  | 2,434 | 0.199 | 0.399 | 0 | 1 | Midwest region: east north central division (oh, in, il, mi, wi) (1:Yes; 0: No) |
|  |  | 2,434 | 0.115 | 0.319 | 0 | 1 | Midwest region: west north central division (mn, ia, mo, nd, sd, ne, ks) (1:Yes; 0: No) |
|  |  | 2,434 | 0.154 | 0.361 | 0 | 1 | South region: south Atlantic division (de, md , dc, va, wv, nc, sc, ga, fl) (1:Yes; 0: No) |
|  |  | 2,434 | 0.082 | 0.274 | 0 | 1 | South region: east south central division (ky, tn, al, ms) (1:Yes; 0: No) |
|  |  | 2,434 | 0.091 | 0.287 | 0 | 1 | South region: west south central division (ar, la, ok, tx) (1:Yes; 0: No) |
|  |  | 2,434 | 0.032 | 0.175 | 0 | 1 | West region: mountain division (mt, id, wy, co, nm, az, ut, nv) (1:Yes; 0: No) |
|  |  | 2,434 | 0.063 | 0.244 | 0 | 1 | West region: pacific division (wa, or, ca, ak, hi) (1:Yes; 0: No) |
|  |  | 2,434 | 0.008 | 0.091 | 0 | 1 | U.S., na state (1:Yes; 0: No) |
|  |  | 2,434 | 0.058 | 0.234 | 0 | 1 | Foreign country: not in a census division (includes U.S territories ) (1:Yes; 0: No) |


|  | CHN (7) | 5,612 | 0.099 | 0.299 | 0 | 1 | Rural or urban status at birth (0: rural; 1: urban) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 5,612 | 0.106 | 0.308 | 0 | 1 | Northern China (1:Yes; 0: No) |
|  |  | 5,612 | 0.074 | 0.262 | 0 | 1 | Northeastern China (1:Yes; 0: No) |
|  |  | 5,612 | 0.328 | 0.469 | 0 | 1 | Eastern China (1:Yes; 0: No) |
|  |  | 5,612 | 0.241 | 0.427 | 0 | 1 | South Central China (1:Yes; 0: No) |
|  |  | 5,612 | 0.181 | 0.385 | 0 | 1 | Southwestern China (1:Yes; 0: No) |
|  |  | 5,612 | 0.070 | 0.255 | 0 | 1 | Northwestern China (1:Yes; 0: No) |
| Family socioeconomi c status | US (10) | 2,434 | 0.020 | 0.140 | 0 | 1 | Father: No schooling (1:Yes; 0: No) |
|  |  | 2,434 | 0.776 | 0.008 | 0 | 1 | Ethnicity: white (1: Yes; 0: No) |
|  |  | 2,434 | 0.149 | 0.006 | 0 | 1 | Ethnicity: black (1: Yes; 0: No) |
|  |  | 2,434 | 0.049 | 0.004 | 0 | 1 | Ethnicity: Hispanic (1: Yes; 0: No) |
|  |  | 2,434 | 0.062 | 0.242 | 0 | 1 | Father: educated without completing primary school(1:Yes; 0: No) |
|  |  | 2,434 | 0.136 | 0.342 | 0 | 1 | Father: Graduated from primary school(1:Yes; 0: No) |
|  |  | 2,434 | 0.300 | 0.458 | 0 | 1 | Father: Graduated from junior high school(1:Yes; 0: No) |
|  |  | 2,434 | 0.325 | 0.468 | 0 | 1 | Father: Graduated from senior high school(1:Yes; 0: No) |
|  |  | 2,434 | 0.157 | 0.364 | 0 | 1 | Father: Graduated from college or above(1:Yes; 0: No) |
|  |  | 2,434 | 0.018 | 0.134 | 0 | 1 | Mother: No schooling (1:Yes; 0 : No) |
|  |  | 2,434 | 0.035 | 0.183 | 0 | 1 | Mother: educated without completing primary school(1:Yes; 0: No) |
|  |  | 2,434 | 0.108 | 0.311 | 0 | 1 | Mother: Graduated from primary school(1:Yes; 0: No) |
|  |  | 2,434 | 0.271 | 0.445 | 0 | 1 | Mother: Graduated from junior high school(1:Yes; 0: No) |
|  |  | 2,434 | 0.430 | 0.495 | 0 | 1 | Mother: Graduated from senior high school(1:Yes; 0: No) |


|  | 2,434 | 0.138 | 0.345 | 0 | 1 | Mother: Graduated from college or above(1:Yes; 0: No) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2,434 | 0.147 | 0.355 | 0 | 1 | Family received financial help (1: yes; 0 : no) |
|  | 2,434 | 0.443 | 0.016 | 0 | 3 | Father lost job (1:yes, no job for several month or longer; 2: yes, never worked/always disable; 3: yes, never lived with father/ father was not alive in childhood; 0 : No ) |
|  | 2,434 | 0.225 | 0.008 | 0 | 1 | Before age 16, one or both parents died (1: Yes; $0:$ No) |
|  | 2,434 | 0.875 | 0.330 | 0 | 1 | Type of house at birth (1: single-family house; 0 apartment/townhouse/condo or: mobile home) |
|  | 2,434 | 2.153 | 1.132 | 1 | 5 | When you were age 10 , approximately how many books were in the place you lived? (1: $<=10 ; 2: 11-27 ; 3: 27-100 ; 4: 101-200 ; 5:>200$ ) |
|  | 2,434 | 0.940 | 0.238 | 0 | 1 | Was English the language that you usually spoke at home when you were growing up, before you were age 18 ? |
|  | 2,434 | 0.131 | 0.337 | 0 | 1 | Did you attend any organized pre-school program (1: yes; 0 : no) |
| CHN (5) | 8585 | 0.075 | 0.263 | 0 | 1 | parents' political status (1:either father or mother is party member; 0 : None of them are) |
|  | 7795 | 0.654 | 0.476 | 0 | 1 | Father: No schooling (1:Yes; 0: No) |
|  | 7795 | 0.212 | 0.409 | 0 | 1 | Father: educated without completing primary school(1:Yes; 0: No) |
|  | 7795 | 0.082 | 0.276 | 0 | 1 | Father: Graduated from primary school(1:Yes; 0: No) |
|  | 7795 | 0.027 | 0.163 | 0 | 1 | Father: Graduated from junior high school(1:Yes; 0: No) |
|  | 7795 | 0.015 | 0.121 | 0 | 1 | Father: Graduated from senior high school(1:Yes; 0: No) |



|  | CHN (12) | 5,612 | 0.171 | 0.376 | 0 | 1 | parents' health condition (1: anyone spent long time in bed; 0 : None) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 5,612 | 0.062 | 0.241 | 0 | 1 | Father has drinking problem (1: alcoholism; 0: None) |
|  |  | 5,612 | 0.099 | 0.298 | 0 | 1 | Mother smokes (1: Yes; 0: None) |
|  |  | 5,612 | 0.444 | 0.497 | 0 | 1 | Father smokes (1: Yes; 0: None) |
|  |  | 5,612 | 0.203 | 0.403 | 0 | 1 | Non-response of father (1: yes; $0:$ no) |
|  |  | 5,612 | 0.035 | 0.184 | 0 | 1 | Alive father (1: yes; 0 :no) |
|  |  | 5,612 | 0.367 | 0.482 | 0 | 1 | Short longevity (1: yes; 0 : no) fathers who died younger or same age relative to the median life expectancy |
|  |  | 5,612 | 0.394 | 0.489 | 0 | 1 | High longevity (1: yes; 0 : no) fathers who died older than the median life expectancy |
|  |  | 5,612 | 0.174 | 0.379 | 0 | 1 | Non-response of mother (1: yes; 0 : no) |
|  |  | 5,612 | 0.095 | 0.293 | 0 | 1 | Alive mother (1: yes; 0:no) |
|  |  | 5,612 | 0.389 | 0.488 | 0 | 1 | Short longevity (1: yes; 0: no) mothers who died younger or same age relative to the median life expectancy |
|  |  | 5,612 | 0.177 | 0.382 | 0 | 1 | High longevity (1: yes; 0 : no) mothers who died older than the median life expectancy |
| Health and nutrition conditions in Childhood | US (5) | 2,434 | 1.685 | 0.941 | 1 | 5 | Would you say that your health during that time was (1: excellent, 2: very good, 3: good, 4: fair, 5: poor |
|  |  | 2,434 | 0.040 | 0.196 | 0 | 1 | Before you were 16 years old, were you ever disabled for six months or more because of a health problem? That is, were you unable to do the usual activities of classmates or other children your age? |
|  |  | 2,434 | 0.104 | 0.305 | 0 | 1 | Before you were 16 years old, did you have a blow to the head, a head injury or head trauma that was severe enough to require medical |

$\left.\begin{array}{llllll}\hline & & & & & \begin{array}{c}\text { attention, to cause loss of consciousness or } \\ \text { memory loss for a period of time? }\end{array} \\ \hline & 2,434 & 2.583 & 0.895 & 1 & 5 \\ \begin{array}{c}\text { when you were 10 how well did you do in }\end{array} \\ & & 2,434 & 2.400 & 0.928 & 1 \\ \text { math compared to other children in your class (1: } \\ \text { much better, 2: better, 3: about the same, 4: worse, } \\ \text { 5: much worse) }\end{array}\right]$

|  | 2,434 | 0.072 | 0.258 | 0 | 1 | were your grandparents ever your primary <br> caregiver? |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CHN (3) | 5,612 | 2.435 | 1.164 | 1 | 5 | Relationship with parents (1: excellent; $2:$ <br> very good; 3: good; 4:fair; 5: poor) |
|  | 5,612 | 0.141 | 0.348 | 0 | 1 | Did Male Dependents ever beat you (1: <br> often or somewhat; $0:$ rarely or never) |  |
|  | 5,612 | 0.218 | 0.413 | 0 | 1 | Did Female Dependents ever beat you (1: <br> often or somewhat; 0: rarely or never) |  |
| Friendship in <br> childhood | US (2) | 2,434 | 0.141 | 0.348 | 0 | 1 | Before you were 18 years old, did you <br> have to do a year of school over again? |
|  | 2,434 | 0.055 | 0.228 | 0 | 1 | Before you were 18 years old, were you <br> ever in trouble with the police? |  |

## Appendix B: Conceptual and Analytic Framework

## 1 Conventional Parametric Roemer Method

The IOP analysis enables us to identify the individual and collective contributions of childhood environments and their domains to health inequality in later life, which lays the foundation of evaluating policy interventions in childhood (Andreoli et al., 2019). We begin with a simple illustrating example. Suppose we have two binary childhood circumstances in total, i.e. parental education (high/low) and financial hardship (no/yes). Therefore, there are four types, i.e. (high, no), (high, yes), (low, no), (low, yes). All individuals are partitioned into these four groups. Let us assume for now all individuals within each type have the same health status in old age, which means that people with the same values of childhood circumstances have the same health. The variation across the four types in health can only be due to differences in childhood circumstances. This variation as a proportion of the overall health variation across all individuals is the definition of IOP, i.e. the proportion of health inequality that can be explained by observable childhood circumstances.

More generally, existing studies often adopt the following linear parametric model

$$
\begin{equation*}
Y_{i}=\alpha C_{i}+\varepsilon_{i} \tag{1}
\end{equation*}
$$

where $C$ is a vector of childhood circumstances beyond the control of the individual, $Y$ is a vector of health outcomes in old age, and $i$ represents individual i. In practice, we do not observe the full set of circumstances $C$. Instead we only observe a subset $\check{C} \subseteq C$ from which we further choose a subset $\hat{C} \subseteq \check{C} \subseteq C$. Furthermore, we have to consider limited degrees of freedom and choose $P$ circumstances $C^{p} \in \hat{C}$. Each circumstance $C^{p}$ is characterized by a total of $X^{p}$ possible realizations, where each realization is denoted as $x^{p}$. Based on the realization $x^{\mathrm{p}}$ we can partition the population into a set of non-overlapping groups (i.e. types), $G=\left\{g_{1}, \ldots, g_{\mathrm{m}}, \ldots, g_{M}\right\}$, where each group $g_{\mathrm{m}}$ is homogeneous in the expression of each input variable.

We obtain the counterfactual distribution of $Y$ by estimating equation (1). The counterfactual distribution can be constructed from the predicted values of equation (1). IOP is then computed using a common inequality measure $I$ (.). Following Ferreira and Gignoux (2011), we measure the extent to which childhood circumstances contribute to health inequality $I$ (.) by Gini coefficient. We also divide this absolute inequality measure by the same metric applied to the actual outcome to obtain IOP, i.e. the fraction of variation explained by childhood circumstances:

$$
\begin{equation*}
\theta_{r}=\frac{I(\hat{Y})}{I(Y)} \tag{2}
\end{equation*}
$$

To estimate the relative importance of each childhood circumstance, we decompose IOP based on the idea of the Shapley value. To compute the Shapley value decomposition, we first estimate the inequality measure for all possible permutations of the circumstance variables. In a second step, we compute the average marginal effect of each circumstance variable on the measure of IOP (Juarez and Soloaga, 2014). This decomposition method is order independent, meaning that the order of circumstances for decomposition does not affect results and that components of contributions can be added up to the total IOP value. Though the decomposition should not be seen as causal, it offers an idea of the relative importance of circumstances (Ferreira and Gignoux 2013).

## 2 Conditional inference trees

Conditional inference trees offer a particularly relevant structure in the context of IOP. Sequential hypothesis tests in tree-based methods can segment the population into types. Moreover, its simple graphical illustration is particularly instructive for comparisons of childhood circumstances structures. Each hypothesis test is essentially a test for whether equal childhood circumstances exist within a particular subsample. If the algorithm results in no splits at all, then we cannot reject the null hypothesis of equality of childhood circumstances. The deeper the tree grows, the more types are necessary to fully account for the inherent IOP in the society under consideration. Each split tells us that the resulting types have significantly different childhood circumstances under an ex-ante interpretation. In all of the resulting types (terminal nodes), we cannot reject the null of equal childhood circumstances.

In addition, tree-based methods address concerns over arbitrary circumstances variable selection and model selection that plague the IOP literature. Conventional estimation approaches often leave researchers to select circumstances $C^{P}$, restrict the number of realizations of each circumstance, and determine relevant interactions among these circumstances. However, considering all possible ways in which the population can be split into groups is a daunting task when applying the Reomer's theory if the set of input variables is large. The size of this choice set oftentimes leads to arbitrary model selection. Compared to arbitrarily selecting $C^{P}$ from all observed childhood circumstances $\check{C}$ in the conventional regression-based modeling, we retain the full and unrestricted set of observed variables that may qualify as childhood circumstances to trees.

Specifically, we use the circumstances set $\hat{C}$ to partition the population into a set of non-overlapping groups, $G=\left\{g_{1}, \ldots, g_{\mathrm{m}}, \ldots, g_{M}\right\}$, which are also called terminal nodes in the regression tree context. Then we calculate the predicted value for outcome $y$ of observation $i$, which is the mean outcome $\mu_{\mathrm{m}}$ of the group $g_{\mathrm{m}}$ to which the individual is assigned. $N$ is the number of observations in $m$ group.

$$
\begin{equation*}
\hat{y}_{i}=\mu_{m}=\frac{1}{N_{m}} \sum_{i \in g_{m}} y_{i}, \forall i \in g_{m}, \forall g_{m} \in G \tag{2}
\end{equation*}
$$

The standard algorithm illustrated below chooses most relevant circumstances, their subpartition and the respective interactions. First, we use four steps to grow the conditional inference tree with a set of circumstances in childhood:

1. Test the null hypothesis of independence, $H_{0}^{C^{p}}: D\left(Y \mid C^{p}\right)=D(Y),{ }^{1}$ for each input variable $C^{p} \in \widehat{C}$, and obtain a $p$-value associated with each test, $p^{C^{p}}$.

- Adjust the p-values for multiple hypothesis testing, such that $p_{a d j .}^{C^{p}}=1-(1-$ $\left.p^{C^{p}}\right)^{P}$ (Bonferroni Correction).

2. Select the variable, $C^{*}$, with the lowest adjusted $p$-value, i.e. $C^{*}=\left\{C^{p}: \operatorname{argmin} p_{a d j}^{c^{P}}\right\}$.

- If $p_{a d j .}^{c^{p}}>\alpha$ : Exit the algorithm.
- If $p_{a d j}^{C^{p}}<\alpha$ : Continue, and select $C^{*}$ as the splitting variable.

3. Test the discrepancy between the subsamples for each possible binary partition, $s$, based on $C^{*}$, i.e. $Y_{s}=\left\{Y_{i}: C_{i}^{*}<x^{p}\right\}$ and $Y_{-s}=\left\{Y_{i}: C_{i}^{*} \geq x^{p}\right\}$, and obtain a $p$-value associated with each test, $p^{c_{S}^{*}}$.

- Split the sample based on $C_{s^{*}}^{*}$, by choosing the split point $s$ that yields the lowest $p$-value, i.e. $C_{S^{*}}^{*}=\left\{C_{s}^{*}: \operatorname{argmin} p^{C_{S}^{*}}\right\}$

4. Repeat the algorithm for each of the resulting subsamples.
$\alpha$ is defined by using K-fold cross-validation to tune model parameters that performs optimally according to a pre-specified testing criterion ${ }^{2}$. It starts by splitting the sample into $K$ subsamples (folds). Then, one implements the conditional inference algorithm on the union of $K-1$ folds for varying levels of $\alpha$, while leaving out the $k$ th as test set to calculate mean squared error (MSE) of prediction.

[^2]\[

$$
\begin{equation*}
\operatorname{MSE}_{k}^{C V}(\alpha)=\sum_{m} \frac{N_{m}^{k}}{N^{k}} \sum_{i \in t_{m}} \frac{1}{N_{m}^{k}}\left(y_{i}^{k}-\mu_{m}(\alpha)\right)^{2} \tag{3}
\end{equation*}
$$

\]

Repeat the prediction for all $K$ folds, and calculate $\operatorname{MSE}^{C V}(\alpha)=\frac{1}{K} \sum_{k} \operatorname{MSE}_{k}^{C V}(\alpha)$. Then we can choose the $\alpha *$ that delivers the lowest $\operatorname{MSE}^{C V}(\alpha)$ :

$$
\begin{equation*}
\alpha^{*}=\left\{\alpha \in A: \operatorname{argmin} M S E^{C V}(\alpha)\right\} \tag{4}
\end{equation*}
$$

## 3 Conditional inference forest

While conditional inference trees provide an easily mapped and non-arbitrary way to divide population into types, they are some limitations. First, trees only use limited information inherent in the set of observed circumstances, since not all $\check{C}$ are used for construction of each tree. However, omitted variables may possess rich information that can increase predictive power even if they are not significant at level $\alpha *$. This is particularly an issue if key circumstances are highly correlated. Once a split is made using either of them, the others will unlikely yield enough information to cause another split. Second, the predictions of trees have high variance. The structure of trees is sensitive to alternations in the respective samples, an issue if there are various circumstances that are close competitors in defining the first split (Friedman et al., 2001).

Random forest improves over trees via decorrelating the trees, the average of the resulting trees has lower variance of the predicted outcomes and hence is more reliable. We grow a large number of decision trees to form a forest on bootstrapped training samples. Each time a split in a tree is considered when growing these decision trees. A random sample of $\overline{\mathrm{P}}$ predictors is chosen as split candidates from the full set of $P$ predictors, $\check{C}$. At each split the algorithm uses only one of those $\overline{\mathrm{P}}$ predictors.

This paper creates B number of trees and count all trees by weight in the prediction of $\hat{y}$. To reduce computational cost, we fix $B^{*}$ at 200 at which the marginal gain of drawing an additional subsample in terms of out-of-sample prediction accuracy becomes negligible (Figure 9). In each tree, we randomly select half of the observations ${ }^{3}$. Trees are constructed according to the same 4 -step procedure outlined in the previous subsection. Each tree is estimated on a random subsample $b$ of the original data. A random subset of circumstances $\overline{\mathrm{P}}$

[^3]is used at each splitting point. Then we determine $\alpha^{*}$ and $\bar{P}^{*}$ by minimizing the out-of-bag error.

1. Run a random forest with $B$ subsamples, where $\bar{P}$ circumstances are randomly chosen to be considered at each splitting point, and $\alpha$ is used as the cut-off $p$ value for the hypothesis tests.
2. Calculate the average predicted value of observation $i$ using each of the subsamples $\mathrm{b}_{-i}$ (so called bags) in which $i$ does not enter: $\hat{y}_{i}^{O O B}(\alpha, \bar{P})=\frac{1}{B_{-i}} \sum_{b_{-i}} \mu_{m}^{b}(\alpha, \bar{P})$.
3. Calculate the out-of-bag mean squared error: $\operatorname{MSE}^{O O B}(\alpha, m)=\frac{1}{N} \sum_{i}\left[y_{i}-\hat{y}_{i}^{O O B}(\alpha, \bar{P})\right]^{2}$.
4. Choose $\left(\alpha^{*}, \bar{P}^{*}\right)=\left\{(\{\alpha \in A\},\{\bar{P} \in \check{P}\}): \operatorname{argmin} M S E^{O O B}\right\}$.

The prediction of $y$ is averaging over the $B$ predictions, which cushions the variance of individual predictions $\mu_{\mathrm{m}}$.

$$
\begin{equation*}
\hat{y}_{i}(\alpha, \bar{P}, B)=\frac{1}{B} \sum_{b=1}^{B} \mu_{m}^{b}(\alpha, \bar{P}) \tag{5}
\end{equation*}
$$

Although the collection of bagged trees is much more difficult to interpret than a single tree, we can obtain an overall summary of the importance of each predictor using the residual sum of squares (RSS).

## 4 Out-of-Sample Performance Test

To assess potentials of both downward and upward biases of IOP in health that may affect out-of-sample performance, we follow the standard practice to split sample into a training set $\left(2 / 3^{*} \mathrm{~N}\right)$ and a test set $\left(1 / 3^{*} \mathrm{~N}\right)$. We fit our model on the training set and compare the performance on the test set for the conventional parametric Roemer method, conditional inference trees, and conditional inference forest, respectively. Specifically, we follow the same procedure:

1) Run the chosen models on the training data.
2) Store the prediction functions $\hat{f}_{\text {train }}(\check{C})$.
3) Predict the outcomes of observations in the test set: $\hat{y}_{\text {itest }}=\hat{f}_{\text {train }}\left(\check{C}_{i_{\text {test }}}\right)$.
4) Calculate the out-of-sample error: MSE $^{\text {test }}=\frac{1}{N_{\text {test }}} \sum_{i_{\text {test }}}\left[y_{i_{\text {test }}}-\hat{y}_{i_{\text {test }}}\right]^{2}$.

## Appendix C: Optimal Number of Trees



Note: The x -axis shows the parameter value for B, i.e. the number of trees per forest. The dots show the MSE ${ }^{O O B}$ obtained from estimating a random forest with the given number of trees for the self-rated health in the US. We allow for 7 circumstances to be considered at each splitting point. The blue line is a non-parametric fitted line of the MSEOOB estimates and the shaded area the $95 \%$ confidence interval of this line. Evidently, as the tree size approaches 200, on expectation, the MSEOOB stops improving much.
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