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The Economics of Social Media

Abstract

We review the burgeoning literature on the economics of social media, which has become
ubiquitous in the modern economy and fundamentally changed how people interact. We first
define social media platforms and isolate the features that distinguish them from traditional media
and other digital platforms. We then synthesize the main lessons from the empirical economics
literature and organize them around the three stages of the life cycle of user-generated content:
(1) production, (2) distribution, and (3) consumption. Under production, we discuss how
incentives affect content produced on and off social media and how harmful content is moderated.
Under distribution, we discuss the social network structure, algorithms, and targeted
advertisements. Under consumption, we discuss how social media affects individuals who
consume its content and society at large, and discuss consumer substitution patterns across
platforms. Throughout the review, we delve into case studies examining the deterrence of
misinformation, segregation, political advertisements, and the effects of social media on political
outcomes. We conclude with a brief discussion on the future of social media.
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1 THE ECONOMICS OF SOCIAL MEDIA

1. Introduction

Social media platforms play an essential
role in the modern economy. While these
platforms began as niche websites for inter-
acting with friends, they have become ubig-
uitous and transformed how people interact
and communicate. In 2023, there were 4.76
billion social media users worldwide, com-
prising 60% of the world population and over
90% of internet users (Kemp, 2023). Inter-
net users spend almost 2.5 hours daily on so-
cial media platforms, more than any leisure
or media activity besides television (Kemp,
2023). The mass adoption of these applica-
tions has resulted in a speed and range of in-
formation flow that is unprecedented in his-
tory. Businesses, organizations, and politi-
cians use social media to directly connect
with individuals, target users with ads, and
offer algorithmically curated content to the
most relevant consumers. Meanwhile, many
individuals receive large welfare gains from
using these services, become better informed
about the world (Allcott et al., 2020), and
maintain connections that are helpful in the
labor market (Armona, 2019).

While social media platforms provide var-
ious benefits, they also bring several new
challenges to society. First, the ease
of diffusing misinformation (Allcott and
Gentzkow, 2017) and hate speech (Miiller
and Schwarz, 2021) have purportedly af-
fected important political beliefs and behav-
ior (Zhuravskaya, Petrova and Enikolopov,
2020; Guriev et al., 2023). Second, in-
dividuals’ beliefs and behavior could be
partly determined by the algorithms used
to distribute content on these platforms
(Levy, 2021), but there is limited oversight
concerning these algorithms. Third, the
sheer amount of time spent on these plat-
forms has sparked debates about social me-
dia overuse (Allcott, Gentzkow and Song,
2022) and whether growing negative trends
in mental health, especially amongst chil-

dren and young adults, are tied to their rise
(Braghieri, Levy and Makarin, 2022).

These challenges have led to substantial in-
terest from policymakers, industry players,
and academics in understanding the incen-
tives users and platforms face, their societal
implications, and how to regulate them. For
instance, governments have begun to discuss
and craft regulations to increase the account-
ability of platforms, from Germany’s 2017
Network Enforcement Act, to Europe’s 2022
DSA (Digital Services Act), to the debate
over Section 230 in the United States.

FIGURE 1. SOCIAL MEDIA RESEARCH IN
EconNowmics, 2000-2022
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Notes: This figure shows the share of economic papers

that study social media. Social media papers are those
whose title or abstract contain “social media,” “online social
network,” “douyin,” “facebook,” “instagram,” “kuaishou,”
“reddit,”, “snapchat,” “telegram,” “tiktok,” “twitter,” “vk,”
“wechat,” “weibo,” or “youtube.” The thick line shows
the share of social media papers among NBER working pa-
pers and CEPR discussion papers. NBER and CEPR pa-
pers with the same authors, uploaded within one year, and
whose titles have a Levenshtein distance lower than five are
counted as a single paper. The thin line illustrates pa-
pers published in the following general-interest journals from
the EconLit database: American Economic Journals: Ap-
plied Economics, Microeconomics, and Policy, American Eco-
nomic Review, Econometrica, Economic Journal, Journal
of the European Economic Association, Journal of Politi-
cal Economy, Review of Economic Studies, Review of Eco-
nomics and Statistics, and Quarterly Journal of Economics.

Driven in part by this surge in public in-
terest, academic research studying social me-
dia has grown exponentially in recent years
across disciplines. Within economics, the
percentage of papers published in general-
interest journals that study social media has
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increased four-fold between 2015 and 2022,
as shown in Figure 1. The growing supply
of social media research and the policy rel-
evance of these topics generate demand for
a synthesis and a framework to organize the
literature.

This review covers primarily empirical pa-
pers in economics that study social media,
and discusses related work in political sci-
ence, communication, marketing, and com-
puter science when relevant. Our first task
is to define what we consider social media in
order to determine the scope of the review,
clarify which platforms we cover, and char-
acterize the key economic features of social
media that differentiate it from traditional
media and other online platforms.

Defining Social Media. We deconstruct
the term “social media platforms” into its
three components, noting their core features.
The “social” component alludes to most con-
tent being generated by users and involving
interactions among them. The “media” com-
ponent draws on a similarity to traditional
media—that it is typically a two-sided mar-
ket (Rochet and Tirole, 2003) with users on
one side and advertisers on the other. Fi-
nally, “platforms” refers to online Internet-
based applications that use algorithms to de-
liver content. Based on these three compo-
nents, we define social media as two-sided
platforms that primarily host user-generated
content distributed via algorithms, while al-
lowing for interactions among users.

Facebook, Twitter, TikTok, Instagram,
and to some extent, YouTube are examples
of social media platforms based on our defi-
nition. This definition excludes related tech-
nologies that lack key components. For ex-
ample, streaming services typically lack the
social component, crowd-sourced discussion
forums lack the media component, and email
services lack the platform component.

Our definition also helps distinguish so-

cial media platforms from traditional me-
dia. Perhaps the biggest difference is that
any user on the platforms can produce con-
tent, which means that the amount of con-
tent available is vastly greater than in tra-
ditional media. As one example, Meta esti-
mates that one billion stories get shared on
its platforms (including Instagram and Face-
book) every day.! As a result of this large
scale, social media platforms largely play the
role of aggregator—unlike traditional me-
dia production, which follows an editorial
process. This role introduces a new set of
challenges not present in traditional media,
such as content moderation (determining al-
lowable content) and algorithmic curation
(choosing which content to show users). Fur-
thermore, social media platforms enable rich
social interactions as users can see content as
well as how others react to it (e.g., through
“likes” or comments). The platform choices
for these various components influence the
type of content that gets both produced and
consumed.

FIGURE 2. FLOW OF CONTENT
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The Structure of the Review. As de-
picted in Figure 2, we organize the literature
around one key component of social media:
the flow of user-generated content, starting
from its production, to its distribution, to its
eventual consumption. While this division
is not always clear-cut (e.g., content moder-
ation happens at all stages), it clarifies the
economic agents involved and their interac-
tions at each of these stages.

We posit a stylized economic framework to
elucidate the key economic forces that our
review focuses on at each of these stages.
The purpose of this framework is not to fully
capture the complex set of economic inter-
actions but to point out the high-level in-
centives at each stage that are the primary
focus of our review. The building block of
the framework is a post z € RX, repre-
sented as an abstract vector of character-
istics, which can include, for example, sen-
timent expressed or indicators of whether
posts are ads or contain misinformation.

We begin by discussing the production of
social media content in Section 2. The main
economic agents at this stage are the pro-
ducers of content j who solve the following
problem:

(1) max Efuj(x5)] - ¢;(x3).
J
This problem follows a standard utility max-
imization: producers choose a (possibly
empty) set of posts X? to maximize their
expected utility minus costs of production.
The types and quantity of user-generated
content depend on producer beliefs E[-], the
monetary and nonmonetary rewards u(x})
that producers get from posting content, and
the cost ¢;(x) of producing the content (e.g.,
the opportunity or physical cost involved in
creating or sharing content). We thus begin
our discussion of production by focusing on
the various incentives and factors that shape

u®(x?) and subsequently the quantity and

AN

type of content that gets produced. We then
explore how platforms can deter the produc-
tion of harmful content, such as misinfor-
mation and hate speech, by making it more
costly to produce (increasing c;(x5)) or shift-
ing the expectations about its probability of
distribution (shifting E[]).

Section 3 then discusses the distribution of
social media content. The main economic
agent at this stage is a platform that solves
the following revenue maximization problem:

Za(xz-)ti(xi).

(2) max
{xi}iCij;;.’

This problem is conceptually simple: The
platform chooses a targeting rule that picks
a personalized subset x; from the total pool
of posts to show each user ¢ to maximize
the revenue-weighted (long-run) time spent
or user engagement (¢;(x;)) on the platform.
a(x;) represents the monetary gains the plat-
form gets per unit of time spent from show-
ing x; to 7. In an advertising-based business
model, this parameter equals the product of
the ad load (share of posts that are adver-
tisements) and the average price paid for the
ad.

We partition our discussion into nonmon-
etized (organic) and monetized (advertise-
ments) content and discuss other consider-
ations driving these distribution decisions.
First, we discuss how platforms target users
with specific posts or ads. For organic con-
tent, we discuss the role of social networks,
while for advertisements, we discuss the role
of off-platform data. Second, we discuss em-
pirical work that quantifies the extent to
which targeting “works” (i.e., whether ¢; in-
creases due to targeting). Third, we discuss
which posts, x;, tend to get chosen (e.g.,
whether social media algorithms promote
low-quality content). Finally, we discuss
the implications of targeting for downstream
outcome variables. In particular, we de-
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vote a large portion of our discussions to its
political consequences: the extent to which
platform algorithms result in echo chambers
and the effects of targeted political adver-
tisements.

In Section 4 we discuss consumption, the
final stage of the flow of content. End con-
sumers solve the following problem:

(3) max Efug(t;, a;; x;)].

This is fundamentally a time allocation
problem: Consumer ¢ chooses how much
time to spend on social media t; and other
activities a;, as a function of content ob-
served on social media x;.

We begin this section by clarifying the
intricacies around understanding consumer
choice t; and the associated individual wel-
fare from social media consumption. Specif-
ically, we discuss what enters into the utility
function, highlight the role of consumption
spillovers, time inconsistency, and habit for-
mation, and interpret the differences across
various welfare measures. Next, we turn to
the societal implications of social media con-
sumption, which occur through beliefs and
off-platform activities a;. We summarize the
channels through which social media con-
sumption can lead to aggregate impacts and
present case studies on how it affects politi-
cal knowledge, political participation, polar-
ization, and offline violence in democracies.
Finally, we describe consumer substitution
patterns across different social media plat-
forms and their economic implications.

We conclude the review with a discussion
on the future of social media, highlighting
areas for future research that are relevant
across the stages in the life cycle of content.

2. Content Production

Social media companies rely on user-
generated content to attract users. However,
as a result of low entry costs and the large
scale of these platforms, they typically can-
not directly control the content produced.
Instead, they use platform design—the fea-
tures, incentives, and rules of a platform—
to indirectly shape content (Luca, 2015).
This indirect shaping contrasts starkly with
the editorial process in traditional media,
which shapes content production, for in-
stance, through editorial filtering. As part
of this process, social media companies often
trade off increasing content production and
engagement with the risks associated with
certain types of content.

In this section, we first describe what in-
centivizes the production of content and the
implications both on and off the platform.
We then review case studies of how platforms
and community members define boundaries
of acceptable content and deter negative con-
tent. Throughout this section, we discuss
both the production of original content and
the resharing of existing content.? In both
cases, users implicitly inform the algorithm
that content is important and should be
shown to their friends.

2.1. How Social Media Affects Content
Production

How do incentives—including reactions
from others, the algorithm, and the revenue
structure—affect content production? We
first discuss the effects on content generated
within social media platforms and then dis-
cuss spillovers to content generated outside
social media.

2.1.1. USER-GENERATED CONTENT

The nonrivalrous nature of social media
content makes it akin to a (possibly exclud-

2More than a quarter of posts in Facebook feeds are re-
shared (Guess et al., 2023a).
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able) public good. Two distinct types of in-
centives induce users to produce this good:
nonmonetary and monetary incentives.

Nonmonetary Incentives. Theoretical
work focused on social media has modeled
roughly five types of nonmonetary incentives
to share or produce content:® 1) receiving
attention or attracting eyeballs, 2) improv-
ing social image or reputation, 3) receiving
peer awards or feedback (including badges,
reactions, likes, and comments), 4) persuad-
ing others, and 5) intrinsic or altruistic mo-
tives, which can also include keeping up with
friends (Abreu and Jeon, 2020; Acemoglu,
Ozdaglar and Siderius, 2021; Filippas, Hor-
ton and Lipnowski, 2021; Bursztyn et al.,
2023b; Guriev et al., 2023).4

Existing empirical work typically studies
policies or experimental interventions that
vary multiple types of incentives simultane-
ously. For example, a content producer who
receives additional likes could derive direct
benefits from them but also update her be-
liefs about how much attention her posts
get, how reputable she is, and how per-
suasive her content is. We therefore refer
collectively to these as nonmonetary incen-
tives, but we note that a gap in this litera-
ture is to disentangle the effect of each type
of incentive. A recent contribution in this
vein is Guriev et al. (2023), who calibrate
a structural model of news-sharing decisions
using data from an experiment of misinfor-

3In addition to these five incentives, career concerns can
also motivate user contributions (Lerner and Tirole, 2002),
but evidence of these drivers is scarce in the context of social
media. An exception is Petrova, Sen and Yildirim (2021),
who document that donations to politicians running for U.S.
Congress increase after they open a Twitter account.

4nonmonetary rewards also incentivize content in other
platforms such as Wikipedia (Zhang and Zhu, 2011) or rec-
ommender systems (Chen et al., 2010). However, the lessons
from these platforms do not necessarily extend to social me-
dia, as individuals who review products or participate in
crowd-sourced forums likely face different objective functions
from social media users. For example, it is typically not pos-
sible to follow content creators on review platforms. For this
reason, we focus on work that directly studies social media.

mation interventions (described in more de-
tail in Section 2.2) and find that reputational
concerns dominate persuasion or partisan-
signaling motives.

A first lesson from the empirical litera-
ture is that nonmonetary incentives mod-
erately increase the quantity and frequency
of content produced (with short-lived im-
pacts, typically lasting less than a week),
across different types of incentives and dif-
ferent platforms. For example, Eckles, Kizil-
cec and Bakshy (2016) exploit an exper-
iment that led Facebook users to receive
more likes and comments and found an elas-
ticity of posts produced of 0.07 (i.e., dou-
bling the number of likes or comments re-
ceived increases the number of posts pro-
duced by 7%). Zeng et al. (2022) find
that producers on a Chinese video-sharing
social media platform who could randomly
see “pokes” (nudges) that other users sent
them increase their content production by
13% in the first day after the intervention.
Comparable effects have been found with
field experiments on Reddit, by randomly
giving badges (Burtch et al., 2022) or Al-
generated comments on posts (Srinivasan,
2023). Huang and Narayanan (2020) and
Mummalaneni, Yoganarasimhan and Pathak
(2023) find similar results with platform ex-
periments that increased the prominence of
content on an art-sharing social network and
on Twitter, respectively. Moreover, in some
contexts, even negative peer awards (down-
votes on Reddit) have been found to increase
content creation (Deolankar, Fong and Sri-
ram, 2023).

A second lesson is that many of these stud-
ies find that nonmonetary incentives given to
a content producer propagate to other pro-
ducers (Eckles, Kizilcec and Bakshy, 2016;
Huang and Narayanan, 2020; Mummalaneni,
Yoganarasimhan and Pathak, 2023). This
finding suggests that partial equilibrium es-
timates can differ from general equilibrium
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responses that account for this propagation
effect. Zeng et al. (2022) use their exper-
imental estimates to calibrate a structural
model of network diffusion and find that the
general equilibrium effect on content produc-
tion is 8% higher than the partial equilib-
rium effect.

A third lesson is that the effect of nonmon-
etary incentives on content production is in-
creasing in the perceived quality of the incen-
tive. Srinivasan (2023) finds that randomly
allocating six Al-generated comments, as op-
posed to three, on Reddit users’ posts has
a lower effect on the number of posts pro-
duced, which is partly explained by com-
ments in the former treatment arm being
perceived as lower quality (more likely to be
accused of being bots and downvoted). Zeng
et al. (2022) show that the effect of nudges on
video producers is higher when the producer
also follows the user who sent the nudge.

A fourth lesson is that nonmonetary in-
centives have a small effect on the quality of
content produced, often proxied by the num-
ber of likes received (Zeng et al., 2022; Srini-
vasan, 2023). Given evidence that subse-
quent content produced becomes more simi-
lar to the content that receives a nonmone-
tary incentive (Burtch et al., 2022), a follow-
up question is whether these incentives allow
content producers to better learn the tastes
of their audience.

Monetary Incentives. Influencers and
major content creators may also receive
monetary incentives to generate content,
such as participating in revenue-sharing pro-
grams, posting sponsored content, or receiv-
ing direct payments from other users.

Do monetary incentives increase the
amount of user-generated content? The an-
swer is not obvious; higher monetary rewards
increase the marginal benefit of producing
content, but they might also change non-
monetary incentives—for example, by mak-

ing users appear less pro-social (Bénabou
and Tirole, 2006). Nevertheless, the litera-
ture has found a strong positive effect of ad-
revenue-sharing programs. Kerkhof (2020)
studies a sudden increase in the salience of
YouTube’s revenue-sharing rules and pro-
vides evidence of an increase in the monthly
number of uploaded videos.  Abou El-
Komboz, Kerkhof and Loh (2023) find that
creators who lost access to YouTube’s ad-
revenue-sharing program posted 86% fewer
monthly videos (0.5 SD).

Monetary incentives can also impact the
quality and variety of content supplied, but
the evidence in this regard is scarce and
mixed, as in the case of nonmonetary in-
centives. Some studies find evidence con-
sistent with ad-revenue-sharing programs in-
creasing the quality of content produced and
its originality or differentiation from exist-
ing content (Abou El-Komboz, Kerkhof and
Loh, 2023). However, an early study by Sun
and Zhu (2013) finds that the introduction
of a revenue-sharing program by Sina (a pre-
cursor of the Chinese social media platform
Weibo) increased quality but decreased dif-
ferentiation. Kerkhof (2020) found oppo-
site results: Increased advertising opportuni-
ties for YouTube content creators increased
differentiation but reduced quality. These
differences across studies could be driven
by differences in the status-quo that they
analyze: Removing a program (Abou El-
Komboz, Kerkhof and Loh, 2023) could dif-
fer from introducing a program (Sun and
Zhu, 2013; Kerkhof, 2020), since the former
potentially entails losing status as a platform
partner. Another explanation for the differ-
ent findings is the presence of confounders:
Some of the studied interventions varied not
only producer incentives but also the amount
of advertisements shown to consumers (Sun
and Zhu, 2013; Kerkhof, 2020), which could
lower their willingness to like content.

Lastly, content creation is increasingly
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viewed as a viable career or income source.’
A natural next step to the existing evidence
on the elasticity of the content supply curve
concerns the labor economics of this activ-
ity, studying questions such as the effects
of unions for content creators,® or whether
monetary incentives crowd out nonmonetary
motives. Beyond ad-revenue-sharing pro-
grams, other monetary incentives that have
been increasingly used by platforms (e.g., al-
lowing users to subscribe to producers) re-
main understudied, perhaps due to missing
data. Indeed, Ershov, He and Seiler (2023)
estimate that 96% of sponsored content on
Twitter is undisclosed. Future research will
need to overcome these data challenges to
understand the effect of new business mod-
els on content production.

2.1.2. CONTENT OUTSIDE SOCIAL MEDIA

As social media platforms become more
prominent, their effects on content produc-
tion are no longer confined to content pro-
duced on the platform. Social media plat-
forms provide content producers with new
data on the engagement of their audience
and often serve as a primary gateway for
news. They also threaten the business mod-
els of traditional news producers.” Qualita-
tive evidence documents that online traffic
and social media algorithms can affect news
production processes, for example, by having
editors prioritize social media traffic (e.g.,
Smith, 2023). However, there is limited rig-
orous evidence for this phenomenon, perhaps

54Social media and gaming” was the fourth most
popular career choice for UK kids according to a
2018 survey: https://www.educationandemployers.org/wp-
content/uploads/2018/01/DrawingTheFuture.pdf.

6See, for instance: https://techcrunch.com/2023/08/
28/creators-guild-america-influencer-labor-rights-
nonprofit/.

7 Angelucci, Cagé and Sinkinson (Forthcoming) show how
the entry of television threatened newspapers’ revenue and
affected the content they produced. An emerging literature,
which we do not discuss in detail in this review, analyzes how
search engines and social media platforms affect the profits
of news publishers. Holder et al. (2023) estimate that Meta
owes $1.9 billion to news publishers in the United States as
fair payment for the engagement generated via their content.

due to the challenges in identifying a causal
effect.

Cagé, Hervé and Mazoyer (2022) provide
direct evidence for the effect of social media
on online news production. The authors ex-
ploit social media news pressure (a measure
of the amount of activity on the platform in
the hour before the first “seed” news post)
and the centrality of the user who posted
the “seed” post to instrument the popular-
ity of the news story on Twitter. They find
that social media popularity increases main-
stream media coverage.®

At least two mechanisms could explain
the effect of social media on news produc-
tion: Social media may provide journalists
with a novel source for news, and it may
give editors information on consumers’ inter-
ests. These two mechanisms have been stud-
ied separately. In terms of user-generated
content, Hatte, Madinier and Zhuravskaya
(2023) exploit internet outages to show that
social media posts provide new information
on the Israeli-Palestinian conflict. These
posts increase the emotional coverage of the
conflict and the focus on civilians by tradi-
tional media. In terms of information on
consumer preferences, Leung and Strumpf
(2023) find that the New York Times is more
likely to change the headline of articles fol-
lowing negative comments on Twitter. Re-
latedly, Sen and Yildirim (2015) find that ed-
itors increase coverage of online news stories
receiving more clicks, providing further evi-
dence that information on popularity shapes
content production.

More research is needed on how social me-
dia algorithms could affect the production of
other types of content, beyond news. For ex-
ample, it has been argued anecdotally that

8Fortunately, not only like-minded content (see section
3.1.1) and emotional content (Brady et al., 2017) are popular
on social media and thus may receive more mainstream news
coverage. Cagé, Hervé and Viaud (2020) find that original
content also receives more views on social media, and there-
fore outlets still have incentives to invest in newsgathering.


https://www.educationandemployers.org/wp-content/uploads/2018/01/DrawingTheFuture.pdf
https://www.educationandemployers.org/wp-content/uploads/2018/01/DrawingTheFuture.pdf
https://techcrunch.com/2023/08/28/creators-guild-america-influencer-labor-rights-nonprofit/
https://techcrunch.com/2023/08/28/creators-guild-america-influencer-labor-rights-nonprofit/
https://techcrunch.com/2023/08/28/creators-guild-america-influencer-labor-rights-nonprofit/
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TikTok is driving songwriters to focus on
brief danceable 15-second snippets.

2.2. Deterring the Production of Harmful
Content

One major challenge for social media plat-
forms is content moderation: defining rules
outlining the types of content that users are
allowed to produce and enforcing sanctions
against those that violate these rules. The
role that social media platforms play in reg-
ulating online speech has raised concerns
about these companies becoming “arbiters
of the truth.” For this reason, academics
and policymakers have sought to understand
the online and offline effects of this self-
regulation and the incentives of platforms to
engage in it.

All platforms moderate content to some
extent, forbidding illegal content and typ-
ically a combination of hate speech, ha-
rassment, misinformation, spam, and graph-
ical content. They use a mix of algo-
rithms and human supervision (which can
include moderators contracted by platforms
or users themselves) to detect content that
violates their rules and impose sanctions.
Sanctions include post-level interventions,
such as deletions, algorithmic filtering (also
called “shadowbanning”), and adding labels
or tags, and user-level interventions such
as account suspensions or bans (Gillespie,
2018).2 Theoretical work has assumed that
platforms moderate to maximize their prof-
its, by avoiding regulatory penalties, opti-
mizing user engagement, or increasing ad-
vertisers’ willingness to pay (Liu, Yildirim
and Zhang, 2022; Madio and Quinn, 2023;
Jiménez Durdn, 2022). This work has also
shown that the incentives of the platform to
moderate content are not necessarily aligned
with those of the users, for example, because

9See also https://www.platformgovernancearchive.org
for an archive of social media platforms’ content moderation
and legal policies.

engagement increases on social media need
not correspond with increases in user utility
(Beknazar-Yuzbashev, Jiménez Durdan and
Stalinski, Forthcoming).

Moderation and related interventions op-
erate at all stages of the content life cycle.
This section focuses on the deterrence of the
production and sharing of content (which af-
fect the set of potential posts that platforms
can display to users), while Section 4.2.2 re-
views the effects on content consumption.
Most of the literature studies misinforma-
tion and toxic content due to their policy
relevance, so we divide this section based
on these two types of content. We define
these types of content below, but we refer to
them as “harmful” content because the liter-
ature works with the assumption that they
impose externalities on certain segments of
the population. These externalities could
harm other social media users; for example,
one-third of adult Americans were harassed
online (including through social media) in
2022, which could bring them a reduction
in utility (u§). There can also be externali-
ties on nonusers; for example, even if misin-
formation is only 0.15% of Americans’ daily
media diet (Allen et al., 2020), it might lead
to poorly informed voters (or other welfare-
reducing offline actions, a;).

2.2.1. INTERVENTIONS TARGETING

MISINFORMATION

We use “misinformation” as an umbrella
term encompassing many others (e.g., “dis-
information” and “fake news”), referring to
content that is determined to be false by
an authoritative third party. This defini-
tion roughly captures the definition used by
the academic literature, social media compa-
nies, and regulators. In practice, while algo-
rithms that detect misinformation exist and
are used by platforms at scale,the empirical

10See: https://www.adl.org/resources/report/online-
hate-and-harassment-american-experience-2023.
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literature typically measures misinformation
using a set of news, outlets, or URLs consid-
ered to be “ground truth” (rated as true or
false by professional fact-checkers).

The literature has mostly focused on the
sharing as opposed to the production of mis-
information. One potential reason for this
imbalance is the role of resharing in diffus-
ing misinformation. For example, Vosoughi,
Roy and Aral (2018) find evidence that false
stories diffuse more broadly than true sto-
ries. An important gap in this literature is to
understand the determinants of the produc-
tion of misinformation, beyond the sharing
of existing articles.

Existing work has primarily studied inter-
ventions targeting misinformation initiated
by the research teams themselves or by third
parties such as fact-checkers. The theoretical
literature suggests that these interventions
affect the sharing of misinformation by al-
tering 1) the cost of sharing content; 2) how
users update their beliefs about the verac-
ity of content; and 3) social-image concerns
such as the reputation from sharing misin-
formation (Papanastasiou, 2020; Acemoglu,
Ozdaglar and Siderius, 2021; Thaler, 2021).

An initial question is whether these inter-
ventions work. We split the question into
two parts; this section focuses on the im-
pact on sharing and Section 4.2 reviews the
impact on user beliefs. Studies that ana-
lyze sharing decisions typically measure suc-
cess based on sharing discernment—the will-
ingness to share or the actual sharing of
true news relative to false news. The use
of sharing discernment by these studies as
a main outcome responds to a lesson from
early work that misinformation interventions
typically affect not only the sharing of false
information, but also the sharing of true in-
formation. An important tradeoff when eval-
uating these interventions from a social wel-
fare perspective is whether they can reduce
misinformation sharing while having a non-

negative impact on the sharing of truthful
information.

In general, meta-analyses and literature
reviews (Kozyreva et al., 2022; Pennycook
and Rand, 2022; Martel and Rand, 2023;
Blair et al., 2023) show that nudging users
to think about the accuracy of content or
the prevalence of misinformation, journalis-
tic fact-checking, administering digital liter-
acy campaigns (occasionally also known as
inoculation or prebunking), and adding fric-
tion to the sharing process are effective at
reducing the willingness to share misinfor-
mation. Across interventions, nudging or
prompting users to think about the preva-
lence of misinformation seems to be the most
effective policy in terms of increasing sharing
discernment (Guriev et al., 2023).

Nudges. Pennycook and Rand (2022)
meta-analyze over 20 randomized experi-
ments that nudge users to think about the
accuracy of content before sharing and find
an average effect size of 3.8 percentage points
(71.7%) increase in sharing discernment, pri-
marily by reducing sharing intentions for
false news. Arechar et al. (2023) find that
this effect is robust across 16 different coun-
tries, but there is substantial variation in the
magnitude of the effect.

Fact-Checking. There is evidence that
providing journalistic fact-checking informa-
tion decreases self-reported sharing of misin-
formation (Kreps and Kriner, 2022). Beyond
stated preferences, Henry, Zhuravskaya and
Guriev (2022) document that journalistic
fact-checking decreases the sharing of false
news and increases the sharing of the fact-
checking information. Importantly, merely
offering users the option of voluntarily ac-
cessing fact-checking is as effective as im-
posing it on them, with a two percentage
points (45%) decrease in sharing. This find-
ing could be driven by users being primed to
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think about the accuracy of news or updat-
ing their beliefs about veracity. This result
is relevant given that a common argument
against interventions is the infringement of
freedom of expression, which would suggest
that voluntary interventions are more polit-
ically feasible to implement.

The evidence on the effect of adding warn-
ing labels to posts (e.g., short labels indi-
cating that the post has been disputed by
fact-checkers) is more mixed. Some studies
find that these tags decrease the intention to
share false news (Mena, 2020) with no effect
on sharing real news (Pennycook, Cannon
and Rand, 2018), while others find null ef-
fects or even an increase in the sharing of
false news (Kreps and Kriner, 2022). More-
over, Pennycook et al. (2020) find evidence of
an implied truth effect, whereby adding tags
can reduce the willingness to share tagged
false news but increase the willingness to
share untagged false news, if users interpret
the absence of tags as a signal of veracity.
One gap in this literature is to disentangle
a potential dual role of fact-checking inter-
ventions, which affect not only the users’
perceived veracity of the content they are
about to share but also the perceived like-
lihood that they will be fact-checked by the
platform in the future.

Digital Literacy. Interventions promot-
ing digital literacy typically teach skills such
as detecting fallacies and emotional ma-
nipulation using interactive games (Roozen-
beek and van der Linden, 2020), educational
videos (Roozenbeek et al., 2022), or text-
message campaigns (Athey et al., 2023b).
One commonly mentioned advantage of inoc-
ulating users with digital literacy campaigns
over fact-checking individual posts is that
the skills learned can be transferable across
types of content—users can learn to distin-
guish between true and false information as
opposed to learning that a specific piece is

false. In terms of effectiveness, educational
campaigns that train users to identify emo-
tional manipulation are particularly effective
at increasing discernment, with effect sizes
of around 0.2 SD (Roozenbeek et al., 2022).
These effects persist a few months and are
not explained by making the topic of misin-
formation more salient (Athey et al., 20230).
This type of campaign is relatively more ef-
fective than other digital-literacy interven-
tions such as those that teach reasoning-
based techniques (Roozenbeek et al., 2022).

Friction. Increasing the mechanical cost
of sharing (¢; in Equation 1)—for example,
by requiring additional clicks or requiring
users to pause before sharing—can decrease
the likelihood of sharing misinformation.
Henry, Zhuravskaya and Guriev (2022) find
that requiring an additional confirmation
decreases the likelihood of sharing both false
news and fact-checking information. Guriev
et al. (2023) further show that requiring
an extra click to share news decreased the
sharing of false news by 3.8 percentage
points and had an insignificant effect on
the sharing of true news. These policies,
however, can backfire depending on the
relative elasticity of sharing different types
of content to the friction cost. Ershov and
Morales (2022) find that when Twitter
increased the cost of reposting content,
the overall sharing of news decreased, with
left-wing news outlets being relatively more
affected than right-wing outlets. This
policy, intended to make users pause before
sharing content, had to be reversed due to
its unintended effects.!

Beyond the success of these measures in
isolation, other policy-relevant questions are
to compare the effectiveness across inter-
ventions and to disentangle the mechanisms

Hhttps://blog.twitter.com/en_us/topics/company/
2020/2020-election-update
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that underlie the estimated effects. Guriev
et al. (2023) make important progress on
both fronts and document that nudging
users to think about the prevalence of fake
news is more effective (in terms of changing
the balance of shared news toward true con-
tent) than 1) adding friction to the sharing
process; 2) nudging users to think about the
accuracy and partisan slant of content; and
3) offering the option to access fact-checks.'?
In terms of mechanisms, counterfactual sim-
ulations from a structural model rule out
that these interventions substantially affect
users’ beliefs about the veracity of the con-
tent and instead the effect is driven by 1)
how interventions increase the salience of
reputational concerns from sharing misinfor-
mation and 2) how they increase the friction
of the sharing process. The structural model
also shows that digital literacy training re-
duces the circulation of fake news primarily
by changing the sender’s beliefs that better-
informed receivers would not be persuaded
and would negatively update their view of
the sender’s knowledge.

Given the success of these interventions, a
natural question is whether they are scalable
to the level at which social media platforms
operate. A promising measure that plat-
forms have implemented at scale is crowd-
sourced fact-checking, which relies on users
adding notes and contextual annotations to
others’ posts. An example of this tool is
Twitter’s Community Notes—an algorithm
that publishes user-generated notes that are
highly rated by users of different viewpoints
(Wojcik et al., 2022). One of the main chal-
lenges with implementing such an algorithm
is to align user incentives to provide truthful
fact-checking. Indeed, partisanship better
predicts the ratings that users give to fact-
checking notes than the content of the notes

12 Athey et al. (2023b) also compare different interventions
and find that digital literacy courses more than double the
effectiveness of accuracy nudges.

and the fact-checked posts (Allen, Martel
and Rand, 2022). Nevertheless, despite the
important role of partisanship, crowd rat-
ings are still strongly correlated with profes-
sional fact-checker evaluations (Martel et al.,
2022). The effect of these crowd-sourced
fact-checks on the production and sharing of
misinformation, and the extent to which the
algorithm adequately incentivizes the crowd
remain to be studied.

Besides crowd-sourcing, platforms conduct
other content moderation measures at scale,
such as removing posts, banning groups, and
suspending user accounts. More research is
needed to understand the effects of these
“harder” interventions on the production of
misinformation and the mechanisms through
which they operate,'® whether they crowd-
out fact-checking efforts by the users, and
the net welfare effect of sanctions.

2.2.2. INTERVENTIONS TARGETING HATE

SPEECH AND TOXIC CONTENT

There is no single definition of hate speech
but almost all platforms forbid it either ex-
plicitly or include it in broader categories
such as personal attacks. Platforms’ guide-
lines typically borrow from U.S. antidiscrim-
ination law and define hate speech as attacks
based on protected categories such as race
or gender (Gillespie, 2018). Besides hate
speech, platform rules cover related content
such as harassment—attacks that do not
have to be based on a protected category.

Classifying posts as hate speech or other
similar types of content is an inherently sub-
jective task. Even expert content moder-
ators disagree substantially in their judg-
ments (Lucas, Alm and Bailey, 2019), and
it is unclear whether this disagreement re-
flects “vertical” differentiation (in beliefs

I3For example, Broniatowski et al. (2023) study the effect
of Facebook’s ban of one of the largest antivaccine fan pages.
Using a regression discontinuity in time design, their findings
suggest that the ban decreased content production. The de-
sign limits the validity of estimates far away from the cutoff,
since Facebook implemented other policies over time.
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about the likelihood that content is hateful)
or “horizontal” differentiation (in tastes for
hateful content). Platforms and researchers
alike deal with this challenge by combining
approaches that range from manual anno-
tation to algorithmic classification.'* Plat-
forms’ internal algorithms are often trained
to predict the probability that content vio-
lates their rules (Ribeiro, Cheng and West,
2022; Thomas and Wahedi, 2023) but they
also use—in line with most of the aca-
demic literature—algorithms that predict
other outcomes such as the toxicity of con-
tent (Katsaros, Yang and Fratamico, 2022).
In many applications, “toxicity” is defined
as rude, disrespectful, or unreasonable mes-
sages that are likely to make someone leave a
discussion.!® Given that the literature does
not study one widely established outcome, in
this review we use “toxicity” as an umbrella
term that captures many commonly studied
types of language (e.g., racist, xenophobic,
or misogynistic language).

In general, interventions such as reduc-
ing the exposure of users to toxic content
and some forms of counterspeech—responses
that seek to counter toxic content—can deter
the production of toxic content with small ef-
fect sizes (under 0.1 SD), while harder sanc-
tions such as post deletions have null or small
effects. Moreover, platform-initiated inter-
ventions do not substantially decrease how
much the producers of toxic content engage
with the platform.

Counterspeech. One way to reduce toxi-
city is through counterspeech—interventions
sending messages to users who have posted
toxic language. There are several takeaways

14See, for instance, the rulebook that Facebook gives its
content moderators, which was leaked to the press in 2017:
https://www.theguardian.com/news/gallery/2017/may/24/
hate-speech-and-anti-migrant-posts-facebooks-rules.

15This definition follows from the one used by Google’s
Perspective algorithm, which is widely used in the industry
and as a benchmark in academic studies. See https://www.
perspectiveapi.com/how-it-works/.

from this literature. First, the effectiveness
of counterspeech largely depends on the de-
sign of the message. Messages that prime
users to be more empathetic (Hangartner
et al., 2021) or that include moral references
(Siegel and Badaan, 2020; Munger, 2021)
tend to be successful (with small effect sizes,
in the order of a 0.1 SD decrease in posts in
one month). In contrast, messages using hu-
mor or warning users of the consequences of
their posts on others or themselves tend to
have insignificant effects (Hangartner et al.,
2021). The credibility of the counterspeech
message—which can be signaled by the num-
ber of followers (Munger, 2017) or by refer-
ring to an authority in the message (Yildirim
et al., 2021)—also matters. Second, coun-
terspeech interventions can also reduce the
production of nontoxic speech (Hangartner
et al., 2021), but the mechanism underlying
this effect is largely understudied. Third,
these interventions can also impact other
users who observe the counterspeech (be-
sides the producers of the toxic content):
Siegel and Badaan (2020) find that exposing
survey respondents to some forms of counter-
speech reduces the rating they give to hate
speech posts and decreases their willingness
to share these posts (although the effect is
not precisely estimated).

An open question is what determines the
equilibrium provision of counterspeech and
how to incentivize users to provide this pub-
lic good (similarly to fact-checking). One
possibility is for platforms to provide coun-
terspeech. In practice, they conduct a sim-
ilar type of intervention, with the differ-
ence that they typically nudge users be-
fore they post content.'® In a large-scale
experiment conducted by Twitter, asking

16These interventions are typically triggered when the pre-
dicted toxicity of the content that users are about to post
crosses a certain threshold. Platforms also often provide ex-
planations to users after posting rule-violating content, but
there is little causal evidence of the effects of these explana-
tions.
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users to review toxic language before re-
plying to other users decreased their post-
ing of toxic content by 6.4% (0.02 SD) over
six weeks, without significantly decreasing
the total replies sent (Katsaros, Yang and
Fratamico, 2022). While the effect of this
intervention was small, it has been imple-
mented at scale by other platforms includ-
ing Instagram, YouTube, and TikTok, po-
tentially due to its low cost and since it did
not decrease engagement.

Content Filtering. Platforms commonly
hide or limit the visibility of content whose
toxicity score exceeds certain thresholds
(Ribeiro, Cheng and West, 2022), in part due
to the concern that toxic content is conta-
gious; that is, that higher exposure to it will
increase the incentives of users to produce
or spread this type of content. Along these
lines, Beknazar-Yuzbashev et al. (2022) con-
duct an experiment using a browser exten-
sion that hides content on Facebook, Twit-
ter, and YouTube whose toxicity exceeds a
certain threshold. Reducing the exposure
of users to toxic content for six weeks re-
duced the average toxicity of the content
they posted (with an elasticity as high as
0.3, or an effect size of 0.13 SD).!” They pro-
vide survey evidence that individuals’ evalu-
ations of what constitutes toxic content do
not change. Therefore, other mechanisms
such as reciprocity (e.g., responding to toxic
content with more toxic content), changing
beliefs about the social acceptability of tox-
icity, or the likelihood of being moderated
could be at play.

Ex-Post Moderation. Ex-post modera-
tion consists of removing posts or restrict-

TKim et al. (2021) find similar evidence by randomly ex-
posing users to Facebook comments with different levels of
toxicity. An early study by Kramer, Guillory and Hancock
(2014) found that exposing Facebook users to fewer posts con-
taining positive and negative words reduced their production
of positive and negative words, respectively.

ing or suspending user accounts or groups.*®
A challenge with providing evidence about
this type of intervention is the intensive
data requirements. Researchers need inter-