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Incentives in matching markets: Counting and comparing
manipulating agents

Somouaoga Bonkoungou
Faculty of Business and Economics, University of Lausanne

Alexander Nesterov
Department of Economics and Game Theory Lab, HSE University

Manipulability is a threat to the successful design of centralized matching mar-
kets. However, in many applications some manipulation is inevitable and the de-
signer wants to compare manipulable mechanisms to select the best among them.
We count the number of agents with an incentive to manipulate and rank mecha-
nisms by their level of manipulability. This ranking sheds a new light on practical
design decisions such as the design of the entry-level medical labor market in the
United States, and school admissions systems in New York, Chicago, Denver, and
many cities in Ghana and the United Kingdom.

Keywords. Market design, two-sided matching, college admissions, school
choice, manipulability.

JEL classification. C78, D47, D78, D82.

1. Introduction

Numerous matching systems around the world recently underwent drastic changes to
deal with strategic issues of their matching rules. The matching systems in question
are centralized markets whose outcomes are based on participants’ reported private in-
formation. One of the key design objectives is to provide participants with incentives
to report this information truthfully as opposed to “gaming the system” (Roth (2008),
Abdulkadiroğlu and Sönmez (2003)). The benefits of truthful mechanisms have been
enumerated and praised in the literature (Vickrey (1961), Abdulkadiroğlu and Sönmez
(2003)). In the Boston K–12 admissions system, for example, they level the playing field
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by removing the harm that well informed and sophisticated students could do to others
(Pathak and Sönmez (2008)).1

Manipulability is a practical concern that has motivated numerous reforms. The
U.S. entry-level medical labor market and the Boston K–12 admissions systems are ex-
amples of matching systems that have reformed their matching rules, in part, to ex-
plicitly address manipulability. Numerous other changes have been observed world-
wide (Pathak and Sönmez (2013)), arguably motivated by manipulability. Meanwhile,
in many applications some manipulation is inevitable. Real markets are complex and
involve constraints and policy goals that create opportunities for manipulation. In two-
sided matching, stability is considered important, yet any stable matching mechanism
is manipulable (Roth (1982)). Similarly, many school and college admissions systems
restrict the number of schools that students are allowed to apply to (Haeringer and Klijn
(2009), Pathak and Sönmez (2013), Fack, Grenet, and He (2019)). Unfortunately, these
constrained mechanisms are also manipulable.

We propose a notion to quantify manipulation and investigate the conjecture the
that matching mechanisms adopted at many design decisions are less vulnerable to ma-
nipulation than those they have replaced. In our notion, we focus on the agents who
can beneficially misreport their private information when others are truthful. We refer
to them as manipulating agents. The number of these agents can be interpreted as a
measure of the potential for manipulation since manipulation is more likely with more
manipulating agents.

This number is arguably an arbitrary criterion and hard to justify. For example, in
one important application it adds up agents with possibly different abilities and in-
centives to manipulate, such as students and schools. Nonetheless, it is intuitive and
turns out to be useful. It has been occasionally used to measure incentives in match-
ing markets: Roth and Peranson (1999), for example, conducted a simulation using data
from the National Resident Matching Program (NRMP) and showed that a small number
of medical students could have beneficially misreported their preferences when other
agents were truthful.

Our analysis covers a wide range of settings that differ in the following aspects: the
set of strategic agents, the strategies these agents can use, whether stability is required,
and whether there are ranking constraints (see Table 1). Our results are twofold. First, we
consider the college admissions problem where both students and schools are strategic
agents (Gale and Shapley (1962)) and schools can misreport their preferences as well as
their capacities. We show that when all manipulations (by students as well as by schools)
are considered, the student-proposing Gale–Shapley (GS) mechanism has the smallest
number of manipulating agents among all stable matching mechanisms (Theorem 1).
Dubins and Freedman (1981) and Roth (1982) show that this mechanism is not manip-
ulable by students. This result was one of the main arguments in favor of its choice
for the NRMP. However, it also has the largest number of manipulating schools among
all stable mechanisms (Pathak and Sönmez (2013)). Our result still supports its choice

1They also facilitate the interpretation and the evaluation of the matching outcome since they generate
more credible policy-relevant data (Sönmez (2013)).
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when all strategic agents are considered. What is more, it is still the best choice even
when schools can only misreport their capacities, but not their preferences. All these
conclusions carry over to the general model where, in addition, students face ranking
constraints: although the student-proposing GS mechanism is now manipulable by stu-
dents, it is still the least manipulable mechanism.

Second, we consider the school choice problem (Abdulkadiroğlu and Sönmez
(2003)) where students are the only strategic agents and also face ranking constraints.
Historically, many school choice systems have used the constrained immediate ac-
ceptance (Boston) mechanism, but over time shifted toward the constrained student-
proposing GS mechanisms and relaxing the constraint. We demonstrate that the
number of manipulating students (Theorem 2) weakly decreased as a result of these
changes.

Related literature

The seminal approach by Pathak and Sönmez (2013) compares mechanisms by the set
inclusion of the problems with no manipulating agent.2,3 This approach considers one
mechanism less manipulable than another if the former has a larger domain—by the
inclusion of the problems where there is no manipulating agent—than the latter. This
approach ignores the number of manipulating agents and regards two mechanisms as
equal in manipulation at a problem where, for example, one mechanism has one manip-
ulating agent and the other has numerous manipulating agents. Nonetheless, it became
the state-of-art method for comparing manipulable matching mechanisms (Chen and
Kesten (2017), Dur, Pathak, Song, and Sönmez (2022), Umut (2019), Dur, Hammond, and
Morrill (2019)). In contrast, the counting approach is quantitative and enables subtle
distinction of mechanisms in problems where they are manipulable. We will show that
counting is useful in distinguishing stable matching mechanisms in two-sided match-
ing, while the approach by Pathak and Sönmez (2013) cannot distinguish them (Propo-
sition 1). However, for the school choice problem, both approaches have been able to
similarly compare all manipulable mechanisms studied.

The paper that first formalizes the idea of counting manipulating agents in mecha-
nism design is Andersson, Ehlers, and Svensson (2014a). They study the problem of allo-
cating indivisible objects and money to agents, and compare fair and budget-balanced
mechanisms by counting manipulating agents. The criterion has long been used in mar-
ket design, but without a systematic theoretical treatment. For example, in studying in-
centives in the medical labor market, Roth and Peranson (1999) count the number of

2They also introduced two other approaches: the approach comparing mechanisms by the inclusion of
manipulating agents and the approach comparing mechanisms based on the magnitude of gain from a
manipulation.

3The social choice literature has suggested many other methods to compare manipulable mechanisms.
For example, voting rules can be compared by counting the manipulable instances in the entire domain
(Kelly (1993), Aleskerov and Kurbanov (1999)), by finding the domains where some rules become strategy-
proof while others do not (Moulin (1980)), and by set inclusion of preference relations that admit dominant
strategies (Arribillaga and Massó (2016)).
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medical students who could have benefited from truncating their rankings (and sepa-
rately the number of hospitals that could have benefited from reducing their capacities)
and used it as a measure of the potential for manipulations. In experiments, this crite-
rion is also used (see the surveys by Chen (2008) and by Hakimov and Kübler (2021)).
Kojima and Pathak (2009) and Kojima, Pathak, and Roth (2013) study incentives in large
markets by measuring the proportion of manipulating agents and their results support
the student-proposing GS mechanism.

Three papers subsequent to Pathak and Sönmez (2013) compared the constrained
Boston and constrained GS mechanisms. Bonkoungou and Nesterov (2021a) used a
criterion called strategic accessibility, and Decerf and Van der Linden (2021) used the
notion of dominant preference inclusion introduced by Arribillaga and Massó (2016).
These criteria and counting are logically independent. Independently from us, Imamura
and Tomoeda (2022) also used the criteria of counting to compare these mechanisms,
but their comparison between the constrained Boston and the constrained student-
proposing GS is proven in the one-to-one setting.

Chen, Egesdal, Pycia, and Yenmez (2016) define a notion of manipulability that com-
pares the set of outcomes that each agent can obtain via manipulations and show that
manipulability comparisons of stable matching mechanisms are equivalent to prefer-
ence comparisons. Since the preferences of agents on the two sides over stable match-
ings are opposed, stable matching mechanisms are not comparable for all agents. An-
dersson, Ehlers, and Svensson (2014b) also define a manipulability notion that com-
pares each agent’s maximal gain from manipulation, and find least manipulable budget-
balanced and envy-free mechanisms.

The rest of the paper is structured as follows. In Section 2, we introduce the general
framework. In Section 3, we present our results. We present all proofs in the Appendix.

2. General framework

We consider the two-sided matching problem (Gale and Shapley (1962)). It consists of
the following elements:

• a finite set I of students

• a finite set S of schools

• a profile P = (Pi )∈I∪S of preference relations for each student and each school

• a vector q = (qs )s∈S of capacities for each school.

The profile P is defined as follows. Being unmatched is denoted by ∅. For each student i,
Pi is a strict preference relation over the set S∪ {∅} of schools and remaining unmatched.
Then s Pi ∅ means that school s is acceptable to student i. Let Ri denote the “at least as
good as” relation associated with Pi.4 For each school s, Ps is a strict preference relation
over 2I ∪ {∅}, where 2I is the set of all nonempty subsets of students and ∅ is the option
of being unmatched. Let Rs denote the “at least as good as” relation associated with Ps.

4For each s, s′ ∈ S ∪ {∅}, s Ri s
′ if and only if s Pi s

′ or s = s′.
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In particular, Ps induces a strict linear ordering over individual students that we denote
by �s, i.e., i �s j if and only if {i} Ps {j}. We assume that the preference relation Ps over
groups of students is responsive to �s , meaning that (1) admitting any acceptable stu-
dent when there is an empty seat is better than leaving the seat unfilled and (2) replacing
any student with a more preferred student leads to a better student body. Formally, the
preference relation Ps of school s over groups of students is responsive (Roth (1985)) if
(1) for each each N ∈ 2I such that |N|< qs and each i /∈N , we have N ∪ {i} Ps N ⇔ i �s ∅,
and (2) for each N ∈ 2I and each i, j /∈N , we have N ∪ {i} Ps N ∪ {j} ⇔ i �s j.

Given an agent v ∈ I ∪ S, let P−v denote the preference profile of agents other than
v. Given a school s, let q−s denote the capacity vector of schools other than s. The tuple
(I, S, P , q) is a college admissions problem, or simply a problem. We keep the sets I and
S fixed, and simply denote a problem by (P , q).

A matching is a function μ : I → S ∪ {∅} mapping the set of students to the set of
schools as well as the unmatched option such that no school is assigned to more stu-
dents than it has seats for, that is, for each school s, |μ−1(s)| ≤ qs. The student i finds
matching μ at least as good as matching μ′ if and only if μ(i) Ri μ

′(i). The school s finds
matching μ at least as good as matching μ′ if and only if μ−1(s) Rs μ

′−1(s). A mech-
anism ϕ is a function that maps each problem to a matching. If ϕ(P , q) = μ for a
problem (P , q), then we denote by ϕi(P , q) = μ(i) the assignment of student i and by
ϕs(P , q) = μ−1(s) the set of students assigned to school s. We introduce two useful defi-
nitions.

Definition 1 (Manipulation via preferences and capacities). (I) We say that student i
is a manipulating student of mechanism ϕ at (P , q) if there is P̂i such that

ϕi(P̂i, P−i, q) Pi ϕi(P , q).

(II) We say that school s is a manipulating school of mechanism ϕ at (P , q) if there is
(P̂s , q̂s ) such that q̂s ≤ qs and

ϕs
(
P̂s, P−s , (q̂s , q−s )

)
Ps ϕs(P , q).

(III) We say that school s is a manipulating school via capacities under mechanism ϕ

at problem (P , q)—and a manipulating school—if there is q̂s < qs such that

ϕs
(
P , (q̂s , q−s )

)
Ps ϕs(P , q).

(IV) We say that mechanism ϕ is manipulable at (P , q) if there is a manipulating agent
of ϕ at (P , q).

We model ranking constraints where students cannot list all schools. There is a max-
imum number k ∈ {1, � � � , |S|} of schools that each student can list. For each student i,
the truncation after the kth acceptable school (if any) of Pi with x acceptable schools
is the preference relation Pk

i with min(x, k) acceptable schools such that all schools are
ordered as in Pi.
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Definition 2. Let k ∈ {1, � � � , |S|}. The constrained version ϕk of the mechanism ϕ as-
signs to each problem (P , q) the matching ϕk(P , q) = ϕ(Pk

I , PS , q), where Pk
I is the pro-

file of truncated preferences after the kth acceptable school.

A mechanism ϕ is constrained stable if for each problem (P , q), ϕ(P , q) is stable un-
der (Pk, q).

3. Results

We first present our results for the college admissions problem where agents on both
sides are strategic. We next present our results for the school choice problem where
students are strategic but schools are not.

3.1 College admissions

3.1.1 Model and results We consider the college admissions problem (Gale and Shap-
ley (1962)) where students as well as schools are strategic. Students can misreport their
preferences, but schools may misreport their preferences or their capacities. The follow-
ing notion of stability turns out to be important for the design of such a market. A match-
ing μ is stable at the problem (P , q) if (1) it is individually rational—every student is as-
signed to an acceptable school and every school is assigned to acceptable students—and
(2) it is not blocked—no student prefers a school that has an empty seat or has admitted
a less preferred student. That is, we have the following situations:

• Matching μ is individually rational at (P , q): for each s ∈ S and each i ∈ μ−1(s), we
have s Pi ∅ and i �s ∅.

• Matching μ is not blocked at (P , q): there exists no school s and student i /∈ μ−1(s)
such that s Pi μ(i) and either [|μ−1(s)| < qs and i �s ∅] or [i �s j for some j ∈ μ−1(s)].

A mechanism ϕ is stable if for each problem (P , q), its outcome ϕ(P , q) is stable
at (P , q). Gale and Shapley (1962) show that for any problem, there exists a stable
matching. The set of stable matchings has a lattice structure such that there is an el-
ement, called student-optimal stable matching, where, for each student, it is at least
as good as any other stable matching. Gale and Shapley (1962) develop an algorithm
called student-proposing deferred acceptance for producing the student-optimal sta-
ble matching. We denote this mechanism as GS. Similarly, for each problem, there is a
school-optimal stable matching that can be obtained by applying the school-proposing
deferred acceptance algorithm.

Stable matching mechanisms are subject to various kinds of manipulations by both
students and schools. Every stable matching mechanism is manipulable by students
and schools. Interestingly, the student-proposing GS mechanism is not manipulable by
students (Dubins and Freedman (1981), Roth (1982)), while any stable matching mech-
anism is manipulable by schools (see, e.g., Sönmez (1997)). The school-proposing GS
mechanism is manipulable by both students and schools. These results constitute the
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standard argument supporting the student-proposing GS: since schools can manipu-
late any stable mechanism, let us remove all manipulations by students. At the same
time, the student-proposing GS mechanism has weakly more manipulating schools
than any other stable matching mechanism (Pathak and Sönmez (2013)) and it is un-
clear how to resolve this trade-off. In the following proposition, we show that the ap-
proach by Pathak and Sönmez (2013) about comparing mechanisms by the inclusion
of problems with no manipulating agent cannot distinguish stable matching mecha-
nisms.

Proposition 1. Consider the two-sided matching problem and suppose that schools can
misreport their preferences. Let ϕ and φ be two stable matching mechanisms. For any
problem, either ϕ and φ are both manipulable or neither is manipulable.

All stable matching mechanisms are manipulable via preferences on the same do-
main of problems. One of the approaches that can differentiate stable matching
mechanisms in this domain is counting the number of manipulating agents. The
approach is still useful in differentiating them when there are ranking constraints.
Note that with ranking constraints, the standard argument above cannot guide the
choice because these constraints make the student-proposing GS manipulable by stu-
dents.5, 6 Constrained mechanisms are very common. The reasons behind these con-
straints are not yet fully understood, but they appear to be crucial for practition-
ers.

Theorem 1. Let k≥ 2 and let ϕ be a stable matching mechanism. Suppose that students
can only rank up to k schools.

(i) Suppose that schools can misreport their preferences. Then the constrained
student-proposing GS mechanism GSk has fewer or an equal number of manip-
ulating agents compared to the constrained stable matching mechanism ϕk.

(ii) Suppose that schools can only misreport their capacities. Then the constrained
student-proposing GS mechanism GSk has fewer or an equal number of manip-
ulating agents compared to the constrained stable matching mechanism ϕk.

3.1.2 Discussion In Table 1, we illustrate practical design decisions that the above the-
orem explains. The NRMP and the New York City high school match are examples. In
the New York City high school match, in particular, students face ranking constraints
and schools can only misreport their capacities since their rankings of students were
determined by students’ place of residence or whether they have siblings attending the
school. (Abdulkadiroğlu, Pathak, Roth, and Sönmez (2005)).

The intuition behind the result is as follows. First, we show that for any problem
(P , q), manipulating students of the constrained student-proposing GS are unmatched

5Every sensible constrained mechanism is manipulable by students; see Proposition 2 in Bonkoungou
and Nesterov (2021b).

6Note that if the constraint k is larger than the number of schools, then we are dealing with uncon-
strained mechanisms, and we compare all stable matching mechanisms.
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at the matching GSk(P , q). The rural hospital theorem (Roth (1986)) implies that these
students are also unmatched at the constrained stable matching ϕk(P , q). The main part
of the argument is to show that they are also manipulating students of the constrained
stable matching mechanism ϕk at (P , q). The reason is that the strategy for manipulat-
ing the constrained student-proposing GS mechanism GSk can be replicated to consti-
tute a manipulating strategy of ϕk—again due to the rural hospital theorem. There-
fore, every (unmatched) manipulating student of the constrained student-proposing
GS mechanism is also an unmatched manipulating student of any constrained stable
matching mechanism. Thus, we essentially need to prove the result for unconstrained
mechanisms.

The intuition for why the unconstrained student-proposing GS has fewer manipu-
lating agents compared to any stable matching mechanism is that students and schools
have opposing interests over stable matching mechanisms. To see this, consider a prob-
lem (P , q) and let ϕ be a stable matching mechanism. Note that every school finds
ϕ(P , q) at least as good as GS(P , q). By implementing the matching ϕ(P , q) instead
of GS(P , q), some schools receiving their more preferred stable matching do not have
any interest in misreporting their preferences or capacities. These schools are matched
with different students between these two stable matchings. The rural hospital theo-
rem (Roth (1986)) implies that each such school has filled all its seats under any stable
matching. Therefore, some students were matched with this school under GS(P , q), but
are matched to different schools under ϕ(P , q). Because GS(P , q) is the student-optimal
stable matching, these students are worse off under ϕ(P , q) compared to GS(P , q). Fi-
nally, these students are manipulating agents of ϕ at (P , q), as each of them can truncate
their preferences and get the same school as under GS(P , q).

Note that only schools that have filled all their seats can manipulate the student-
proposing GS mechanism via capacities (Ehlers (2010)). However, the proof is similar.

One of the implications of the theorem is that in a marriage market (where each
school has one seat), the optimal stable matching mechanisms have the same number
of manipulating agents.

Corollary 1. Consider the marriage market where every school has one seat. For any
problem, the student-proposing and the school-proposing GS mechanisms have the same
number of manipulating agents.

Finally, when the problem has a unique stable matching, the notion is still use-
ful. Roth and Peranson (1999) observed that, in the NRMP, the core tends to be rela-
tively small. This core “convergence” can be explained by the large size of the market,
competition, and interview requirements that restrict the number of hospitals students
can rank (Roth and Peranson (1999), Kojima and Pathak (2009), Ashlagi, Kanoria, and
Leshno (2017)). When there is a unique stable matching, students cannot manipulate,
but schools can still manipulate via preferences as well as via capacities (Ehlers (2010)).

3.2 School choice



974 Bonkoungou and Nesterov Theoretical Economics 18 (2023)

3.2.1 Model and results We consider the school choice problem (Abdulkadiroğlu and
Sönmez (2003)) where students are strategic with respect to reporting their prefer-
ences but not schools. That is, each school reports its priorities and capacities truth-
fully. In contrast to the college admissions problem above, we assume that each stu-
dent is acceptable to each school. That is, for each student i and each school s,
i �s ∅.

In their seminal paper, Abdulkadiroğlu and Sönmez (2003) describe a matching pro-
cedure that was used in Boston and is still used in many places around the world. The
mechanism is called the Boston mechanism. It is also called an immediate acceptance
mechanism to highlight the difference from the “deferred” acceptance of the GS mech-
anism. Broadly, students apply to acceptable schools one at a time in decreasing order
of preferences. Schools immediately accept the highest priority applicants and reduce
their capacities accordingly. This mechanism is individually rational but does not always
produce a stable matching. Worse, it is manipulable.

In recent years, strategic concerns have motivated many school districts to reform
their admissions systems (Pathak and Sönmez (2013)). Some school districts replaced
the Boston mechanism with the student-proposing GS mechanism but maintained the
ranking constraints, other reforms allowed students to apply to more schools, and some
reforms did both. None of these reforms eliminated manipulation, but, as we show next,
they reduced the number of manipulating agents.

Theorem 2. Let k> � ≥ 1. Then, for any problem, the following statements are true.

(i) The constrained GS mechanism GSk has fewer or an equal number of manipulat-
ing students compared to the constrained Boston mechanism Bostonk.

(ii) The constrained GS mechanism GSk has fewer or an equal number of manipulat-
ing students compared to the constrained GS mechanism GS�.

(iii) The constrained GS mechanism GSk has fewer or an equal number of manipulat-
ing students compared to the constrained Boston mechanism Boston�.

3.2.2 Discussion In Table 1, we document reforms that Theorem 2 explains. State-
ment (iii) is a straightforward corollary of the first two statements. Statements (i) and
(ii) require a strong argument each. The main and novel part of the proof of state-
ment (i) is to construct a one-to-one function between manipulating students of GSk

and a subset of manipulating students of Bostonk. Replacing the manipulable Boston
mechanism with the non-manipulable student-proposing GS is an obvious improve-
ment. However, for constrained mechanisms, the comparison is not straightforward
because there may be some students who cannot manipulate the constrained Boston
mechanism, but can manipulate the constrained GS. To see this, consider the following
example.

Example 1. There are five students i1, i2, � � � , i5 and five schools s1, s2, � � � , s5. Let (P , q)
be a problem such that each school has one seat and the remaining components are
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specified as

Pi1 Pi2 Pi3 Pi4 Pi5 �s1 �s2 �s3 �s4 �s5

s1 s1 s2 s3 s3 i4 i5 i2
...

...
s2 s2 s3 s1 s1 i1 i1 i3
s3 s3 s4 s2 s2 i2 i2 i5
... ∅ ∅ ∅ ∅ ... i3 i4

Consider replacing Boston2 with GS2. The outcome of Boston2 is

Boston2(P , q) =
(
i1 i2 i3 i4 i5
s1 ∅ s2 ∅ s3

)
.

Students i2 and i4 are manipulating students: i2 could benefit by top-ranking s2 and
being matched to it, while i4 could benefit by top-ranking s1 and being matched to it.
Each of the remaining students received her most preferred school and, thus, cannot
manipulate Boston2 at (P , q). But under GS2, student i5 becomes a manipulating stu-
dent. To see this, consider the outcome of GS2:

GS2(P , q) =
(
i1 i2 i3 i4 i5
s2 ∅ s3 s1 ∅

)
.

Student i5 is unmatched. However, she is the highest priority student at s2. If she
top-ranks s2 (or even ranks it second), then she is matched to it under the new problem:
GS2

i5 (Ps2
i5

, P−i5 , q) = s2. Therefore, i5 is a manipulating student of GS2, but not Boston2.

Note that student i2 is also a manipulating student of GS2 at (P , q). ♦

Recall, that Boston2 has two manipulating students, i2 and i4, and GS2 has two ma-
nipulating students, i2 and i5. In the proof, we show that if a manipulating student of
Bostonk is unmatched under GSk, which is the case for student i2, then this student
remains a manipulating student of GSk. Let us focus on i4 and i5. We show that by re-
placing Boston2 with GS2, student i4’s and i5’s incentives to manipulate are changed cor-
respondingly. Note that under Boston2(P , q), student i5 is matched to school s3, which
was assigned to student i3 under GS2(P , q). Student i3 is matched to school s2, which
was assigned to student i1 under GS2(P , q). Finally, student i1 is matched to school s1,
which was assigned to student i4 under GS2(P , q) and student i4 is unmatched. We draw
a sequence of these links as

i5
s3−→ i3

s2−→ i1
s1−→ i4,

where every student is pointing at the student who was assigned under GS2(P , q) to the
school that she is assigned to under Boston2(P , q). The last student, i4, is not assigned
under Boston2(P , q) to any school that was assigned under GS2(P , q) to any student
and, thus, does not point at any student. Student i4 is a manipulating student of Boston2

at (P , q). Thus, the number of manipulating students of GS2 is not greater than the
number of manipulating students of Boston2.
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Figure 1. Relation between manipulating students of GSk and Bostonk.

The steps of the proof involve showing the following points:

• Each manipulating student of GS2 at (P , q) who is unmatched under Boston2(P , q)
is also a manipulating student of Boston2 at (P , q).

• Starting from each manipulating student of GS2 at (P , q) who is matched under
Boston2(P , q), the pointing sequence ends at a manipulating student of Boston2 at
(P , q).

• Two distinct sequences lead to distinct manipulating students of Boston2 at (P , q).

More generally, the function in question is constructed as follows (see Figure 1). The
set of manipulating students of GSk is partitioned into those who are matched under
Bostonk, M , and those who are unmatched under Bostonk, M∅. Our function returns
each student in M∅ to herself via an identity relation Id and each student in M (initiator
of a sequence) to the student closing this sequence via a relation h. The set of manipu-
lating students of Bostonk includes M∅ ∪ h(M ) and possibly others.

For statement (ii), the main and novel part of the proof involves the construction of
intermediary mechanisms, in which the constraint changes for only one student. For
each subset N of students, we construct a mechanism GSN that assigns to each prob-
lem (P , q) the matching GS(P�

N , Pk
I\N , PS , q). That is, the constraint � applies to stu-

dents in N , while the constraint k applies to the remaining students. Thus, GS∅ = GSk

and GSI = GS�. For each problem (P , q), we count and compare the number of manip-
ulating students of GS∅, GS{i}, � � �, GSI at (P , q). The following examples illustrate the
comparison.

Example 2. Consider the problem (P , q) in Example 1 and let GS1 be replaced by GS2.
The outcome of GS1 at the problem (P , q) is

GS1(P , q) =
(
i1 i2 i3 i4 i5
s1 ∅ s2 ∅ s3

)
.
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Student i5 received her most preferred school, s3, and, thus, cannot manipulate GS1

at (P , q). But, as we saw in Example 1, student i5 can manipulate GS2 at (P , q). ♦

The point of this example is to show that by extending the constraint in the student-
proposing GS mechanism, some students may become manipulating students and,
thus, there is no inclusion order relation. However, as the following example illustrates,
the number of manipulating students does not increase.

Example 3. Consider the same problem as in Example 1. At problem (P , q), we com-
pare the number of manipulating students of GS∅ = GS2, where all students have an
extended constraint k = 2, and GS{i1} = GS(P1

i1
, P2

−i1
), where student i1 has a smaller

constraint �= 1.
Student i1 is unmatched at the matching

GS{i1}(P , q) =
(
i1 i2 i3 i4 i5
∅ s2 s3 s1 ∅

)
.

Student i2 is matched at GS{i1}(P , q) and, thus, is not a manipulating student of GS{i1} at
(P , q). However, she was a manipulating student of GS2 at (P , q).

Student i1 is a manipulating student of GS{i1} at (P , q). Indeed, if she misreports her
preferences by ranking school s2 first, she will be matched to it:

GS{i1}(Ps2
i1

, P−i1 , q
) =

(
i1 i2 i3 i4 i5
s2 ∅ s3 s1 ∅

)
.

Student i5 also remains unmatched under GS{i1}(P , q) and is a manipulating student of
GS{i1} at (P , q). To sum up, there are two manipulating students, i2 and i5, of GS2 at
(P , q). One student, i2, is no longer a manipulating student of GS{i1} at (P , q). However,
one new manipulating student, i1, of GS{i1} at (P , q) appears. Thus, when we replace
GS2 by GS{i1}, the number of manipulating students in the example does not decrease.

♦

To prove the theorem, we first prove that for each proper subset N of students and
each i /∈ N , there are weakly more manipulating students of GSN∪{i} at (P , q) compared
to GSN . The most difficult steps involve showing the following situations.

• There is at most one student j, who is a manipulating student of GSN at (P , q) and
who is not a manipulating student of GSN∪{i} at (P , q), and, if such student j exists,
then the following situation holds:

• Student i is a manipulating student of GSN∪{i}, but not a manipulating student of
GSN at (P , q), thereby “compensating” for the removal of the manipulating stu-
dent j.

We conclude that there are weakly more manipulating students of GS{i1} at (P , q) com-
pared to GS∅. Similarly, there are weakly more manipulating students of GS{i1,i2} at (P , q)
compared to GS{i1}. By a repeated application of this argument, there are weakly more
manipulating students of GSI = GS� at (P , q) compared to GS∅ = GSk.



978 Bonkoungou and Nesterov Theoretical Economics 18 (2023)

Appendix

We need the following result that is very much used in this paper. The stable set has
an interesting property called the rural hospital theorem. It says that (i) each agent is
matched with the same number of partners across all stable matchings and (ii) every
agent that is not matched or has unfilled seats is matched to the same set of partners
across all stable matchings.

Lemma 1 (Rural hospital theorem (Roth (1986))). Suppose that schools have responsive
preferences. Let (P , q) be a problem, and let ν and μ be two stable matchings.

(i) Each agent is matched with the same number of partners under ν and μ.

(ii) Suppose that for some school s, |μ−1(s)| < qs. Then μ−1(s) = ν−1(s).

Proof of Proposition 1. We show that for any problem where there is more than one
stable matching, any stable matching mechanism is manipulable. For any problem
where there is one stable matching, stable matching mechanisms have the same set of
manipulating agents. Thus, stable matching mechanisms are (non-)manipulable on the
same set of problems. Let (P , q) be a problem.

Case 1: There is more than one stable matching. Let ϕ be a stable matching mecha-
nism and let μ = ϕ(P , q). Since there is more than one stable matching, there is a stable
matching ν �= μ. We consider two subcases.

Case 1.1: There is a student i such that ν(i) Pi μ(i). Since μ is individually rational,
ν(i) ∈ S. Let s = ν(i) and let Ps

i be a preference relation where school s is acceptable and
every other school is unacceptable. Clearly, the matching ν is stable under (Ps

i , P−i, q).
This is because if it is blocked under (Ps

i , P−i, q), it is also blocked under (P , q). By
Lemma 1(i), student i is matched with the same number of partners across all stable
matchings. Thus, she is matched under ϕ(Ps

i , P−i, q). Since ϕ is individually rational and
no school other than s is acceptable under Ps

i , ϕi(Ps
i , P−i, q) = s. Since s = ν(i) Pi μ(i),

student i is a manipulating agent of ϕ at (P , q). Therefore, ϕ is manipulable at (P , q).
Case 1.2: For any student i, μ(i) Ri ν(i). Since μ �= ν, there is a student i such

that μ(i) Pi ν(i). Since ν is individually rational, μ(i) ∈ S. Let s = μ(i). Since ν(i) �= s,
we have μ−1(s) �= ν−1(s). First, by Lemma 1(ii), |ν−1(s)| = |μ−1(s)| = qs. Second, we
claim that ν−1(s) Ps μ

−1(s). Suppose, on the contrary, that μ−1(s) Ps ν
−1(s). By Roth

and Oliveira Sotomayor (1990), Theorem 5.27, for each student k ∈ μ−1(s) and each
j ∈ ν−1(s) \ μ−1(s), we have k �s j. By Lemma 1(i), school s is matched with the same
number of students under μ and ν. Since μ(i) = s and ν(i) �= s, there is j ∈ ν−1(s)\μ−1(s).
Thus, i �s j. Then the matching ν is blocked. This conclusion contracts the stability of ν
at (P , q). Let P ′

s be a preference relation of school s where ν−1(s) is the set of acceptable
students and no other student is acceptable. We can follow the same argument as above
to show that ϕs(P ′

s , P−s, q) = ν−1(s). Thus, school s is a manipulating agent of ϕ at (P , q).
Therefore, ϕ is manipulable at (P , q).

Case 2: There is one stable matching μ. Let ϕ and φ be two stable matchings.
By Kojima and Pathak (2009), we focus on preference misreports. Suppose that v

is a manipulating agent of ϕ at (P , q). There is a preference relation P ′
v such that
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ϕv(P ′
v, P−v, q) Pv ϕv(P , q). Similarly, we construct a preference relation P ′′

v and show
that φ(P ′′

v , P−v, q) = ϕ(P ′
v, P−v, q). Since φ(P , q) = ϕ(P , q), agent v is also a manipulat-

ing agent of φ at (P , q).

We prove the following lemmas and use them in the proof of Theorem 1 below.

Lemma 2. Let (P , q) be a problem. Suppose that schools can misreport their preferences
and capacities or only their capacities. Let ϕ be a stable mechanism. Let M2 be the sub-
set of schools that can manipulate GS but not ϕ at (P , q). Then for each school s ∈ M2,
ϕs(P , q) �= GS(P , q).

Proof. The proof is different depending on whether schools can misreport their pref-
erences or capacities or only their capacities.

Case 1: Schools can misreport their preferences and their capacities. Let s ∈ M2. We
prove it by contradiction. Suppose that GSs(P , q) = ϕs(P , q). Because s is a manipulat-
ing school of GS at (P , q), there is (P ′

s , q′
s ) such that q′

s ≤ qs and

GSs
(
P ′
s , P−s , q′

s, q−s
)
Ps GSs(P , q). (1)

Kojima and Pathak (2009, Lemma 1) show that the following manipulation strategy,
called dropping strategy, is exhaustive in any stable matching mechanism; in the sense
that it can be used to improve upon, according to the true preferences, the outcome of
any manipulation, a dropping strategy is any strategy that declares a subset of accept-
able students as not acceptable, but keeps the remaining acceptable students ranked as
in the original strategy. In particular, they constructed a dropping strategy Pd

s such that
the acceptable students is the set of students in GSs(P ′

s , P−s , q′
s, q−s ) who are acceptable

under Ps. By Kojima and Pathak (2009, Lemma 1), we have

GSs
(
Pd
s , P−s , q

)
Rs GSs

(
P ′
s , P−s, q′

s , q−s
)
. (2)

Lemma 1(i) implies that school s is matched with the same number of students under
both GSs(Pd

s , P−s , q) and ϕ(Pd
s , P−s , q). Since |GSs(P ′

s , P−s , q′
s, q−s )| ≤ q′

s ≤ qs, there are
less than qs or an equal number of acceptable students under Pd

s . Therefore, since ϕ and
GS are individually rational, they match s to the same set of students,

ϕs
(
Pd
s , P−s , q

) = GSs
(
Pd
s , P−s , q

)
. (3)

By (2) and (3), we have ϕ(Pd
s , P−s , q) Rs GSs(P ′

s , P−s , q′
s, q−s ). Now, because the prefer-

ence relation Ps is transitive, this equation and (1) imply that ϕs(Pd
s , P−s, q) Ps GSs(P , q).

Finally, because GSs(P , q) = ϕs(P , q) by assumption, we have

ϕs
(
Pd
s , P−s , q

)
Ps ϕs(P , q).

This equation means that school s is a manipulating agent of ϕ at (P , q) and, thus, con-
tradicts our assumption that school s is not a manipulating agent of ϕ at (P , q). There-
fore, GSs(P , q) �= ϕs(P , q).
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Case 2: Schools can only misreport their capacities. Let s ∈ M2. We also prove it by
contradiction. Suppose that ϕs(P , q) = GSs(P , q). Because school s is a manipulating
agent of GS at (P , q), then there is q′

s < qs such that

GSs
(
P , q′

s , q−s
)
Ps GSs(P , q). (4)

Because GS(P , q′
s , q−s ) is the school-pessimal stable matching at (P , q′

s , q−s ), we have

ϕs
(
P , q′

s , q−s
)
Rs GSs

(
P , q′

s , q−s
)
. (5)

Since Rs is transitive, (4) and (5), and the fact that ϕs(P , q) = GSs(P , q) imply that

ϕs
(
P , q′

s , q−s
)
Ps ϕs(P , q).

This equation contradicts the assumption that school s is not a manipulating agent (via
capacities) of ϕ at (P , q). Therefore, ϕs(P , q) �= GSs(P , q).

To proceed to the next lemma we first define intermediary mechanisms. Note that
under GS� the ranking constraint is the same for all students, as well as under GSk. We
define intermediate mechanisms where the constraint is � for some students and k for
the remaining students. Let N ⊆ I be a subset of students. We define the mechanism
GSN that assigns to each problem (P , q) the matching

GSN (P , q) = GS
(
P�
N , Pk

−N , PS , q
)
.

This is the mechanism where the constraint is � for students in N and the constraint is
k for students in I \N . Then GSk = GS∅ and GS� = GSI .

We now establish that manipulating students are unmatched and any manipulating
strategy can be replicated via top-ranking schools.

Lemma 3. Let (P , q) be a problem, i ∈ I, and s ∈ S.

(i) Suppose that student i is a manipulating student of GSN at (P , q). Then she is
unmatched under GSN (P , q).

(ii) Suppose that GSN
i (P , q) = s and let Ps

i be a preference relation where i has ranked
only school s acceptable. Then GSN

i (Ps
i , P−i, q) = s.

Proof. We prove (i) by contradiction. Suppose that there is a student i and a school s
such that GSN

i (P , q) = s, and there is a preference relation P ′
i such that

GSN
i

(
P ′
i , P−i, q

)
Pi GSN

i (P , q).

Because GSN is individually rational, there is a school s′ such that GSN
i (P ′

i , P−i, q) = s′.
Let P̂ = (P�

N , Pk
−N , PS ). Then, by definition, GSN (P , q) = GS(P̂ , q). Suppose that i ∈ N .

Then schools s and s′ are among the top � acceptable schools under Pi. Thus, s′ P�
i s and

s′ = GSi

(
P ′�
i , P̂−i, q

)
P�
i GSi

(
P�
i , P̂−i, q

) = s.
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This means that student i can manipulate GS at P̂ , contradicting the fact that GS is not
manipulable.

Suppose that i /∈ N . The proof is the same. Schools s and s′ are among the top k

schools at Pi; thus, s′Pis. We have

s′ = GSi

(
P ′k
i , P̂−i, q

)
Pk
i GSi

(
Pk
i , P̂−i, q

) = s

and GS is manipulable at P̂ , which is a contradiction.
To prove (ii), let P̂ = (P�

N , Pk
−N , PS ). Then GSi(P̂ , q) = s. As shown by Roth (1982),

GSi(P̂ , q) = s implies that GSi(Ps
i , P̂−i, q) = s. Since k > � ≥ 1, the truncation of Ps

i at k
or � is nothing but Ps

i . Thus, GSN
i (Ps

i , P−i, q) = s.

Proof of Theorem 1. The proof has three steps. Let M1 denote the set of manipulat-
ing students of GSk and let M2 denote the set of manipulating schools of GSk at (P , q).

Step 1: Every student in M1 is a manipulating student of ϕk at (P , q). Let i ∈ M1. By
Lemma 3, student i is unmatched under GSk(P , q) and there is an acceptable school s
under Pi such that GSk

i (Ps
i , P−i, q) = s, where school s is the only acceptable school un-

der Ps
i . Recall that GS(Pk

I , PS , q) is stable at (Pk
I , PS , q). By Lemma 1, student i is also un-

matched under ϕk
i (P , q) = ϕ(Pk

I , PS , q). That is, ϕk
i (P , q) = ∅. Since student i is matched

under GSk
i (Ps

i , P−i, q) = s, then by Lemma 1, she is also matched under ϕk
i (Ps

i , P−i, q).
Since ϕk is individually rational and s is the only acceptable school under Ps

i , we have
ϕk
i (Ps

i , P−i, q) = s. Since school s is acceptable under Pi, we have

s = ϕk
i

(
Ps
i , P−i, q

)
Pi ϕ

k
i (P , q) = ∅.

Therefore, i is a manipulating student of ϕ at (P , q).
To formulate the second step of the proof we need more notation. Divide the set

of manipulating schools M2 into M̄2—the subset of schools that are also manipulat-
ing schools of ϕk at (P , q)—and M̂2—the subset of schools that are not manipulating
schools of ϕk at (P , q). Then M2 = M̄2 ∪ M̂2 and M̄2 ∩ M̂2 = ∅.

Step 2: For every school s ∈ M̂2, there is a subset I(s) of manipulating students of
ϕk at (P , q) such that no student in I(s) is in M1. Consider the problem (Pk

I , PS , q). By
Lemma 2, for each school s ∈ M̂2, we have ϕs(Pk

I , PS , q) �= GSs(Pk
I , PS , q). By Lemma 1,

|GSs(Pk
I , PS , q)| = qs. Let I(s) = ϕs(Pk

I , PS , q)\GSs(Pk
I , PS , q). Then I(s) �= ∅. Let i ∈ I(s).

We claim that i is a manipulating student of ϕk at (P , q). Because student i is matched
under ϕ(Pk

I , PS , q), then Lemma 1 implies that she is also matched at any stable match-
ing. Thus, GSi(Pk

I , PS , q) = s′ for some school s′. Because GS(Pk
I , PS , q) is the student-

optimal stable matching under (Pk, PS , q), we have

s′ = GSi

(
Pk
I , PS , q

)
Pk
i ϕi

(
Pk
I , PS , q

) = s. (6)

Therefore, s′ Pi s. Let Ps′
i be a preference relation where school s′ is the only acceptable

school for student i. As shown by Roth (1982), GSi(Ps′
i , Pk

I\{i}, PS , q) = s′. Since student i
is matched at a stable matching, Lemma 1 implies that she is also matched at any stable
matching and, in particular, under ϕ(Ps′

i , Pk
I\{i}, PS , q). Since ϕ is individually rational
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and s′ is the only acceptable school under Ps′
i , then ϕi(Ps′

i , Pk
I\{i}, PS , q) = s′. Note now

that because k ≥ 1, ϕi(Ps′
i , Pk

I\{i}, PS , q) = ϕk
i (Ps′

i , P−i, q). This equation and (6) imply
that

s′ = ϕk
i

(
Ps′
i , P−i, q

)
Pi ϕ

k
i (P , q) = s. (7)

This means that student i is a manipulating student of ϕk at (P , q).
Finally, we show that no student in I(s) is in M1; that is, no student in I(s) is a

manipulating student of GSk at (P , q). Let i ∈ I(s). Because student i is matched un-
der ϕ(Pk

I , PS , q), at a stable matching, Lemma 1 implies that she is also matched under
GS(Pk

I , PS , q). By Lemma 3, student i is not a manipulating student of GSk at (P , q) and,
thus, i /∈M1.

Step 3: The mechanism ϕk has weakly more manipulating agents than GSk at
(P , q). First, for each s, s′ ∈ M̂2 such that s �= s′, we show I(s) ∩ I(s′ ) = ∅. Let i ∈
I(s) = ϕs(Pk

I , PS , q) \ GSs(Pk
I , PS , q) and j ∈ I(s′ ) = ϕs′(Pk

I , PS , q) \ GSs′(Pk
I , PS , q). Since

ϕ(Pk
I , PS , q) is a matching and s �= s′, then we have i �= j. That is, I(s) ∩ I(s′ ) = ∅. Second,

because for each school s ∈ M̂2, |I(s)| ≥ 1, we have

|M1|+|M̄2|+
∑
s∈M̂2

|I(s)|≥ |M1|+|M̄2|+|M̂2|≥ |M1|+|M2|.

That is, ϕk has weakly more manipulating agents than GSk at (P , q).

Proof of Theorem 2. Statement (i). We divide the proof into two parts. In the first
part, we show that every manipulating student of the constrained GS mechanism who
is unmatched under the constrained Boston mechanism is also a manipulating student
of the constrained Boston mechanism. In the second part, we show that every ma-
nipulating student of the constrained GS mechanism who is matched under the con-
strained Boston mechanism induces at least one new manipulating student under the
constrained Boston mechanism.

Part 1: For every problem (P , q), every manipulating student of GSk at (P , q) who is
unmatched under Bostonk(P , q) is a manipulating student of Bostonk at (P , q).

Let i ∈ I be a manipulating student of GSk at (P , q) and suppose that Bostonk
i (P , q) =

∅. By Lemma 3, there is a school s such that

GSk
i

(
Ps
i , P−i, q

) = s Pi GSk
i (P , q) = ∅,

where s is the only acceptable school under Ps
i .

First, student i did not rank school s first under Pi. Otherwise, because she is
matched to school s under GSk(Ps

i , P−i, q), then this matching would be stable at
(Pk

I , PS , q). By Lemma 1, the same set of students is matched at all stable matchings.
Therefore, student i is also matched under GSk(P , q). This result contradicts the as-
sumption that GSk

i (P , q) = ∅.
Second, we claim that there are less than qs students who have ranked s first under

P and have higher priority than i under �s. Otherwise, GSk
i (Ps

i , P−i, q) = s would im-
ply that at least one of these students is not matched to school s under GSk(Ps

i , P−i, q).
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This contradicts the stability of GSk(Ps
i , P−i, q) under (Ps

i , Pk
−i, q) because student i is

matched to school s, while a student with a higher priority under �s prefers this school
to her assignment.

Therefore, by ranking s first, i is matched to it under the Boston mechanism. That is,
Bostonk

i (Ps
i , P−i, q) = s. Therefore,

Bostonk
i

(
Ps
i , P−i, q

) = s Pi Bostonk
i (P , q) = ∅.

That is, student i is a manipulating student of Bostonk at (P , q).
Part 2: Manipulating students of GSk at (P , q) who are matched under Bostonk(P , q)

can be associated in a one-to-one relation with a subset of manipulating students of
Bostonk at (P , q) who are not manipulating students of GSk at (P , q).

Let M denote the set of the manipulating students of GSk at (P , q) who are matched
under Bostonk(P , q). For the rest of the proof, the strategy is to pair each student in M

with a manipulating student of Bostonk at (P , q) who is not a manipulating student of
GSk at (P , q). Let

μ= GSk(P , q) and ν = Bostonk(P , q).

We label the seats of each school s into qs different copies s1, � � � , sqs . Let

Ŝ = {
s1

1, � � � , sq1
1 , s1

2, � � � , sq2
2 , � � � , s1

m, � � � , sqmm
}

denote the collection of these copies with a generic element x. We call them seats. We
assume that each student who is matched to the same school under both μ and ν is
matched to the same copy of this school. That is, for each student i and each school s
such that μ(i) = ν(i) = s, then μ(i) = ν(i) = s�.

To do our pairing, define a directed graph with vertices I as follows. For each stu-
dents i, j ∈ I, define an edge from i to j if there is a seat x ∈ Ŝ such that ν(i) = x and
μ(j) = x. We label the edge from i to j as x. The edge i

x−→ j means that, under ν, student
i has taken the seat x that was allotted to student j under μ. A chain in this graph is a
sequence of κ > 1 different vertices (i1, � � � , iκ ) and κ − 1 different edges (x1, � � � , xκ−1 )
such that

(a) for each �= 1, � � � , κ− 1, i�
x�−→ i�+1

(b) there is no outgoing edge from iκ; that is, there is no vertex i and a seat x such that
iκ

x−→ i.

We call the vertex i1 the tail of the chain and iκ the head of the chain. We establish five
steps to proving the theorem.

Step 1: No loop. Suppose that there is a sequence of κ > 1 different vertices
(i1, � � � , iκ ) and κ − 1 different edges (x1, � � � , xκ−1 ) such that i1 ∈ M and for each

� ∈ {1, � � � , κ − 1}, i�
x�−→ i�+1. Then there is no outgoing edge iκ

x−→ j such that j ∈
{i1, � � � , iκ−1}.

Suppose that there is an outgoing edge iκ
x−→ j from iκ. First, j �= i1 because μ(i1 ) = ∅

and, under ν, iκ could not have taken a seat that was allotted to student i1 under μ. Sup-

pose, to the contrary, that j = i� for some � ∈ {2, � � � , κ−1}. Thus, iκ
x−→ i� and i�−1

x�−1−−→ i�.
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By assumption, i�−1 and iκ are different vertices. Since ν is a matching, students iκ and
i�−1 are allotted (if at all) different seats under ν. Then, under ν, student i�−1 and student
iκ have taken seats that were allotted to student i� under μ. This conclusion contradicts
the fact that μ is a matching and that i� was allotted only one seat under μ.

Step 2: Every vertex in M is the tail of a chain. Let i ∈ M . First, there is an outgoing
edge from i. To see this, recall that, by assumption, student i is matched under ν. That
is, ν(i) = x for some seat x ∈ Ŝ, while μ(i) = ∅. Suppose that x is a seat at school s.
Since the GS mechanism is individually rational, s is one of the top k acceptable schools
under Pi. Thus, we have s Pk

i μ(i) = ∅. Since μ= GS(Pk
I , PS , q) is stable at (Pk

I , PS , q), we

have |μ−1(s)| = qs. Therefore, there is a student j such that μ(j) = x and, thus, i1
x−→ j.

Next, there is κ≥ 1 and a sequence (i1, � � � , iκ+1 ) of different vertices and different edges

(x1, � � � , xκ ) such that i1 = i, and for each � ∈ {1, � � � , κ}, i�
x�−→ i�+1. The sequence (i, j)

and x is one of these sequences. Since there is a finite number of students, there is a
finite number of these sequences. By Step 1, the sequence with the greatest number of
vertices is a chain.

Step 3: The head of each chain with a tail in M is a manipulating student of Bostonk at
(P , q). Let j be the head of a chain with a tail in M . There is an edge i

x−→ j. Then μ(j) = x.
Since there is no outgoing edge from j, either ν(j) = ∅ or ν(j) = x′ such that there is
no student j′ with μ(j′ ) = x′. We claim that μ(j) Pj ν(j). Otherwise, ν(j) Pj μ(j) = x

and, thus, ν(j) Pk
j μ(j) = x. Because μ is individually rational under Pk, we have

ν(j) = x′. Suppose that x′ is a copy of school s. Then s Pk
j μ(j). Since μ is stable at

(Pk
I , PS , q), we have |μ−1(s)| = qs. Therefore, there is a student j′ such that μ(j′ ) = x′

and j
x′−→ j′. This contradicts the fact that there is no outgoing edge from j. Therefore,

s = μ(j)Pjν(j).
Next we claim that there are less than qs students who have ranked school s first

and have higher priority than student i under P . Otherwise, the fact that μ(j) = s

would imply that one of such students is not matched to school s under μ. This
conclusion contradicts the fact that μ is stable at (Pk

I , PS , q) because student i is
matched to school s and a student with higher than i under �s prefers s to her assign-
ment.

Finally, we claim that student j did not rank school s first under Pj . Other-
wise, she would be matched to school s under ν = Bostonk(P , q) because there are
less than qs students who have ranked it first under P and have higher priority
than j under �s . Let Ps

j be a preference relation where student j has ranked only

school s as acceptable. Then Bostonj(Ps
j , Pk

−j , q) = s. Since s = μ(j) Pj ν(j), we
have

s = Bostonk
j

(
Ps
j , P−j , q

)
Pj Bostonk

j (P , q) = ν(j).

This means that j is a manipulating student of Bostonk at (P , q).
Step 4: The head of each chain with a tail in M is not a manipulating student of GSk

at (P , q). Let i be the head of a chain with a tail in M . Then there is an edge j
x−→ i. Thus,

μ(i) = x. That is, student i is matched under GSk(P , q). By Lemma 3, student i is not a
manipulating student of GSk at (P , q).
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Step 5: No two chains with different tails in M have the same head. This fol-
lows from the fact that no two chains with tails in M have a vertex in common.
Otherwise, since such chains have different tails, there are different edges j

x−→ i and

j′ x′−→ i,where i is one of the common vertices. Since ν is a matching, students j

and j′ are allotted different seats under ν. This means that both students j and j′
have taken seats x and x′ that were allotted to student i under μ. This conclusion
contradicts the fact that μ is a matching and student i was allotted one seat un-
der μ.

We are ready to complete the proof of the theorem (see Figure 1 for an illustra-
tion). Let (P , q) be a problem. Let M∅ denote the set of manipulating students of
GSk at (P , q) who are unmatched under Bostonk(P , q). By Part 1, every student in M∅
is a manipulating student of Bostonk at (P , q). The set M ∪ M∅ is the set of all ma-
nipulating students of GSk at (P , q). Let h(M ) denote the collection of students such
that each of them is the head of a chain with a tail in M . By Step 3, each student in
h(M ) is a manipulating student of Bostonk at (P , q). By Step 4, M∅ ∩ h(M ) = ∅. By
Step 5, there are as many students in M as there are in h(M ). Therefore, each stu-
dent in M∅ ∪ h(M ) is a manipulating student of Bostonk at (P , q) and |M∅ ∪ M| =
|M∅ ∪ h(M )|. There are weakly more manipulating students of Bostonk than GSk at
(P , q).

Next, we formulate and prove Lemma 4, which is the main part for proving Theo-
rem 2(ii). Recall the notation used to formulate Lemma 3 above.

Lemma 4. Let N � I and i /∈ N . For each problem (P , q), the mechanism GSN∪{i} has
weakly more manipulating students than GSN at (P , q).

Proof. Let P̂ = (P�
N , Pk

−N , PS ). Then GSN (P , q) = GS(P̂ , q) and GSN∪{i}(P , q) =
GS(P�

i , P̂−i, q). We compare the number of manipulating students of GSN at (P , q) to the
number of manipulating students of GSN∪{i} at (P , q). We consider two cases depending
on the matching status of student i.

Case 1: Student i is unmatched under GSN (P , q) or matched under GSN∪{i}(P , q).
For this case, we will show that every manipulating student of GSN at (P , q) is also a
manipulating student of GSN∪{i} at (P , q).

First, suppose that student i is unmatched under μ = GSN (P , q). Note that because
i /∈ N , P̂ = (Pk

i , P̂−i ) and GS(Pk
i , P̂−i, q) is stable at (Pk

i , P̂−i, q). Since student i is un-
matched under GS(Pk

i , P̂−i, q) and � < k, GS(Pk
i , P̂−i, q) is also stable at (P�

i , P̂−i, q). By
Lemma 1, the same set of students is matched in every stable matching. Therefore, the
same set of students is matched under GS(Pk

i , P̂−i, q) and at GS(P�
i , P̂−i, q).

Second, suppose that student i is matched under GS(P�
i , P̂−i, q). Since k > �,

GS(P�
i , P̂−i, q) is also stable at (Pk

i , P̂−i, q). By Lemma 1, the same set of students is
matched under GS(P�

i , P̂−i, q) and GS(Pk
i , P̂−i, q). In either case, the same set of stu-

dents is matched under GSN (P , q) = GS(Pk
i , P̂−i, q) and GSN∪{i}(P , q) = GS(P�

i , P̂−i, q).
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Let j ∈ I be a manipulating student of GSN at (P , q). By Lemma 3, j is unmatched
under GSN (P , q) and there is a school s such that

s = GSN
j

(
Ps
j , P−j , q

)
Pj GSN

j (P , q) = ∅,

where Ps
j is a preference relation where j has ranked only s as an acceptable school. Be-

cause the same set of students is matched under GSN (P , q) and GSN∪{i}(P , q), student j
is also unmatched under GSN∪{i}(P , q). That is,

GSN∪{i}
j (P , q) = ∅. (8)

First, suppose that j = i. Since �≥ 1, the truncation of Ps
i after the �th acceptable school

is nothing but Ps
i . Therefore, GSN∪{i}(Ps

i , P−i, q) = GSN (Ps
i , P−i, q) and we have

s = GSN∪{i}
i

(
Ps
i , P−i, q

)
Pi GSN∪{i}

i (P , q) = ∅.

This means that student i is also a manipulating student of GSN∪{i} at (P , q).
Second, suppose that j �= i. Note that since k > �, student i has extended her list

of acceptable schools under Pk
i compared to P�

i . Gale and Sotomayor (1985) showed
that, after such an extension, no student other than i is better off in GS. In particu-
lar,

GSj

(
Ps
j , P�

i , P̂−{i,j}, q
)
Rs
j GSj

(
Ps
j , Pk

i , P̂−{i,j}, q
) = s,

where the equality in the last part follows from the fact that GSN
j (Ps

j , P−j , q) = GSj(Ps
j ,

Pk
i , P̂−{i,j}, q) = s. Since GS is individually rational, we have

GSj

(
Ps
j , P�

i , P̂−{i,j}, q
) = s = GSN∪{i}

j

(
Ps
j , P−j , q

)
.

This equation and (8) yield the relation

s = GSN∪{i}
j

(
Ps
j , P−j , q

)
Pj GSN∪{i}

j (P , q) = ∅.

This means that student j is a manipulating student of GSN∪{i} at (P , q).
As a conclusion of Case 1, for each problem (P , q), each manipulating student of

GSN at (P , q) is also a manipulating student of GSN∪{i} at (P , q). Therefore, GSN∪{i} has
weakly more manipulating students than GSN at (P , q).

Case 2: Student i is matched under GSN (P , q) and unmatched under GSN∪{i}(P , q).
Let μ = GS(P̂ , q) and ν = GS(P�

i , P̂−i, q). Let us summarize our proof strategy in the
following diagram. We divide the set of students into matched and unmatched at μ.
The manipulating students of GSN at (P , q) are unmatched under GSN (P , q). We would
like to construct the set of manipulating students of GSN∪{i} at (P , q) from the set of
manipulating students of GSN at (P , q).

First, we will show that student i joined the set of manipulating students of GSN∪{i}

at (P , q). Second, we will show that all manipulating students of GSN at (P , q), but at
most one, remain manipulating students of GSN∪{i} at (P , q).
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Figure 2. The flow of students across matched, unmatched, and manipulating students at
(P , q) when moving between GSN and GSN∪{i}. Notes: The arrow that roots at ∅ shows an im-
possible flow and the remaining arrows show possible flows. (i) At most one student can leave
the set of manipulating students of GSN at (P , q); (ii) student i, who is not a manipulating stu-
dent of GSN at (P , q) became a manipulating student of GSN∪{i} at (P , q), and no student can
leave the set of manipulating students of GSN at (P , q) and remain unmatched under μ. There
can be new manipulating students of GSN∪{i} that were unmatched under GSN (P , q).

Step 1: Student i is a manipulating student of GSN∪{i} at (P , q), but not a manipu-
lating student of GSN at (P , q). Because student i is matched under μ = GSN (P , q), by
Lemma 3, she is not a manipulating student of GSN at (P , q). Let s = μ(i) and let Ps

i be
a preference relation where she has ranked only school s as an acceptable school. As
shown by Roth (1985),

GSi(P̂ , q) = s ⇒ GSi

(
Ps
i , P̂−i, q

) = s.

Since � ≥ 1, the truncation of Ps
i after the �th acceptable school is nothing but Ps

i . There-
fore,

GSN
i

(
Ps
i , P−i, q

) = s ⇒ GSN∪{i}
i

(
Ps
i , P−i, q

) = s.

Since GSN∪{i}
i (P , q) = ∅ and school s is an acceptable school under Pi, we have

GSN∪{i}
i

(
Ps
i , P−i, q

) = s Pi GSN∪{i}
i (P , q) = ∅.

This means that student i is a manipulating student of GSN∪{i} at (P , q).
Step 2: Every manipulating student of GSN at (P , q) who is unmatched under ν is

a manipulating student of GSN∪{i} at (P , q). Let j be a manipulating student of GSN at
(P , q) and suppose that she is unmatched under ν = GSN∪{i}(P , q). Since she is a ma-
nipulating student of GSN at (P , q), by Lemma 3, we have GSN

j (P , q) = ∅ and there is a

school s such that s Pi GSN
j (P , q) and GSN

j (Ps
j , P−j , q) = s. Student i has extended her

list of acceptable schools under Pk
i compared to P�

i . As shown by Gale and Sotomayor
(1985), no other student is better off under GS after such an extension. In particular, we
have

GSj

(
Ps
j , P�

i , P̂−{i,j}, q
)
Rs
j GSj

(
Ps
j , P̂−j , q

) = s.
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Since GS is individually rational, GSj(Ps
j , P�

i , P̂−{i,j}, q) = s. Let x be a natural number
such that x = � if j ∈ N and x = k if j ∈ I \ N . Since x ≥ 1, the truncation of Ps

j after the
xth choice is nothing but Ps

j . Therefore,

GSN∪{i}
j

(
Ps
j , P−j , q

) = s.

Since by assumption GSN∪{i}
j (P , q) = ∅, we have

s = GSN∪{i}
j

(
Ps
j , P−j , q

)
Pj GSN∪{i}

j (P , q) = ∅.

This means that student j is a manipulating student of GSN∪{i} at (P , q).
Step 3: Every student but i who is matched under GSN (P , q) is also matched under

GSN∪{i}(P , q). Note that student i has extended her list of acceptable schools under Pk
i

compared to P�
i . As shown by Gale and Sotomayor (1985), no other student is better off

in GS after such an extension. Thus,

for each student j �= i, ν(j) = GSj

(
P�
i , P̂−i, q

)
R̂j GSj

(
Pk
i , P̂−i, q

) = μ(j). (9)

Let j �= i be a student other than i and suppose that μ(j) = s for some school s. Since μ

is individually rational under P̂ , then ν(j) �= ∅.
Step 4: There is at most one student who is a manipulating student of GSN at (P , q)

but not a manipulating student of GSN∪{i} at (P , q).
By Step 2, any manipulating student of GSN at (P , q) who is not a manipulating of

GSN∪{i} at (P , q) is matched under GSN∪{i}(P , q). We prove, more generally, that there
is at most one student who is unmatched under μ = GSN (P , q) but matched under
ν = GSN∪{i}(P , q). To do that, we compare the number of students who are matched to
each school under μ and ν.

Let s be a school. Suppose that it does not have an empty seat under μ. Then we
have |ν−1(s)| ≤ |μ−1(s)| = qs.

Suppose now that s has an empty seat under μ. We prove that there is no student in
ν−1(s) \μ−1(s). Suppose, to the contrary, that there is j ∈ ν−1(s) \μ−1(s). Then, because,
by assumption, i is unmatched under ν, we have j �= i. By (9),

s = ν(j) P̂j μ(j).

Because school s has an empty seat under μ, by assumption, this contradicts the fact
that μ = GS(P̂ , q) is stable at (P̂ , q). Thus, there is no student who is matched to school
s under ν but not under μ. Therefore, |ν−1(s)| ≤ |μ−1(s)|.

We conclude that no school is matched to more students under ν than μ. Thus,∑
s∈S

|ν−1(s)|≤
∑
s∈S

|μ−1(s)|. (10)

Recall that by Step 3, all students but student i, who are matched under μ are also
matched under ν. Then inequality (10) implies that there is at most one student who
is unmatched under μ but matched under ν.
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To sum up, among the manipulating students of GSN at (P , q), at most one of them
is not a manipulating student of GSN∪{i} at (P , q). By including student i, who is a
manipulating student of GSN∪{i} at (P , q), but not a manipulating student of GSN at
(P , q), there are weakly more manipulating students of GSN∪{i} at (P , q) than GSN at
(P , q).

Statement (ii). Let (P , q) be a problem. For simplicity, let I = {1, � � � , |I|}. Let m(ϕ)
denote the number of manipulating students of ϕ at (P , q). Then

m
(
GS∅) ≤m

(
GS{1}) ≤m

(
GS{1,2}) ≤ � � � ≤m

(
GSI),

where each inequality follows from Lemma 4. Note now that GS∅ = GSk and GSI = GS�.
Thus, GS� has weakly more manipulating students than GSk at (P , q).
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Abdulkadiroğlu, Atila and Tayfun Sönmez (2003), “School choice: A mechanism design
approach.” American Economic Review, 93, 729–747. [965, 968, 974]

Aleskerov, Fuad and Eldeniz Kurbanov (1999), “Degree of manipulability of social choice
procedures.” In Current Trends in Economics, 13–27, Springer. [968]

Andersson, Tommy, Lars Ehlers, and Lars-Gunnar Svensson (2014a), “Budget balance,
fairness, and minimal manipulability.” Theoretical Economics, 9, 753–777. [968]

Andersson, Tommy, Lars Ehlers, and Lars-Gunnar Svensson (2014b), “Least manipula-
ble envy-free rules in economies with indivisibilities.” Mathematical Social Sciences, 69,
43–49. [969]

Arribillaga, R. Pablo and Jordi Massó (2016), “Comparing generalized median voter
schemes according to their manipulability.” Theoretical Economics, 11, 547–586. [968,
969]

Ashlagi, Itai, Yash Kanoria, and Jacob D. Leshno (2017), “Unbalanced random matching
markets: The stark effect of competition.” Journal of Political Economy, 125, 69–98. [973]

Bonkoungou, Somouaoga and Alexander Nesterov (2021a), “Comparing school choice
and college admissions mechanisms by their strategic accessibility.” Theoretical Eco-
nomics, 16, 881–909. [969]

Bonkoungou, Somouaoga and Alexander Nesterov (2021b), “Incentives in matching
markets: Counting and comparing manipulating agents.” Higher School of Economics
Research Paper No. WP BRP, 249. [967, 972]

Chen, Peter, Michael Egesdal, Marek Pycia, and M. Bumin Yenmez (2016), “Manipula-
bility of stable mechanisms.” American Economic Journal: Microeconomics, 8, 202–214.
[969]

https://www.e-publications.org/srv/te/linkserver/setprefs?rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:1/abdul2005&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:2/abdulkadirouglu2003school&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:4/andersson2014&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:5/andersson2014least&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:6/arribillaga&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:7/ashlagi2017unbalanced&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:8/Bonkoungou2020&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:10/chen2016&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:1/abdul2005&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:2/abdulkadirouglu2003school&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:4/andersson2014&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:5/andersson2014least&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:5/andersson2014least&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:6/arribillaga&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:7/ashlagi2017unbalanced&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:8/Bonkoungou2020&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:8/Bonkoungou2020&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:10/chen2016&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J


990 Bonkoungou and Nesterov Theoretical Economics 18 (2023)

Chen, Yan (2008), “Incentive-compatible mechanisms for pure public goods: A survey of
experimental research.” Handbook of Experimental Economics Results, 1, 625–643. [969]

Chen, Yan and Onur Kesten (2017), “Chinese college admissions and school choice re-
forms: A theoretical analysis.” Journal of Political Economy, 125, 99–139. [968]

Decerf, Benoit and Martin Van der Linden (2021), “Manipulability in school choice.”
Journal of Economic Theory, 197, 105313. [969]

Dubins, Lester E. and David A. Freedman (1981), “Machiavelli and the Gale-Shapley al-
gorithm.” American Mathematical Monthly, 88, 485–494. [966, 971]

Dur, Umut, Robert G. Hammond, and Thayer Morrill (2019), “The secure Boston mech-
anism: Theory and experiments.” Experimental Economics, 22, 918–953. [968]

Dur, Umut, Parag Pathak, Fei Song, and Tayfun Sönmez (2022), “Deduction dilemmas:
The Taiwan assignment mechanism.” American Economic Journal: Microeconomics, 14,
164–185. [968]

Ehlers, Lars (2010), “Manipulation via capacities revisited.” Games and Economic Behav-
ior, 69, 302–311. [973]

Fack, Gabrielle, Julien Grenet, and Yinghua He (2019), “Beyond truth-telling: Preference
estimation with centralized school choice and college admissions.” American Economic
Review, 109, 1486–1529. [966]

Gale, David and Lloyd S. Shapley (1962), “College admissions and the stability of mar-
riage.” American Mathematical Monthly, 69, 9–15. [966, 969, 971]

Gale, David and Marilda Sotomayor (1985), “Some remarks on the stable matching prob-
lem.” Discrete Applied Mathematics, 11, 223–232. [986, 987, 988]

Haeringer, Guillaume and Flip Klijn (2009), “Constrained school choice.” Journal of Eco-
nomic Theory, 144, 1921–1947. [966]

Hakimov, Rustamdjan and Dorothea Kübler (2021), “Experiments on centralized school
choice and college admissions: A survey.” Experimental Economics, 24, 434–488. [969]

Imamura, Kenzo and Kentaro Tomoeda (2022), “Measuring manipulability of matching
mechanisms.” Available at SSRN 4000419. [969]

Kelly, Jerry S. (1993), “Almost all social choice rules are highly manipulable, but a few
aren’t.” Social choice and Welfare, 10, 161–175. [968]

Kojima, Fuhito and Parag Pathak (2009), “Incentives and stability in large two-sided
matching markets.” American Economic Review, 99, 608–627. [969, 973, 978, 979]

Kojima, Fuhito, Parag Pathak, and Alvin E. Roth (2013), “Matching with couples: Stability
and incentives in large markets.” The Quarterly Journal of Economics, 128, 1585–1632.
[969]

Moulin, Hervé (1980), “On strategy-proofness and single peakedness.” Public Choice, 35,
437–455. [968]

https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:11/chen2008incentive&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:12/chenandkesten2017a&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:13/decerf2018manipulability&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:14/dubins&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:15/duretal&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:16/dur2018&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:17/ehlers2010manipulation&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:18/fack2019beyond&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:19/galeandshapley&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:20/gale1985&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:21/haeringer2009constrained&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:22/hakimov2020experiments&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:24/kelly1993almost&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:25/kojima2009incentives&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:26/kojima2013couples&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:27/moulin1980strategy&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:11/chen2008incentive&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:12/chenandkesten2017a&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:13/decerf2018manipulability&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:14/dubins&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:15/duretal&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:16/dur2018&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:16/dur2018&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:17/ehlers2010manipulation&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:18/fack2019beyond&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:18/fack2019beyond&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:19/galeandshapley&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:20/gale1985&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:21/haeringer2009constrained&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:22/hakimov2020experiments&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:24/kelly1993almost&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:25/kojima2009incentives&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:26/kojima2013couples&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:27/moulin1980strategy&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J


Theoretical Economics 18 (2023) Counting manipulating agents 991

Pathak, Parag and Tayfun Sönmez (2008), “Levelling the playing field: Strategic and so-
phisticated players in the Boston mechanism.” American Economic Review, 98, 99–123.
[966]

Pathak, Parag and Tayfun Sönmez (2013), “School admissions reform in Chicago and
England: Comparing mechanisms by their vulnerability to manipulation.” American
Economic Review, 103, 80–106. [966, 967, 968, 969, 972, 974]

Roth, Alvin E. (1982), “The economics of matching: Stability and incentives.” Mathemat-
ics of Operations Research, 7, 617–628. [966, 971, 981]

Roth, Alvin E. (1985), “The college admissions problem is not equivalent to the marriage
problem.” Journal of Economic Theory, 36, 277–288. [970, 987]

Roth, Alvin E. (1986), “On the allocation of residents to rural hospitals: A general prop-
erty of two-sided matching markets.” Econometrica: Journal of the Econometric Society,
54, 425–427. [973, 978]

Roth, Alvin E. (2008), “What have we learned from market design?” Innovations: Tech-
nology, Governance, Globalization, 3, 119–147. [965]

Roth, Alvin E. and Marilda A. Oliveira Sotomayor (1990), Two-Sided Matching: A Study
in Game-Theoretic Modeling and Analysis. Cambridge University Press. [978]

Roth, Alvin E. and Elliott Peranson (1999), “The redesign of the matching market for
American physicians: Some engineering aspects of economic design.” American Eco-
nomic Review, 89, 748–780. [966, 968, 973]

Sönmez, Tayfun (1997), “Manipulation via capacities in two-sided matching markets.”
Journal of Economic Theory, 77, 197–204. [971]

Sönmez, Tayfun (2013), “Bidding for army career specialties: Improving the ROTC
branching mechanism.” Journal of Political Economy, 121, 186–219. [966]

Umut, Dur (2019), “The modified Boston mechanism.” Mathematical Social Sciences,
101, 31–40. [968]

Vickrey, William (1961), “Counterspeculation, auctions, and competitive sealed ten-
ders.” The Journal of finance, 16, 8–37. [965]

Co-editor Federico Echenique handled this manuscript.

Manuscript received 17 November, 2021; final version accepted 14 August, 2022; available on-
line 19 August, 2022.

https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:28/pathak2008&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:29/pathak2013&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:30/roth1982&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:31/roth1985col&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:32/roth1986&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:33/roth2008have&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:35/roth1999redesign&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:36/sonmez1997manipulation&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:37/sonmez2013bidding&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:38/dur2019modified&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:39/vickrey1961&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:28/pathak2008&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:29/pathak2013&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:29/pathak2013&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:30/roth1982&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:31/roth1985col&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:32/roth1986&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:32/roth1986&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:33/roth2008have&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:35/roth1999redesign&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:35/roth1999redesign&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:36/sonmez1997manipulation&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:37/sonmez2013bidding&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:38/dur2019modified&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J
https://www.e-publications.org/srv/te/linkserver/openurl?rft_dat=bib:39/vickrey1961&rfe_id=urn:sici%2F1933-6837%282023%2918%3A3%3C965%3AIIMMCA%3E2.0.CO%3B2-J

	Introduction
	Related literature

	General framework
	Results
	College admissions
	Model and results
	Discussion

	School choice
	Model and results
	Discussion


	Appendix
	References

