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ABSTRACT

With the application of in-house logistics automated
guided vehicle (AGV) systems for transportation three
different control problems arise: task assignment, empty
vehicle balancing and routing. With an increasing fleet
size and especially when considering requirements like
flexibility and adaptivity these control problems often
become complex to solve using a central controller.
The main reasons are the increasing problem size
and amount of information. Decentralized control of
logistics systems has received a lot of attention during
the last years and may help to remedy the shortcomings
of central solutions. Decentralized solutions rely on a
distributed implementation for decision making and
make use of local information.

This survey describes basics as well as general
categorizations and reviews existing decentralized
control strategies for the mentioned control problems
of automated in-house logistics vehicle systems. If
existing, decentralized solving approaches for the
control strategy problems investigated by the scientific
community are listed. Additionally, these control
strategies are evaluated to which extend they fulfill the
requirements of the decentralized paradigm.

KEYWORDS: automated guided vehicle (AGV) -
decentralized control - dispatching - empty vehicle
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1. INTRODUCTION

1.1. Motivation

In-house logistics deals with logistical challenges
within the facilities along supply chains. It employs
manual or automated material handling systems for
carrying out the core logistical tasks on the operational
level. Storage systems, transport systems or sorting
systems are examples for the most relevant system
types.

Logistics in general and thereby the in-house
logistical systems face new challenges which are
driven by globalization of company operations,
mass customization, shorter product life cycles and
consequently lead to rising complexity and dynamics.
Depending on the application, logistics systems should
have specifications, as follows [see 51, 96]

« flexibility (e.g. modular design)

* (re)configurability & reusability

* high availability

* plug & play configurability (standardization

of interfaces and communication)

* scalability & adaptivity

 energy-efficiency and resource-efficiency

Intuitively, manual or semi-automated systems
would be the most suitable choice for fulfilling
these requirements as they show a high degree of
freedom regarding changeability. But usually in-
house logistical systems also have to fulfill high
throughput requirements and have to cope with high
labor costs as well as special product characteristics.
Especially companies in industrial nations are faced
with increasing health and safety regulations and have
to counteract the demographic change with technical,
automated solutions [57, 88].

Automated material handling systems however,
cannot fully cope with the described requirements
[34, 81]. Centralized structures in control systems,
especially customer specific hardware configurations
and tailored algorithms lead to
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 huge efforts for modifications

* increasing test efforts for update procedures

* limited flexibility

* costly hot or warm stand-by systems as the central
control system is a single point of failure

* restriction to hardware from the manufacturer

A control unit that relies on global information for
decision making requires ongoing status updates of
various system units. Depending on the number of
units in a system the resulting communication overhead
might be a restriction for the system performance.
But not only the amount of data and information is
challenging. Garey and Johnson [54] and ter Mors [107]
point out that the complexity of the control strategy
problems (see 1.2) for example in vehicle transport
systems make them NP-hard. Generally speaking,
centrally controlled systems often reach their limits
with regard to computing capacity when using real
world problem sizes.

Knowing about the weaknesses of state-of-the-art
centrally controlled systems and having the increasing
challenges of dynamic complexity in logistical systems
in mind the concept of “decentralized control” has
gained more and more attention in material handling
literature during the last years. Decentralized control
systems are said to offer a number of advantages
compared to centrally controlled systems [45, 89, 105].

Decentralized systems should be easier to implement
and configure, due to their modular structure.
System changes do not automatically result in high
costs. Excellent flexibility, (re)configurability and
expandability can be achieved. The systems ought to
show a better robustness regarding disturbances. There
is no single point of failure and after a disruption the
systems can return quickly to working conditions.

Generally speaking, in complex systems optimal
decision making is hard to achieve. However,
decentralized systems try to use local information and
rather decentralized decision rules. Due to multiple
independent entities interacting with each other and
reacting on the system status, it is very complex to
predict the overall system behavior that emerges
from decentralized systems. As a consequence the
performance reached by a decentralized system can
hardly be predicted [97]. Optimality is either expected
to arise automatically from the local interactions or
traded explicitly for the advantages of decentralized
control systems which were mentioned above. At best
the simplicity of decision making may lead to a higher
efficiency than in central systems [91].

The decentralized approaches differ in the level of
implementation as we will show later. While some
of them seem to be applicable in real-world material
handling systems, others still need some research.
However, many of the approaches could cope with
requirements of future in-house logistical systems.
Schreiber [93] pointed out that decentralized control
systems have not made the step from research to

practical applications in full extent. As a reason
Schreiber mentions the qualitative advantages of
decentralized systems, which are hard to measure
and compare. Up to now, the number of real-world
applications is still low. Flamig [49] mentions for
example that even newly built vehicle systems are
usually centrally controlled and decentralized system
are still in research.

However, in the scientific community there is an
increasing number of decentralized approaches on
controlling in-house vehicle transport systems. We
feel that it is therefore necessary to review these
decentralized control strategies and categorize them
by the vehicle control problems.

On the one hand this survey gives an overview about
available decentralized concepts in the field of in-house
vehicle transport systems and thereby enhances the
development process in other projects. On the other
hand, the survey helps to identify questions which have
not been answered yet and areas where future research
in this field is required.

Similar surveys on decentralized control strategies
can be found for example in the sectors of freight
transport [102] and distribution logistics [53].

As it is impossible to include all in-house logistical
system types in this survey the next section provides
a clear definition of our scope. It will also clarify the
understanding of decentralized control that we use in
this paper.

1.2.  Scope of the survey

In this publication we focus on vehicle-based in-house
transport systems. Examples for this kind of transport
system are carrier-based systems like automated guided
vehicle (AGV) systems and overhead hoist transport
(OHT) systems.

In the following the scope of this survey is described
regarding (a) control strategy problems (b) type of
information and implementation (c) considered vehicles
& layout restrictions as well as (d) relevant literature.

Control strategy problems

According to Sinriech and Tanchoco [98] the design
of vehicle based material handling systems covers
the unit load sizing, the layout development, selection
of vehicles in type and quantity and the design of an
appropriate control system. Within a control system,
specific control strategies are responsible for solving
a control problem.

For the defined class of automated in-house logistics
transport systems three different control strategy
problems can be distinguished: (1) load-vehicle
assignment (see section 2.1) as a part of dispatching,
(2) empty vehicle balancing (see section 2.2), also a part
of dispatching and (3) routing (see section 2.3). These
control strategy problems will be analyzed in detail in
the literature review in section 2.

The assignment of loads and vehicles to each other
is the main task of the load-vehicle assignment. In our
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understanding it is a part of the vehicle dispatching
process. The empty vehicle balancing deals with the
assignment of idle vehicles to a parking location with
the goal of positioning the idle vehicle in a forward-
looking manner. If done correctly future response times
of the transport system on new arriving transportation
tasks are minimized. As will be shown, this control
problem is often closely linked to the load-vehicle
assignment. Therefore, we consider the empty vehicle
balancing as the second part of the vehicle dispatching
process.

Generally speaking, the routing is required to define
an appropriate route from source (current location) to
sink (destination location). “Appropriate” may refer
to the shortest route or further criteria as the shortest
route is not necessarily the fastest.!

Type of information and implementation

The key limitation of scope is the focus on decentralized
control strategies. For a clear definition of decentralized
control two different aspects have to be distinguished
[69].

On the one hand, there is the internal structure and
implementation of the control system. Conventional
control systems have a hierarchical structure. This
means there is one central controller which collects
information from the system and is responsible for
decision making. In a decentralized implementation
the central decision making unit is replaced by
several smaller, distributed units that make decisions
autonomously. They can be called decentralized or
heterarchical units.

On the other hand, the term decentralized can be
used to describe the type of information that is used
for decision making. It can be distinguished whether
a (decentralized) controller uses global system
knowledge or locally available information only. In
our definition, a decentralized implementation relies
on local information.

Nevertheless, it is worth mentioning that there is
no strict line (or distinction) between central and
decentralized systems with regard to the structure of
implementation and the information used. For example,
asystem can consist of multiple heterarchical units which
make almost all necessary decisions autonomously and
a single central unit which is only responsible for a
minor task. Analogue these entities can rely on local
information mainly but still have knowledge about
waiting transportation tasks, which is some kind global
information. Furthermore, there is no clear definition in
literature of what can be regarded as local information.
To sum up, there is no strict categorization of systems
as either central or decentralized. Instead tendencies
towards one or the other paradigm are illustrated in
this survey. In the following, this paper uses the term
“truly decentralized” for control systems that are

1 In this publication “route” is used as a synonym for “path”.
A route or a path consists at least of one path element.

Type of information

< local global —p

decentralized

Focus
of this paper

Decision
making

central

Figure 1: Matrix of decision making and type of
information according to [69]. The main focus lies
on the decentralized decision making based on
local information (black area). As there is no strict
distinction partly decentralized approaches (lighter
gray area) are touched as well.

implemented in a decentralized way and only use
local information for decision making. Despite having
a focus on decentralized approaches, in the following
literature review there is not a strict limitation to
truly decentralized solutions only. A clarification of
the scope of regarded systems with different types of
implementation and levels of information is visualized
in figure 1.

The combination of decision making level and
type of information determines the characteristics of
the system. Almost any kind of system is possible.
However, some of the combinations are not reasonable,
like a centrally implemented decision making based on
local information only.

Vehicle & layout restrictions

We only consider systems with a homogeneous fleet
of vehicles. So, each vehicle has the same technical
parameters, like maximum speed and handling time.

The majority of vehicle transport systems in industrial
applications are path guided. The representation of the
path can be either physical or virtual. Free ranging
vehicles are rarely mentioned for big real world
applications. Therefore, these systems are not in our
scope.

The most important layout components of such an
in-house logistics transport system is the path layout
itself, which consists of loading and unloading stations,
merges and switches. In addition, we consider storage
locations, also called “dwell point”, “depots” or “home
locations”, where vehicles can park.

In the regarded context the number of vehicles can
usually be seen as the limiting factor. Opposed to
vehicle-based systems carrier-based systems as used
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in baggage handling systems (BHS) at airports usually
behave differently due to a higher number of carriers
compared to the number of transport requests. The
limiting factor in carrier-based conveyor systems is
usually the track capacity. Therefore, the focus of this
paper does not lie on carrier-based conveyor systems.
However, they are rarely mentioned, when there is an
approach that in general fits to the scope of this paper
and serves as a supplement example.

Relevant literature
In this survey we mainly consider the implementations
according to the described scope. Nevertheless, we will
make reference to important publications that are out
of the scope and to strategies that would not fit exactly
in our definition of true decentrality, e.g. because the
decentralized decision units still make use of global
information to some extent.

The initial impulse for this survey was the dissertation
of co-author Klein [69]. This was also the basis for
some parts of this work.

2. CONTROL STRATEGY PROBLEMS

Having introduced the exact scope of this paper, this
section reviews the three different control strategy
problems, namely (1) load-vehicle assignment, (2)
empty vehicle balancing, as well as (3) routing with a
decentralized-focus (see figure 2).

For each control strategy problem we analyze if
decentralized approaches are available and to which
extent they fulfill the requirement of using only
local information, i.e. if they can be considered to be
truly decentralized. Furthermore, the chronological
development for popular approaches is also taken into
account.

Control strategy problems

Load-vehicle Empty vehicle

Routing

assignment balancing

:
' Dispatching

Figure 2: Classification of control strategy problems

Load-vehicle assignment is the challenge of
assigning vehicles to new transport requests or vice
versa assigning transport requests to vehicles, see
section 2.1. The empty vehicle balancing described in
section 2.2 is about choosing a vehicle’s destination
when it has just completed a job and no more tasks are
available.

The term “dispatching” is widely used in many
contexts, e.g. the control of power systems or

production planning. Consequently, the meaning
of the term differs and confusion can arise quickly.
In the context of in-house vehicle transportation
systems we see dispatching as an umbrella term
which includes the more specific control problems
“load-vehicle assignment” sometimes also known as
task assignment, and “empty vehicle balancing”. In
spite of similarities between the control strategies of
load-vehicle assignment and empty vehicle balancing
the literature on vehicle-based transport systems
distinguishes both questions. While the second one
is usually called empty vehicle positioning or empty
vehicle balancing, the first one is usually referred
to as dispatching. In our opinion the definition of
dispatching should include both activities as both deal
with a similar question: how should a vehicle behave
after it has completed a job. Furthermore, both of these
sub-tasks need to be considered subsequently in a real-
world implementation.

Once a task is assigned to a certain vehicle (or vice
versa), discovering a feasible route and selecting “the
best” route from a given source to a given destination
is part of the routing process. Furthermore, the
subproblem of route execution is responsible for
operationally guiding a vehicle and for the avoidance
of conflicts. All aspects of routing are described
in detail in section 2.3. In order to characterize an
approach as decentralized in our understanding, we
evaluate the entity of a decision making process and
the type of information this entity is using for its
decision. It is important to understand that there is not
a strict “black and white”-like separation of what can
be regarded as central or decentralized. Instead there
are many levels between complete centrality and true
decentrality, as has already been discussed in section
1.2. This becomes especially evident regarding the
information used to make a decision. More information
in general and especially non-local information usually
leads to a higher grade of centrality and therefore a
higher level of complexity. The following static and
dynamic information is more or less relevant for the
aforementioned vehicle control strategies:

* layout specific information (most of the time

static):
— path layout
— sinks and sources in the layout
— parking locations
» vehicle specific information (dynamic, but only
one entity):
— current position
— velocity, acceleration, deceleration
— current status — idle or busy
— other relevant information, like battery level
» system specific information (dynamic, multiple
entities, aggregated information):
— position of other vehicles (traffic jams, closed
paths)
— destination
— paths of other vehicles
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— queues sizes at sources and waiting times
— (set of) open tasks

After this brief introduction the following sections
review the mentioned control strategy problems always
in the same order: (1) basics, (2) literature review on
solving approaches and methods, followed by a (3)
summary. The literature review is further grouped by
topics or rather solving approaches which in turn are
arranged chronologically.

2.1. Load-vehicle assignment

2.1.1. Basics

The first aspect of dispatching is the task assignment.
One or multiple vehicles (often also referred to as
robots) need to get assigned to multiple locations.
The task the vehicles perform can for example be a
surveillance task or just a charging process. Khamis et
al. [66] provide a general overview of the multi-robot-
task-assignment (MRTA). Furthermore the assigned
task can also consist of a transportation job. In this
case the problem is usually referred to as load-vehicle
assignment or transport assignment. One or more
loads need to be transferred between two different
locations and one or more vehicle are able to perform
the transports.

In the load-vehicle assignment the destination of
a transport can be taken into consideration, which
is especially important when vehicles with higher
capacities are used. However, the load-vehicle
assignment and the task assignment mainly deal with the
similar control problem of creating a feasible procedure
to match all queued transport requests or tasks to
specific vehicles. The assignment method needs to take
the characteristics of the vehicle system into account
and usually solves the assignment problem with regard
to a certain objective, like minimal response time or
maximum throughput for the transportation problem.
Due to the similar problem structure between the load-
vehicle assignment and the general task assignment
both problems will be considered simultaneously in
the literature section.

While operating a material flow system there are three
different events which can trigger a new dispatching
decision and in consequence the assignment process
[see 74]:

» Arrival of a new load/task in the system

 avehicle delivers a load to its destination or

finishes its task

» avehicle reaches its parking location

These triggers reflect two general perspectives on the
control problem which Egbelu and Tanchoco [36] define
for classifying dispatching rules in general: (a) load
or workstation-initiated rules and (b) vehicle-initiated
rules. The first trigger is linked to load-initiated or
workstation-initiated rules. When a load enters the

system — for the first time or after a processing step
— it is the loads or its corresponding workstations
responsibility to select a vehicle for transportation. In
order to find the “best” vehicle for the transport, all
available vehicles need to be ranked according to one or
multiple criteria. The logic for prioritizing the vehicles
is essentially the assignment rule.

The last two triggers on the list — a vehicle finishes a
task or reaches a parking location — can be linked to the
vehicle-initiated assignment rules. Instead of a load/
workstation choosing an idle vehicle, it is the vehicles
responsibility to apply a logic in order to choose its
next load or task. For a further comparison of the two
perspectives see also [70].

Though the two perspectives seem to be based on
a different approach, both perspectives are usually
combined in real-world applications. In case an
arriving load can not find an idle vehicle at once (load
initiated rule), it should not continuously be searching
for vehicles. These ongoing calculations could slow
down the system. However, the simpler approach is to
keep the load as an open task and offer it to the next
vehicle that becomes idle (vehicle initiated rule).

Various centralized approaches for the load-vehicle
and task assignment have been developed over the
past years. There is a whole range from simple to
complex rules. Le-Anh and de Koster [8] and Vis
[108] provide excellent overviews about design and
control of automated guided vehicle (AGV) systems,
including sections about vehicle dispatching rules.
Fazlollahtabar and Saidi-Mehrabad [46] provide an
overview of various assignment methods, which they
call scheduling.

These approaches all have — by definition — a central
instance which performs the assignment. Generally this
central controller has access to global information, i.e.
the central instance has a complete image of the system
status. However, depending on the complexity of the
approach, the problem size and the performance that
should be reached different quantities of information
are taken into account.

According to Le Anh [74] central assignment
strategies can be classified according to (a) the number
of attributes taken into consideration for a decision
(single-attribute rules or multi-attribute rules), (b) the
existence of a look-ahead period (dynamic rules), (c) the
possibility for job reassignment and (d) the possibility
of a sequential decision procedure (hierarchical rules).
Due to the complexity of the assignment problem,
central control strategies are usually heuristics. Instead
of a global optimum, heuristics make a reasonable
decision in a short time. In order to find a suitable
solution with increasing problem size, limits in the
amount of necessary communication and computing
times are reached as problems related to the area of
load-vehicle assignment are often NP-hard as shown
by Garey and Johnson [54]. This becomes especially
evident in a so-called on-line assignment with an
ongoing arrival of new loads or tasks. This often leads
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to less complex approaches or calculations concerning
a lower amount of information, resulting in a lower
system performance.

Opposed to that, a decentralized load-vehicle or
task assignment is able to remedy some shortcomings
of centralized approaches, especially the overall
complexity in huge systems. Decentralized approaches
are characterized through (a) a decentralized
implementation for decision making, i.e. each vehicle
or each load calculates independently which task to
perform next and (b) the decisions are made based on
local (or at least less global) information primarily.
Generally speaking, decentralized dispatching and thus
adecentralized assignment is discussed less frequently
in literature than central dispatching. Additionally, the
literature discusses decentralized dispatching usually
in very simple systems which can be categorized in
three different vehicle-based transport system types
due to their path layout: (1) single-loop systems,
(2) tandem systems and (3) conventional systems?
according to Le Anh [74]

In the following we will limit our attention to
assignment strategies that work without pre-arrival
information and that are commonly used in in-house
logistics environments. These strategies are used
because of their simplicity and their easy adaptability
to dynamic and stochastic situations. But they are
mostly heuristics. Nevertheless, there are also authors
that evaluate, whether assignment rules can be replaced
by dynamic scheduling algorithms, which in our
definition include pre-arrival information. Le-Anh et
al. [7] provide a good introduction to these techniques
that are not subject of this survey.

A literature review of existing decentralized
approaches for the task and load-vehicle assignment
under consideration of the information types used
and the level of decision making can be found in the
following section.

2.1.2. Literature review on solving approaches and
methods
The major research activities on the topic of load-
vehicle and task assignment started in the 1980s [see
e.g. 79] and many of the fundamental classifications
which are still valid have been developed during the
last two decades of the 20th century. Starting with
manufacturing systems and warehouses, attention

2 A single-loop systems consist of one guide path loop where
several loading and unloading stations are located. One or
more vehicles travel in this loop which leads to simple traffic
control and dispatching requirements. A tandem systems can
be regarded as multiple single-loop systems. Only one vehicle
is used in each loop and loads can be passed via transfer points
between the single-loops. Conventional systems can refer to
virtually any real-world transport system. Compared to the
other two system setups the dispatching and traffic control
requirements in conventional systems are far more complex.
Multiple vehicles have to be controlled and there is a high
probability of congestions.

has especially turned to container port terminals. In
recent years the topic of load-vehicle assignment gains
more attention due to an increasing amount of AGVs
in intralogistics systems. Another important area of
research is overhead hoist transport (OHT) systems in
semiconductor wafer fabrication [see e.g. 71].

Two major approaches could be identified in
literature that where labeled as decentralized: (1)
layout transformation to enhance the performance of
decentralized control strategies and (2) multi-agent
systems. Whereas the layout transformation were the
first approaches for a decentralized assignment the vast
majority of nowadays approaches are somehow related
to the idea of agent-based systems.

Layout transformation

The first approaches which applied a decentralized
load-vehicle or task assignment focused on single-loop
layouts.

Bartholdi and Platzman [12] analyzed a single-
loop system and evaluated the performance of a first
encountered first served (FEFS) rule for this scenario.
Using this rule each vehicle circulates in a given path
loop. Whenever a load is encountered by a vehicle at
its current location and the vehicle status is idle the
load gets picked up and gets delivered as soon as the
vehicle reaches the load’s destination location. Only
local information is used for this approach and the rule
is performed by each vehicle individually. Therefore,
this approach can be regarded as truly decentralized.
The FEFS rule can be regarded as a greedy rule from
a vehicle’s individual view. Opposed to that, the first
come first serve (FCFS) rule is a greedy rule which
takes information about the arriving time of multiple
loads into account. The authors were able to derive an
expected performance level analytically and to verify it
with a simulation study. As a result, the described FEFS
rule outperformed other simple (but less decentralized)
rules like FCFS or longest queue first (LQF).

Inspired by these results several authors tried to
develop new approaches during the following years.
The idea was to develop extremely simple layouts or
to transform conventional layouts into combinations
of simple, i.e. single-loop layouts. The resulting layout
is far easier to control and should achieve the same
performance as the more complex conventional layout.
Sinriech and Tanchoco [98] develop methods which
can help to construct a single-loop system for a certain
given environment or cut an existing single-loop into
segments which are served by only one bidirectional
vehicle [99]. Although the authors do not explicitly
state this, they use some kind of sequential dispatching
which is similar to the FEFS rule. Bozer and Srinivasan
[15] and Ross et al. [85] also follow a simplification
approach when they introduce their idea of tandem
layouts.

Although all those authors spend a lot of effort on
measuring the performance and comparing their
systems to the conventional version, it needs to be
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mentioned that the considered conventional layouts
often have a very simple structure themselves with
only a few vehicles used in each of the systems.

Multi-agent systems (MAS)

Besides the mentioned decentralized approaches which
are based on layout transformation the concepts of
agents and multi-agent systems started to influence
the control literature in the late 1990s. Generally
speaking, a multi-agent systems (MAS) consists of
two or more agents who interact with each other to
achieve a collective goal. Usually this interaction is
reached using either direct communication or indirect
communication via storing information somewhere.
With the agents having the ability to cooperate and to
go for some individual or even global goals a reasonable
behavior of the entire system should arise from their
interaction. General advantages are among others the
lack of a single point of failure and the “plug and play”-
principle. Further advantages and general features can
be found in [92]. For a more detailed study on collective
behavior of mobile agents see [117].

MAS usually offer a flexible behavior. As each
agent interferes with the (changing) environment
independently there is no need for a global strategy
tackling each special case. Especially in complex
systems it is almost impossible to reach such a
flexible behavior with a central control unit. The
main disadvantage of MAS is that the exact system
behavior is almost unpredictable and usually not
optimal. Examples for agents in our context are
vehicles, source and destination nodes, or even path
segments. According to Weyns et al. [116] “Applying
a multi-agent system opens perspectives to improve
flexibility and openness of the system: the AGVs
can adapt themselves to the current situation in their
vicinity, order assignment is dynamic, the system
can deal autonomously with AGVs leaving and re-
entering the system.” Several authors developed
agent-based systems in order to exploit the advantages
of the decentralized paradigm. Opposed to the layout
transformation approaches, agent-based strategies for
the load-vehicle and task assignment were also applied
on more complex, conventional path layouts.

Generally speaking, many decentralized approaches
based on the concept of multi-agent-systems make use
of so-called auction algorithms. The basic idea is that
the assignment between vehicles and loads/stations
are determined using an auction based on certain
criteria, e.g. the nearest vehicle gets a transportation
task etc. Many of these auction procedures are based
on the so-called contract net (CNET) protocol. CNET
is an important principle regarding communication of
entities in a distributed problem for cooperative task
execution and was originally presented by Smith [100].
This protocol describes a negotiation sequence that
serves as a basis for all auction-based control strategies,
i.e. the protocol regulates how a task is announced in a
network, how and when a vehicle can make its offer for

the task, how a vehicle finally receives the permission
for the task, etc. The CNET protocol was extended
with various ideas, f.e. the possibility for vehicles to
return previously assigned tasks and in consequence
to reassign tasks. Generally speaking, auction-based
approaches are robust to inconsistencies between
multiple agents regarding the awareness of the system
status [22]. Therefore auctions are especially suitable
for distributed and decentralized approaches. In the
following decentralized agent-based approaches with
relation to auctions and CNET are presented.

Fay and Fischer [44] develop a control system for
destination-coded vehicles in a baggage handling
application. They propose a multi-agent load-vehicle
assignment based on the CNET protocol. Loading
stations offer their waiting loads on a virtual market.
A vehicle can evaluate these offers based on its current
position and the pick-up location. The distance figure
is combined with the current utilization of the route to
prioritize and select one of the offers. Fay and Fischer
carry out a simulation study which uses a section of
a real-world baggage handling system and historical
input data. However, the experimental simulation
settings remain unclear and the system does not contain
more than 15 vehicles.

The control methodology developed by Weyns and
Holvoet [115] and Weyns et al. [116] also makes use of
the multi-agent perspective. The aim of the authors is
to test the feasibility of decentralized control systems
for AGVs. They refer to the load-vehicle assignment
as “transport assignment” and develop two different
rules which they call FiTA and DynCNET which are
discussed in the following. The first approach is based
on the idea that transport agents of loads which are
waiting to be picked up and the AGV agents both emit
fields in their local virtual environment. The field of a
transport agents attracts idle vehicles whereas AGVs
repulse themselves. The vehicles combine the effects
of the fields they receive to calculate some kind of field
gradient which they follow along predefined paths.
The DynCNET is an adaption of the CNET Protocol,
where transport agents and AGV agents both have a
certain radius in which they search for each other. The
transport priority and the distance between vehicle
and load are used as criteria for providing proposals.
Compared to the standard CNET protocola significant
modification has been made: The vehicles are allowed
to switch tasks after the initial assignment. Weyns and
Holvoet use simulation experiments to analyze the
performance of the described rules. In a real-world
layout with 56 loading and 50 unloading stations they
use 14 AGVs to show that their two approaches perform
better than the original CNET protocol regarding
to the average waiting times. Both rules of [115]
have a distributed implementation of control, hence
using the FiTa rule some central control entities are
necessary, f.e. a controller, which calculates the filed
in every point of the map. Obviously, both rules do
not rely on local information only. Weyns and Holvoet
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calculate the total necessary communication load for
their proposed rules, which is about twice as high
as the communication level for a more decentralized
dispatching strategy like the CNET protocol.

In Choi etal. [22] two decentralized approaches for the
task assignment including a communication constraint
are presented: the consensus-based auction algorithm,
where a single task gets assigned independently to an
agent and the consensus-based bundle algorithm, where
a sequence of tasks are combined and assigned to an
agent at once. Both algorithms rely on two phases. In
the auction phase each vehicle can bid on specific tasks.
In the consensus phase the vehicles receive information
about the results of the auction process via a list of
winning bids that gets passed between neighboring
vehicles. As a consequence the same situational
awareness of the vehicle agents is reached even without
a central entity which monitors the system status.

Schwarz et al. [95] also use a multi-agent system
for a load-vehicle assignment via a bidding procedure
based on the Foundation for Intelligent Physical Agents
(FIPA) Contract Net Interaction Protocol?, a variation
of the original CNET protocol. Vehicles are able to bid
for orders put out by the stations. An offer is calculated
under consideration of the delivery time of the current
job and the future position. A vehicle can bid in multiple
auctions but can only accept a single job.

Giordani et al. [55] present a two-level multi-agent
system framework. In the first level the number
of necessary robots for a given number of tasks
is calculated based on an iterative auction based
negotiation algorithm. In the second level tasks are
assigned to certain robots in each time period. The
so-called task allocation problem is solved using a
distributed version of the Hungarian Method®. The
decisions are made by agents and the communication
constraints only allow communication between
neighboring agents. With the help of a simulation study
the results of this decentralized approach are compared
to a centralized approach. Whereas the presented
decentralized solution tends to higher costs due to a
worse utilization of resources, it also results in a more
robust solution.

Another decentralized approach for the load-vehicle
assignment based on the CNET protocol is presented
by [78]. Machines offer tasks to various AGVs which
calculate costs for the transport considering the
distance to the machine, the current battery level and
even their physical suitability for the given task. A
machine is able to contract two vehicles for the same
task. The secondary AGV will replace the first vehicle
in the event of a failure. Cloud communication is used
for sending and receiving information.

3 For more information about the FIPA Contract Net Interaction
Protocol see their specification [48].

4 The Hungarian Method is an optimization algorithm developed
by Kuhn in 1955 that solves the assignment problem [72].

In addition to the described approaches, various
further examples for the usage of bidding algorithms
in a decentralized load-vehicle assignment are given in
literature [see e.g. 25, 37, 42, 43, 94].

All in all, it can be stated that auction-based
approaches are only partly decentralized. As each agent
is doing its calculation independently, the described
approaches can be regarded as a usually completely
decentralized implementation of the decision making
process. However, agents do usually have access to
non-local information: vehicles need to know the status
of multiple workstations or workstations receive offers
from the vehicles. As a consequence in most auction
based approaches information is exchanged and
aggregated in a widely manner. Only few publications
combine a communication constraint with auction-
based approaches.

Having described agent-based assignment
approaches with relation to auctions and CNET in the
following further agent-based approaches for the load-
vehicle and the task assignment are presented.

In 2002 Berman and Edan [13] proposed the usage
of decentralized control systems in a computer-
integrated manufacturing environment. They favor
the usage of vehicle-initiated dispatching rules
compared to workstation-initiated rules as they judge
the latter to have higher requirements regarding the
communication overhead. The concentration onto
vehicle-initiated rules is considered to be sufficient as
in the manufacturing context the vehicles are highly
utilized and the system is rarely in an idle state. They
implement a multi-attribute dispatching rule based
on the distance to the workstation and the due time
of the product. No central controller (or instance) is
implemented. Instead, each AGV collects information
from all workstations. Then, it calculates a decision
according to a described dispatching rule and informs
the workstation. In combination with routing rules, a
conceptual test environment with up to two vehicles
was developed. Though having a decentralized
decision making and no central unit which aggregates
all the system information, each AGV collects the
status from multiple workstations and therefore uses
non-local information. Consequently, this approach can
only be seen as partly decentralized.

Arsie and Frazzoli [10] and Arsie et al. [9] present
a no communication algorithm for a problem similar
to a task assignment: mobile agents have to visit
target points that are generated in a stochastic
manner. The authors see their main contribution in
a so-called motion coordination strategy that does
not rely on communication between the different
agents. Nonetheless, optimality is reached under
certain conditions. Even though a higher level of
communication will not decrease the performance
of a system, the authors show that a higher level is
not always necessary. They propose the following
algorithm: each agent independently calculates its next
action and always visits the target nearest to his current
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position. If there is no target, the agent will move to
a position that minimizes the distance to already
serviced target points. The authors state that under
a so-called light load condition® their algorithm is at
least as good as other so far published decentralized
algorithms and (almost) optimal. Even though there
is no communication between the agents and the
implementation is completely decentralized, there is
still an aggregation of information as each mobile agent
knows about open tasks and the locations that need to
be served.

In2009 Lee etal. [76] transfer ideas from a completely
different area of research to load-vehicle assignment in
port container terminals. Their decentralized algorithm
is inspired by T cells® that are able to explore their
environment and show an immune response to invading
antigens. The algorithm aims to minimize the vehicle
dwell time and is tested in a simulation model with
12 vehicles, 15 containers and 9 cranes. The algorithm
requires communication between the different
system entities and thereby leads to an aggregation of
information. In addition, the vehicles need to perceive
jobs within a certain radius. It remains unclear how this
requirement could be fulfilled technologically.

Based on the idea of multi-agent systems, Klein [69]
develops four different strategies for a decentralized
dispatching which includes load-vehicle assignment
and empty vehicle balancing, as explained below (see
also section 2.2):

1. Random dispatching rule:

Vehicles do not have any information about the
system. Hence the vehicles start traveling in
a random manner until a location with a new
transportation task is reached.

2. Static destination dispatching rule:

Using static destination rule each vehicle has an
initial source. Whenever a vehicle completes a
transportation task it returns to this home location
and only claims the next load there.

3. Forecast dispatching rule:

In the forecast dispatching sinks aggregate local
information over time. In a data collection process
the sink keeps the information about a load’s
source location, whenever a vehicle delivers said
load at the sink. Over multiple periods the sink
is able to forecast a rough number of transports
at a certain source and can therefore forward
vehicles accordingly. As no global information is
aggregated this forecast must not be regarded as
exact calculation, but more like a tendency.

4. Feedback-based dispatching rule:

The feedback-based dispatching is based on the
logic of ant algorithms. At each switch in the
system a local probability table tells a vehicle where
to go next in the meaning of forwarding. After a

5 asmall target generation rate
6 T cell is the short form for T lymphocyte — a subtype of white
blood cells.

vehicle has reached a source and started the next
transportation task, it gives feedback (its waiting
time) to all switches it passed before. The switches
adjust their probability tables accordingly.

In contrast to most other publications Klein lays
a special effort on using mostly local information
when designing the load-vehicle assignment rules.
In our understanding the first three strategies can
be seen as truly decentralized, whereas the forth
strategy is close to being truly decentralized. All
strategies were tested in different layout scenarios
(maximum of 18 sources and 18 sinks) with different
numbers of vehicles (maximum of 2500) and different
transportation data sets. In most of the cases, a central
benchmark strategy performs better than the proposed
decentralized strategies. Only in small layouts with a
high demand variability decentralized strategies were
able to outperform the central dispatching strategy.
Comparing the decentralized strategies Klein stated
that apart from the random dispatching rule no strategy
is completely dominating the others in all relevant KPIs
especially when taking many vehicles and complex
layouts into account.

Ayanian et al. [11] propose an approach based on a
dynamic task reassignment as a decentralized solution.
Based on an initial random task assignment vehicles
within a certain communication range can switch their
tasks. Depending on the size of this range, the nature
of the problem becomes more or less (de-)centralized.
Similar approaches are proposed by Caraballo
et al. [17] and Fanti et al. [38]. Caraballo et al. [17]
consider a divisible and parallelizable task that has to
be accomplished by a team of robotic agents (aerial
robots) in a decentralized manner. Within a certain
distance (block), information between the agents are
shared and tasks are re-allocated. Caraballo et al.
identify the block size as an important parameter for
the overall performance. Fanti et al. [38] use a so-called
“gossip algorithm” under communication constraints.
Starting with an unfeasible solution, the algorithm
finds a solution for the task assignment problem via
communication between the agents. Enhancements are
published in [41].

Fanti et al. propose an algorithm for assigning
electrical vehicles to charging stations. Each charging
station can be seen as an agent which solvesa local
integer linear problem considering the charging
costs and distance to the vehicles. Therefore, the
implementation of the approach can be regarded as
decentralized. The stations share and synchronize their
individual solution with neighboring charging stations,
which leads to an aggregation of information. In an
iterative manner the distributed approach minimizes
the total time needed for the charging process.

A similar approach is presented by Fanti et al. [39].
Instead of stations assigning vehicles, as seen in
Fanti et al. [40], AGVs choose transportation jobs by
solving a local integer linear programming problem.
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Vehicles are able to communicate with other vehicles
within a certain zone. Following a communication
and negotiation protocol, each task gets assigned to an
AGV. The vehicles have information about the layout
and open tasks including the task position. Therefore,
the algorithm uses non-local information in a
decentralized implementation. Based on the mentioned
assignment problem, Fanti et al. [39] propose a solution
for coordinating the vehicles, which we will mention
in chapter 2.3.

2.1.3. Summary

Table I: Literature overview ordered by topics for
decentralized load-vehicle and task assignment

Topic Corresponding literature

[12, 15, 85, 98, 99]

[9-11, 13, 17, 22, 25, 3744,
55, 69, 76, 78, 94, 95, 115,
116]

Layout transformation

Multi-agent systems

An overview summarizing the literature discussed
in this section can be seen in table 1. The vast majority
of approaches in the field of decentralized load-vehicle
and task assignment are based on multi-agent systems.
Within these multi-agent systems many publications
are somehow related to auction-based approaches.
Noticeable is the low number of truly decentralized
solutions, especially with regard to the local information
constraint. Some publications that were labeled as
decentralized do not have any information constraint
at all. Other publications do restrict the communication
between different agents, e.g. only neighboring agents
are allowed to share information. The range of what is
considered as neighboring is discussed less frequently.
Nevertheless, most of the approaches make use of a
decentralized implementation, i.e. multiple entities
calculate solutions independently.

When taking the nature of an assignment procedure
into account, the reason for this lack of truly
decentralized policies with regard to the use of local
information becomes clearer. Allowing the vehicles
and workstations to share their current status is a
manageable amount of communication, but can result
in a high benefit. Analogous, in most publications
the status communication between vehicles and
workstations or between multiple vehicles is the
violation of our definition of true decentrality.

2.2.  Empty vehicle balancing

2.2.1. Basics

In the following we will discuss the second part of
dispatching: the control of empty vehicles. Terms,
like “empty vehicle positioning” or “empty vehicle
balancing” are used frequently. The problem tackles

the simple question of what to do with an idle vehicle
if there are currently no open jobs in the system. In
order to minimize the empty vehicle travel time and
the future system response time for new pickups, the
major objective of vehicle positioning is to find parking
locations — also called home locations or dwell points.
The empty vehicle positioning can have a strong impact
on the overall system performance, especially with a
high load profile variability.

Hu and Egbelu [61] and Le Anh [74] identified four
approaches which are proposed in automated guided
vehicle (AGV) literature:

* Central zone positioning:

Idle vehicles are always sent to one central zone.

* Point of release positioning:

Idle vehicles stay at the location, where they
completed their last task.

* Distributed positioning:

This rule is generally similar to the central zone
positioning rule but multiple zones are available
where the vehicles can be sent to.

* Circulatory loop positioning:

Instead of parking the vehicles are circulating in
the system. One or multiple loops are designed for
empty vehicle circulation.

It is obvious that each of the mentioned approaches
can be executed centralized or decentralized with
either local or global information and the feasibility
is highly linked to the path layout. During the layout
design process a decision about the empty vehicle
positioning policy has to be made. This decision
has to be operationalized with an appropriate layout
afterwards.

Hu and Egbelu [61] summarize the first three
approaches as systems with storage locations. They
state that most authors who follow these approaches
assume some kind of loop sidings for the home
locations. Loop sidings are separated areas near the
transportation lanes, where idle vehicles do not delay
other vehicles. In contrast to the approaches which use
some kind of storage locations, the last approach stands
for all control strategies that use specific loops in the
system to store empty vehicles.

The first approach can lead to considerably long
system response times. Therefore, it is only an option
in (a) smaller layouts where the central parking zone
is close to the loading stations (b) in systems with
enough pre-arrival information (c) in systems where
this long response time is no problem, e.g. with a very
powerful vehicle system compared to the number of
jobs. Parking at the point of release — second approach
—can lead to congestion in many cases, if no additional
parking zones are integrated in the layout. However,
these first two idle vehicle parking concepts do not
require complex dispatching processes, as the control
rules are straight-forward. One could argue whether the
empty vehicle positioning is truly decentralized or not
even a dispatching process is required because there is
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in fact no decision to be made. Idle vehicles are simply
sent to a predefined storage location or just wait at their
location. Due to their simplicity the first two of the
four empty vehicles positioning approaches are hardly
discussed in the scientific community.

Looking at the third approach, it becomes clear where
the term “empty vehicle balancing” comes from, as
vehicles have to be balanced between different zones.
This also raises the question of how many vehicles
should be in a zone. A decision rule for choosing a
parking zone needs to be implemented. The latter
approach presented — circulatory loop positioning — is
also a simple strategy which enables short response
times. The disadvantages can be a higher energy
consumption, a danger of blocking other vehicles and
a higher risk of congestion.

2.2.2. Literature review on solving approaches and
methods

Considering the scope of this paper and especially
systems with many vehicles only the third approach
is of particular importance. Two relevant sub tasks
for the empty vehicle balancing were identified in the
literature. On the one hand there is a planning aspect,
where optimal dwell point locations have to be selected
in an in-house logistics transport system containing
several storage locations. On the other hand there
is the challenge of distributing a single vehicle to a
certain parking position, which can be regarded as a
controlling aspect.

In a large part of the literature considered, there is no
explanation on which level decisions have been made
and how the information is available. Depending on the
approach, planning aspects that are influenced by the
path layout and vice versa also play a major role, which
is pointed out in the following. Similar to what has
been said about load-vehicle assignment, many of the
publications on vehicle-based systems only consider
simple problems.

Planning aspects

Egbelu [35] was among the first authors that consider
empty vehicle positioning in a single-loop layout. The
single-loop layout is transferred into an equivalent
circular layout. Afterwards algorithms for finding
optimal dwell point locations are derived in four
different setups: single vehicle with unidirectional
traffic; multiple vehicles with unidirectional traffic;
single vehicle with bidirectional traffic; multiple
vehicles with bidirectional traffic. The overall objective
is the minimization of maximum response times. Kim
and Kim [68] follow the same conceptual approach
and analyze a single-loop layout. They use Markov
chains to decide about the optimal location for a single
central home location. The analytical procedures are
valid for a static environment in an unidirectional loop.
Chang and Egbelu [19] deviate from the assumption of
a static environment. Although they stick to a single-
loop layout, they provide a method for determining

the home location that minimizes the mean response
time for dynamic workloads. Gademann and van de
Velde [52] analyze different single-loop systems with
variable numbers of vehicles regarding the complexity.
They show that the optimal home location problem is
much harder to solve for bidirectional loops than for
unidirectional loops. Lee and Ventura [75] propose an
analytical solution based on a dynamic programming
model that minimizes the mean response time. They
divide the systems into subsets of stations. Each of
the subsets is served by one of the vehicles in uniand
bidirectional loops.

Controlling aspect

In contrast to all authors which have been mentioned
so far, Hu and Egbelu [61] are the first to consider a
conventional layout. For an unidirectional guide
path layout the storage locations that minimize the
maximum response time or the mean response time
are derived in two different models. The performance
of an exact and a heuristic approach are compared. In
addition to defining the storage locations, the authors
provide a procedure for assigning vehicles dynamically
to these locations, which is an aspect of controlling.
They also try to make less restrictive assumptions
about the demand patterns. Bruno et al. [16] provide
a similar approach that combines the determination of
optimal dwell point locations with a vehicle assignment
procedure.

Hallenborg [S8] provides a discussion on empty
vehicle control in systems with many vehicles. He
considers a real-world baggage handling system which
uses plastic totes and develops an agent-based control
system. It is explained how simulation and emulation
can be used but the paper does not contain any
performance measurement or detailed discussion of
simulation results. It is rather a conceptual description
that focuses on distributed vehicle positioning. Each
vehicle is assigned to a storage location once it has
completed a job. It remains unclear if this is the only
dispatching decision or if the load-vehicle assignment
is also involved. The travel time to a specific storage
location and the current “fill level” are considered for
the vehicle dispatching. The comparison of the storage
locations requires the usage of global information,
like the relative buffer level. The same is true for the
determination of the dynamic travel time.

Le-Anh and de Koster [6] make another attempt
to analyze dispatching rules for systems with many
vehicles. The main assumption for their study is that
only very few vehicles can be parked in the system
and that idle vehicles generally have to circulate until
they find a new task. Therefore, Le-Anh and de Koster
follow the fourth of the general approaches which were
introduced above. They do not explicitly refer to the
term “vehicle positioning” in this context, but rather
include it in their overall dispatching process. Besides
three of their self-developed dispatching rules, they
include the best rules which Talbot [104] found in his
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research. The dispatching rules are compared in two
rather simple layouts. One of the layouts contains two
loading and two unloading stations. The other layout
contains four stations of each type. Loading and
unloading stations are situated next to each other. The
number of switches in the system equals the number
of loading stations. Each switch is located in front of
one of those stations. Between 60 and 100 vehicles are
used in total. Using different balanced and unbalanced
load scenarios the following dispatching rules are
compared: 1. Modified shortest-travel-distance-first
rule, 2. entrance control (EC) dispatching rule, 3.
multi-attribute dispatching rule (Multi-Att) and 4.
modified multi-attribute dispatching rule (Multi-Mod).
The results from the simulation experiments show that
the modified version of the shortest-travel-distance-
first rule does not perform well in this type of system.
It is outperformed by the other rules. Compared to
the last two rules, the EC rule has the disadvantage
of being dependent on choosing the threshold value
which is used as a comparative value. Additionally,
the last two rules are less sensitive to different load
scenarios, i.e. load arrival rates and load arrival
patterns. From the perspective of this survey, it needs
to be pointed out that the first and the last two rules
all use global information, either based on distances
or because of using minima and maxima across the
whole system. Talbot’s rule is the one which needs
the smallest amount of information and comes close
to our understanding of decentralized control. But it
requires the definition of the threshold value and is
outperformed by the global approaches. Generally, the
layout needs to fulfill certain requirements regarding
the position of the decision points in order to enable the
usage of those rules. The circulation of idle vehicles is
a prerequisite for their applicability.

In our opinion, empty vehicle balancing as well
as vehicle task assignment can be seen as a part of
the dispatching procedure, as we pointed out in the
introduction to chapter 2 (see also fig. 2). Both are
closely linked and influence each other. The approach
in the field of multi-agent systems developed by Weyns
and Holvoet serves as an example, see section 2.1.1.
AGVs driving through the system repulse or attract
each other depending on the state (i.e. idle) and
pending tasks, see also Weyns et al. [116]. This leads
to an automated and implicit distribution of idle AGVs
over the system, whereas no dedicated empty vehicle
balancing is needed anymore.

A decentralized strategy similar to the described
option of circulatory loop positioning is proposed
by Klein [69]. The idea is based on the decentralized
assumption that a vehicle has no information about
the system status, e.g. waiting loads, as it gets idle.
In consequence, the empty vehicle drives randomly
through the system network. Once it reaches a certain
source, the vehicle gets access to the local information
of the source, e.g. current transport requests. This
strategy shows the close linkage between task

assignment and empty vehicle balancing, which we
both see as a part of the vehicle dispatching process,
as mentioned before. Compared to other dispatching
rules, Klein [69] found this strategy to perform worst.
Nevertheless, in systems with a huge amount of
vehicles, compared to the number of transportation
tasks, this strategy can keep the communication and
calculation effort to a minimum.

Due to capital-intensive tools in semiconductor
industry, the automated material handling system
(AMHS) plays an important role. State-of-the-art
overhead hoist transport (OHT) systems are designed
as unified rail systems, whereby mostly a distinction
is made between intrabay and interbay areas. Intrabay
means an arrangement of similar tools and interbay is
the connection of intrabays. A semiconductor wafer
fabrication plant (FAB) can consist of up to hundreds of
tools, which are connected by several kilometers of rail
tracks including various u-turns and n-shunts [see i.e.
86]. So usually the layout complexity can be considered
as very high. A common approach to balance empty
vehicles is the use of so called “watermarks”, which
constrain to number of empty vehicles in areas [see
i.e. 67, 86]. Wertz et al. [114] present two approaches
for improving delivery times, especially waiting times.
First, they modify watermark settings to values which
vary dynamically according to the transport frequency
in a bay. Second they shift dwell point locations so that
other vehicles are almost not obstructed. A simulation
was used to evaluate the developed approaches. Kiba
et al. [67] show the influence of the low watermark
in a certain bay on the average global delivery time
and the average global retrieving time with a detailed
simulation of a FAB. Chaabane et al. [18] used a
discrete event simulation of a wafer fabrication plant
to study the influence of low water marks and high
water marks on a minimum service policy in the
meaning of a minimum number of empty vehicles to
serve transport requests quickly. Schmaler et al. [86]
present an approach for balancing empty vehicles based
on forecast information. They compare three scenarios
— no-forecast, limited-forecast and complete forecast —
of a FAB with about 300 vehicles in order to show the
potential of the approach. One of the goals was also to
minimize empty vehicle balancing moves [see also 87].

All in all, the empty vehicle balancing approaches
applied in FABs are using a mixture of the distributed
positioning approach and the circulatory loop
positioning approach. Many decision are made by a
mid-level controller which is responsible for an area.
Once a vehicle is pushed from another vehicle, it will
take another parking position in the same area as a
result of the watermark setting which is some kind of
local information and decentralized decision making.
This push-out of empty vehicles can also be seen as
decentralized decision making under local information
but the destination is defined with global knowledge
about the bays.
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Excursus: Sharing systems

The literature on sharing systems — bike sharing or car
sharing — has grown considerably in recent years [see
e.g. 26, 47]. Depending on the type of system, parallels
to vehicle-based transport systems can be made. One
of the most popular examples is the rebalancing
problem of bikes between stations [see e.g. 20, 84]
which is some kind of the distributed positioning rule
proposed in 2.2.1. However, there are some significant
differences, like cyclically recurring demand patterns
pointed out by Vogel et al. [109] or the fact that the
bikes cannot move by themselves. Rentals at a certain
time or stations can be promoted or avoided by user
incentives [5] and specific times of the day — e.g.
nocturnal hours — could be used for balancing between
all stations. Furthermore, Legros [77] defines the
objective in balancing the stations in the meaning of
predicting overfull or empty stations which differs to
vehicle-based transport systems.

The user based balancing can be seen as a decision
making on two levels. On the upper level the rental
system operator makes a global decision with full
information how to balance the bikes. On the lower
level a user takes a ride, which could be a promoted
balancing ride but it remains unclear if the user acts
the way intended.

2.2.3. Summary

As mentioned above, there is hardly any reference to
decentralized empty vehicle dispatching in literature
on vehicle-based in-house transport systems. However,
three of the four types of different control strategies
for the empty vehicle balancing can be seen as
decentralized without further effort. With central
zone positioning only the information about the layout
and the coordinates of the parking zone is necessary.
With point of release positioning and circulatory loop
positioning, no further central information is needed.
The distributed positioning can be implemented either
as a central or decentralized version. An overview of
the literature in this section can be seen in table 2. After
the dispatching strategies, the next section reviews the
existing theoretical background for routing problems.

Table 2: Literature overview ordered by topics
Jfor empty vehicle balancing

Topic Corresponding literature
Planing aspect

AGV [19, 35, 52, 68, 75]
Controlling aspect

AGV [6, 16, 61, 104, 116]
Baggage Handling [58]

OHT-Systems [18, 67, 86, 87, 114]
Sharing-Systems [5, 20, 26, 47,77, 84, 109]
Other [69]

2.3. Routing

2.3.1. Basics

Generally speaking, an essential requirement for a
routing procedure is the existence of a destination
for a vehicle. As the destination is the result of the
dispatching procedure the routing process usually
succeeds the dispatching process. However, in more
advanced controlling processes the information about
expected travel times can also be an input factor to the
dispatching decision leading to an iterative problem
solving process. In consequence, despite having a
tendency the order of dispatching and routing is not
strictly predefined.

Before we provide a general classification scheme
for routing strategies it is necessary to clarify the
relationship between the terms routing and scheduling.
On the one hand it is a general consensus that routing
is about finding a route between a given source and
destination. On the other hand the term scheduling is
often defined differently and especially the distinction
to routing often remains unclear. Some authors
consider routing to be responsible for finding routes
that are free of congestion, conflicts and deadlocks [see
e.g. 83]. Other authors see these requirements as a part
of scheduling [see e.g. 103].

Generally, both views are understandable. Due to
the technological complexity of the vehicle on the one
side and the guidance technology on the other side,
controlling a vehicle system on the operational level is
not an easy task. Extracting as many decisions from the
operating phase to a preceded planning seems to be a
reasonable approach for preventing undesirable effects
(congestions, deadlocks, etc.). The characteristics and
especially the complexity of the analyzed systems seem
to be the driving force for either requiring routing to
fulfill additional requirements or incorporating it into
the scheduling function. The latter view is applicable
in systems where all transportation requests are
known before the system starts its operation. Then
optimization techniques can be used to find the
best routes without any interference and reach the
highest over-all system performance. In this case the
optimization problem can be categorized as a pick-up
and delivery problem with time window constraints.
In some cases dynamic scheduling approaches with
rolling planning horizons might even be able to achieve
a continuous optimization and adjustment to changing
demands [see 74]. But this can only be accomplished
for systems of limited complexity. In many systems
scheduling is impossible as no or only limited pre-
arrival information is available. In this case dispatching
strategies have to be used for the task assignment (see
sec. 2.1) or empty vehicle balancing (see sec. 2.2) and
the extended understanding of routing as favored by
Qiu et al. [83] becomes relevant.

In this paper the term routing is used to describe
control procedures which are responsible for the
following tasks (see also fig. 3):
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Figure 3: Classification of routing subtasks
[compare 73, 83]

* Route planning:
— Route discovery:
Finding one or more feasible routes from
a source to a desired destination [see 73]
— Route selection:
Selecting a specific route, if more than one
route is feasible for a source-sink combination
[see 73]
* Route execution:
— Operationally guiding the vehicle from source
to destination, which means especially the
avoidance of conflicts with other vehicle

A further classification and description of the
mentioned routing sub tasks (discovery, selection,
execution) is presented in the following. Various
(decentralized) approaches from different publications
that can be fitted into this classification are discussed
in the literature section. It is important to understand
that this classification must not be seen as a sequence of
necessary tasks to reach a decent routing decision. Not
each sub problem individually needs to be targeted by
an approach. For example there are approaches which
only rely on a route execution without any advanced
route planning.

Similar to the control problems of vehicle dispatching
and vehicle routing the sub problem of route planning
and route execution can be executed as iterative
processes. In more advanced routing approaches
the current system status as processed by the route
execution can be taken into consideration for the next
phase of route planning or another iteration of route
planning is made when the route execution discovers
a conflict. This leads to a more complicated iterative
process.

According to ter Mors [107] a sophisticated route
planning should ensure a less difficult route execution.
Furthermore, ter Mors proves that the coordinated
movement of multiple agents in a given map is a
NP-hard problem.

Route planning

After these introductory comments various general
approaches for the sub problems of route planning
are presented. In general, the route planning is done
before the vehicle starts moving and includes the tasks
of (a) discovering routes from a given source to a given
destination and (b) selecting a route if more than one
route is possible.

Route discovery as a part of route planning

A general classification scheme (see fig. 4) developed
by Lau and Woo [73] fits our definition of the term
route discovery. Hence, the following paragraphs
mainly show their findings.

The major distinction of route discovery strategies is
in static and dynamic approaches. This is dependent on
the opportunity to update a choice for a calculated path
between a specific source and destination. A static route
planning calculates the best route only once. Without
taking current congestions into account, the calculated
route is always used for a specific source-destination
combination. To calculate the route in the first place,
the route discovery algorithm needs a criterion for
determining the best route and for comparing multiple
feasible routes. In static approaches usually the shortest
distance or time is used for this purpose. Dijsktra
algorithms or Floyd-Warshall algorithm are two of the
most famous algorithms for computing the shortest
paths [33, 50, 113]. In addition to calculating a complete
a priori routing table for each source-sink relationship,
static route discovery can also be realized based on
simple static rules. Similar to a calculated table, these
static routing rules will always yield the same result for
a given source-destination relation, without taking the
current system status into account.

Route discovery

( b

Real-time
Centralized

Static

Real-time
event-depend.

Distributed

Global/ On-demand/
proactive reactive

Figure 4: Classification scheme for route discovery
strategies [compare 3, 73]

Via rules Via tables

state-depend.

Dynamic routing strategies try to compensate the
weakness of static routing strategies by taking the
current network status (e.g. congestions) into account.
The dynamic pre-planned routing is based on a
routing table that is updated according to the network
status. The points in time for updating the table are
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predefined, e.g. after a specific time span, after layout
changes or depending on traffic patterns. Therefore,
general knowledge about the traffic flow and possible
future system behavior is required, to determine these
points in time.

With real-time event-dependent and state-dependent
approaches updates of the routing tables do not just
happen at specific pre-planned time-points but may
happen continuously. Using an event-dependent
approach, multiple alternative routes are determined for
a given source-destination constellation and depending
on the current network status one of the routes is chosen.
For example, a vehicle would always take the shortest
route unless the utilization of this route is above a
certain threshold or a path segment breaks down, etc.
In contrast, real-time state-dependent routing uses no
predefined routing tables or sets of suitable routes. The
route is calculated based on the current network status,
e.g. the utilization of single paths or recently finished
transports are taken into consideration. Depending on
the entity which makes decisions and the information
that is used for the decision making this strategy
can either be seen as centralized or distributed. In
a centralized version of state-dependent routing a
central unit has global knowledge of the network and
in consequence is extremely responsive. In a more
distributed algorithm the routing tables are not kept by
one central unit. Instead distributed units, e.g. nodes
in the graph have distributed versions of the routing
tables. Distributed algorithms require a higher degree
of information exchange but are said to be more robust
to disturbances [see 73]. An alternative to a distributed
storage of system information in nodes is aggregating
information about the current system status via inter-
vehicle communication. Vehicles can share their
planned routes with the entire fleet or at least with other
vehicles near-by. As a result, the knowledge is more
distributed.

Three different forms of distributed state-dependent
routing can be distinguished [see 3, 73]:

* Global/proactive routing:

Global/proactive routing enables an up-to-date
view of the network with periodic updates.
Examples for this kind of routing are the optimized
link state routing (OLSR) or the global state
routing (GSR) [see 21, 62].

* On-demand/reactive routing:

Instead of proactively creating an up-to-date
view, these routing approaches are only executed
when a routing request is received. Examples of
this algorithm type are adaptive distance vector
routing (ADVR) and dynamic source routing
(DSR) [see 14, 111].

* Hybrid routing:

Hybrid routing is a combination of features of
proactive and reactive protocols. It reduces the
overall effort for proactive routing by limiting the
regarded area for updates to near-by nodes, often

using predened zones. Reactive routing is used for
finding routes to remote nodes [see e.g. 23, 56].

The main focus of this paper are decentralized
control strategies. According to the classification
scheme in figure 4 the weaker term “distributed” was
used instead of “decentralized”’ Lau and Woo [73] have
chosen this term for non-central routing approaches,
because without acquiring additional knowledge about
the network from other nodes at all no meaningful local
routing decision can be made.

We will show below that such distributed
implementations do exist. A completely decentralized
routing without any non-local information can not
guarantee that a destination will be reached. In this
case at least a minimum amount of aggregation of
information is required. This limitation of the definition
of decentrality has to be kept in mind when assessing
the contributions of the authors below. Although these
authors might use the concept of “decentralized”
routing, they refer to a distributed implementation
structure, but generally do not fulfill the requirement
of purely using local information.

Route selection as a part of route planning

If there is only a single possible route between a given
source-sink relation, the route selection will obviously
be trivial. In conventional layouts usually multiple
feasible routes or even multiple equivalent routes with
regard to the decision criterion (f.e. distance) exist and
a specific route needs to be selected. This decision is
depending on the objective of the selection.

The problem of load balancing (spreading the
vehicles) in decentralized systems has been recognized
by several authors and adds a new challenge to the
development of such algorithms. The shortest route
is not necessarily the best choice as congestion might
occur and in the worst case deadlocks endanger the
system functionality. These risks can be mitigated
by a central controller with global system view that
redistributes the traffic flow if necessary. But in a
decentralized systems new approaches are required
because the overall system status is by definition
unknown. Ng et al. [80] propose a load-scattering
algorithm based on the average flow on the different
alternative paths to a destination. They divide the total
load along a certain path by the number of links and
thereby derive an average flow figure. From all possible
paths a traveling load selects the route with the lowest
average flow. Other inspirations for this topic can
be found in urban traffic networks [e.g. 4] or ad-hoc
mobile networks [e.g. 119].

According to Wardrop [112] the selection decision
can be made choosing one of two different principles:

* Goal routing:

For each vehicle the best (usually shortest or
fastest) route is selected.
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* Route balancing:
For each vehicle the route, which results in a global
system optimum in the sense of minimal total
travel time, is selected.

As it results in a global optimum the second principle
is more favorable but also the more complicated goal.
This is only possible for small layouts and usually
requires extensive pre-calculation — see the already
mentioned definition of scheduling according to [74].
Under incomplete information in a decentralized/
distributed system, usually the first principle is
reachable. Either with or without knowledge about the
current system status a single vehicle always selects the
route that is presumably best for itself.

Another strategy which was not discussed by Lau
and Woo [73] consists of skipping the entire route
planning (discovery and selection) process. Lost
results can be replaced either with dynamic route
execution approaches (see next subsection) or leads to
arandom vehicle routing process with completely local
information.

Route execution

After a feasible route was found and selected using any
approach of the route planning the vehicle can start
executing the chosen route. The problem arising at
this point is the avoidance of blockings and deadlocks
with other vehicles. Blockings occur when two or
more vehicle want to claim the same physical spot at
the same time. Somehow a decision has to be made,
which vehicle is allowed to go first. This is especially
important at intersections. A deadlock occurs when
a group of tasks or processes is waiting for an event
which can only be triggered by one of the members
of this group. In this situation the system locks itself
and cannot proceed. In logistics systems this situation
usually occurs when two or more vehicles block each
other and none of them can continue.

To avoid blockings and deadlocks, each vehicle has
to somehow spread information about its intended path.
This information can be shared for example with other
vehicles, with single path segments and nodes or with
a central entity.

Sticking to the requirements of providing conflict-
free routes, several types of approaches have been
developed [see e.g. 83]:

 Static methods:

The entire route is blocked for the time a vehicle
is moving

* Time-window-based methods:

Only single path segments are blocked in the time
window the vehicle is expected to travel on them

* Dynamic methods:

Paths are blocked incrementally from path segment
to path segment’ while the vehicle is traveling and

7 In literature this type of route execution is sometimes also
known as “forwarding”.

considering the current utilization of the next path
segment

The former two methods put more emphasis on a
planning aspect while the latter one is a more reactive
approach. The approaches which focus on planning can
be applied in rather small layouts with few vehicles and
stable demands. But conventional networks with many
vehicles make it hard or impossible to pre-calculate
all routes. However, complex layouts can be divided
in less complex sub-layouts and the planning methods
can be applied independently for each part. In case of
conflicts, the priority on the limiting path segment can
be regulated by various strategies, like a first come
first serve (FCFS) strategy, by a strategy dependent
on the priority of the transported loads or the vehicle
destination. Furthermore, global information or some
other information exchange is necessary for the static
and the time-window based approach [see 74, 83].

In contrast, local information is sufficient for the
dynamic methods. At each decision point (usually a
switch) a decision is made if the next path segment can
be traveled, or if some blockings occur. This method is
even capable of incrementally constructing a route to a
given destination, if there was no inital route planning.
Global information about shortest paths or even the
current system status can be stored in the nodes and
can therefore be provided for passing vehicles.

Another aspect that is relevant for the dynamic
decision is the right of way at merges. Especially in
systems with a high number of vehicles, like carrier-
based systems at airports this decision can have a
huge impact on the system performance. Even though
intersection control could be theoretically categorized
as a part of dynamic routing execution we consider the
field of intersection control not as a part of our scope.

2.3.2. Literature review on solving approaches and
methods

There are multiple approaches for more or less
distributed routing algorithms, e.g. the sub-problems
of route planning and route execution. The next
paragraphs illustrate the most influential ideas we found
in literature. At first publications that follow the idea
of multi-agent systems (M AS) for a distributed routing
are presented. Afterwards, we discuss swarm-based
approaches for example by reviewing the main ideas
of ant algorithms. Finally, we take a look at approaches
that transfer ideas and protocols from routing in ad-hoc
communication networks to logistics.

Multi-agent systems (MAS)
For a short introduction to multi-agent systems we refer
to chapter 2.1.2 or [116].

One of the first attempts to come up with a
decentralized routing algorithm using the concept of
agent-based systems was made by Taghaboni-Dutta
and Tanchoco [103]. They developed an incremental
route planner for automated guided vehicle (AGV)
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systems which does not select a route at the starting
node, but rather decides the next node to travel to
during the journey. According to the categorizations in
figures 3 and 4 the route planning strategy can be seen
as areactive real time state dependent approach, which
is executed dynamically. The key of the approach is
a procedure, Taghaboni-Dutta and Tanchoco call
“selectnextnode”, which is incrementally executed
by a vehicle that decides which path segment to take
next with respect to a conflict-free journey. The input
to this procedure consists of local information, like
the possible next nodes, but also of global information
like the estimated waiting times on subsequent nodes,
which are calculated using queuing theory. As the
vehicle calculates the decision independently, their
conceptual system can be seen as one of the first
agent-based routing systems. The authors evaluate the
performance of their strategy in two simple layouts
and compare the results with a complete-route-planner,
which plans the entire conflict-free route before a
vehicle starts traveling. They come to the conclusion
that a complete-route-planner works better in complex
layouts whereas the incremental route planner is
equally suitable for simple layouts. However, the
incremental route planning is less failure-prone and
achieves significantly shorter response times. The
incremental route planner combines local and global
information to make the routing decisions. Thus, this
approach is not completely decentralized.

Nishi et al. [82] have their focus on real-time
systems considering a use case of an AGV system in a
semiconductor fab. In a distributed manner each AGV
calculates its own initial routing plan independently. In
a subsequent step these initial plans are shared between
the vehicles and are checked for feasibility. As long as
the plans are not feasible, penalties are updated and
therefore the routing decision gets changed. This so-
called rescheduling has to be performed, whenever a
new transportation request enters the system.

Lau and Woo [73] explicitly adopt the concept
of MAS, where the nodes of a network work as
cooperating agents. They introduce a hybrid distributed
route planning algorithm for automated material
handling systems. The algorithm uses a zone control
logic and comprises a route discovery process which
discovers feasible routes based on message broadcast,
a multi-attribute route selection function and a fault
management function in case the chosen route is
blocked. The developed routing strategy outperforms
several other strategies which the authors compare
in a simulation study of a generic loop-based layout.
The implementation of the approach can be regarded
as decentralized. However, as the node agents are
able to share information, the used information is not
exclusively local.

Hallenborg [58] develop a MAS for a conveyor-based
baggage handling system. The idea can be transferred
to vehicle systems. The author focuses especially on the
design of the agents and their communication. A route

agent is responsible for route selection when a route
is requested by another agent in the system. The cost
factors, which represent the “virtual lenght” of a path
are updated constantly according to the current traffic
and the Dijkstra algorithm is used for computing the
resulting shortest path. This means that there is still
global information aggregated and in consequence the
approach does not completely follow a decentralized
pattern. The author describes a static routing strategy
and an incremental route choice approach. But the exact
functionality as well as the logic of the route agent for
choosing one of the available routes remains unclear.

Hofmeister et al. [60] develop a concept for a routing
strategy which uses a label correction algorithm
for decentralized route updates. The authors claim
that this reduces the communication overhead. The
routing algorithm is to a certain extent based on ideas
from AGV literature. It pre-plans routes and uses this
information to consider future path utilization in its
route selection. However, the whole paper is conceptual
and no performance evaluation is presented.

Among other strategies, Klein [69] proposes and
evaluates a strategy that aims to be truly decentralized.
As all agents rely exclusively on local information the
vehicles and nodes do not have information about the
global topology or the system status at all. A path
planning for a given source destination combination
is therefore not possible and even a dynamic route
execution depends on information aggregation in the
nodes. Consequently, at each switch a vehicle chooses
randomly what path to take next. A destination is only
reached by chance. Having obvious disadvantages,
Klein calls this a “worst case strategy”, with the
only advantage of reducing the routing decisions to a
minimum. As already mentioned in section 2.2 Klein
uses this random routing in some cases for unladen
vehicles. All in all, this approach can be seen as a
rudimental MAS.

Schwarz et al. [95] convert the algorithm of ter Mors
et al. [106], which is based on a graph network to a
decentralized algorithm for vehicle routing. A vehicle
that wants to reach a destination searches for the
fastest way within the graph. Afterwards it reserves
corresponding timeslots on each path segment. Other
vehicles calculating their routes, take the reservation
into account and in case of a conflict have to either take
a different way or wait for the edge to be freed. The
calculation is therefore done in a decentralized manner,
but with global information about all reservations in
the graph.

Schwarz [94] proposes a negotiation method
between two vehicles in the phase of route execution,
which is applied when a vehicle wants to travel on
an already blocked path segment. The first vehicle
with the reservation checks for alternative routes.
In case the loss of taking an alternative route for the
first vehicle is lower than the benefit for the second
vehicle, the reservation is canceled. However, this may
lead to many negotiations in crowded areas or even
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circle negotiations, as the first vehicle might have to
negotiate with further vehicles for its alternative route.
To avoid too many negotiations specific requirements
are defined when a new negotiation is allowed at all.
Due to the long-distance information exchange this
approach is partly decentralized.

An analytical approach is presented by Digani et al.
[32]. The authors introduce a path planning algorithm
on a two layer architecture. The first layer (topological
layer) consists of multiple sectors (macro-cells),
representing an entire vehicle layout in an abstract
manner. The algorithm for global path planning on
this layer calculates the macro-cells that need to be
crossed on the route to the destination sector. The
calculation is done by each vehicle separately using
the D*-algorithm?®. This layer of the algorithm can be
categorized as distributed real-time state dependent.
The second layer (route map layer) represents the
actual path segments within each sector. On this layer
the actual route on the path segments is calculated
using an A*-algorithm® and executed with a focus
on conflict and deadlock avoidance. This is reached
in a decentralized solution with focus on the current
sector only and the different priorities of the vehicles
in this sector. Therefore, the AGVs only share local
information with neighboring vehicles. So Digani et
al. use a decentralized implementation which relies
on global and local information, depending on the
level of calculations to be done. Even though not
stated explicitly, the approach is close to agent-based
methods. The approach is further refined in Digani et
al. [31] and Digani et al. [30].

Abdenebaoui and Kreowski [1, 2] introduce graph-
transformational swarms to model and route in a
dynamically changing logistical network. The approach
has two phases. In the first phase the layout is prepared
in a way that each node is capable of indicating the
shortest way to a given destination. Therefore, AGVs
can solely follow local information. In the second phase
the AGVs are following the shortest paths avoiding
collisions. As the vehicles in the routing phase rely on
decentralized information only and each vehicle has
its own calculation unit the approach can be regarded
as decentralized.

In Fanti et al. [39] each vehicle calculates the route to
its destination using common algorithms, like the A*-
algorithm. Consequently, the vehicle has information
about the layout including cost factors. They propose an
approach to avoid collisions and deadlocks, which they
call coordination problem. Each time unit is divided
into two sub units. In the first sub unit vehicles are able
to communicate with neighboring AGVs about their

8 The D*-algorithm determines the shortest path between two
nodes in a dynamic network. Originally it was described by
[101].

9 The A*-algorithm is a popular algorithm that determines the
shortest path between two nodes in a static network. It is the
basis for the D*-algorithm and was originally described by [59].

routing plans. Usually the vehicle with the longest path
has a higher priority. In the second sub unit the vehicles
are actually moving. Rules like an AGV always has to
complete a pass, before another AGV can enter the pass
prevent deadlocks.

Without any specific mentioning of the route
planning process and the method used, Zhang et al.
[118] propose a cyber-physical system based control
approach for a dynamic route execution of multiple
vehicles. The vehicles are able to interact with each
other within a given distance. The authors develop
a car-following method, where AGVs follow other
vehicles if there are no intersections. Furthermore,
they present a method for overtaking, if a vehicle with
a higher priority is following a low priority vehicle.
A conflict warning method and an avoidance strategy
are developed for intersections, where decentralized
base stations monitor the traffic flow. Information is
only exchanged within a certain radius. Therefore, this
approach can be regarded as almost decentralized.

Swarm-based approaches

Swarm-based approaches are the second type of
approaches discussed for decentralized routing.
Within swarm-based approaches especially ant-
based algorithms or ant colony optimization (ACO)
are often said to be useful for decentralized control
systems. Their development started in the 1990s and
they use an analogy to real-world ant colonies in trying
to imitate their indirect communication behavior via
pheromone concentration. The idea of communicating
indirectly by modifying the environment has been
named “stigmergy” in the scientific community [see
28]. Although there are different versions of ACO, they
all somehow rely on the stigmergy concept.

In logistics literature, it is often argued that ideas
of swarm intelligence and ant behavior should be
used for routing in logistics networks. Two different
representations of real world system entities as ants
can be distinguished. On the one hand artificial ants
can be used in a network to explore it and find the
shortest paths. Any vehicle could own a number of ants
which help them to gather and spread information. The
AntNet algorithm [29] will be presented as an example
for this kind of algorithm. An IT infrastructure would
be required to run the ant algorithm for each vehicle
in a decentralized system. These optimization runs
are computationally expensive. This can be especially
problematic when only limited planning data is available
and the real-time requirements are very high. Due to
these limitations a second line of thought is possible.
Deviating from the initial intention of the algorithm the
vehicles could also be directly represented by the ants.
As the vehicles are not as numerous as the artificial
ants they would discover the network much slower.
However, the results of this routing strategy cannot be
expected to reach the same performance as the first
implementation opportunity.
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Generally, the applicability of the algorithm also
depends on the network structure. For example,
baggage handling systems have a rather low density of
connections when being compared to communication
networks. The usage of the ant-based routing is
therefore less appropriate [58].

AntNet was developed to apply ACO for routing in
communication networks. See Di Caro and Dorigo [29]
for a detailed description of the AntNet algorithm. In
the following its procedure is explained briefly, however
other versions of ant-based routing exist. (1) Artificial
ants start at regular intervals from each node in the
network. Each ant tries to find the shortest path to a
randomly assigned destination node. (2) At each switch
the ant selects its next node based on local, private and
heuristic information. The ants do not communicate
with each other but use the information that has been
stored in the environment, i.c. based on stigmergy.
The ant stores its chosen route nodes and additional
information, e.g. the travel time. (3) Once it arrives at
its destination the ant travels back to the starting point
of its journey. It takes the exact same path back. During
the journey the local knowledge of each visited node is
updated based on information which the ant collected
and the quality of the followed path. (4) The artificial
ant dies once it returns to the source node.

The core elements for routing the artificial ants and
for making the direction decision (step 2) are probability
tables at each switch. They contain a probability for
choosing one of the neighbor nodes depending on the
current destination to be reached. These probability
tables represent the pheromone concentration. A
direction is taken based on a combination of this
probability and the queue length of the next link.
Once an ant travels backwards to its initial starting
point it gives feedback about the quality of the
found solution and the probability tables are updated
accordingly. Various different feedback functions
have been developed and tested. It should be noted
that the artificial ants are complementary to the data
packages which are routed through a communication
network [see e.g. 110]. But it needs to be considered
that the AntNet algorithm has been developed as an
optimization algorithm.

Claes etal. [24] propose an algorithm for decentralized
anticipatory routing in road traffic which is based on
the ACO. Each vehicle looking for a route in the traffic
network has different kinds of artificial ants as helpers.
The so-called exploration ants are “asking” each edge
about assumed durations for crossing on a certain time
point and can therefore calculated the fastest path to
the destination. If such a path is defined, the intention
ants will inform the single edges about the arrival of
the vehicle in a certain time span enabling the edge to
present this information for further exploration ants.
This implementation is close to the time-window based
route execution and the state dependent distributed
route planning, we defined above. The information
level in this implementation of an ant algorithm, where

each vehicle has multiple ants can be seen as either
local or global. On the one hand, a vehicle gets global
information via exploration ants. On the other hand,
these ants are spread and only aggregate information
that is stored locally in the edges. As no central unit is
calculating any solutions, the implementation can be
regarded as decentralized. Even though the approach
was originally designed for road traffic, the concept
can be applied for vehicle transport systems as well.

Kanamori et al. [65] developed a similar approach in
the field of traffic management which is also applicable
for in-house logistical systems. Their approach is based
on the anticipatory stigmergy model. Having identified
the drawback that the stigmergy concept only displays
past information, the anticipatory stigmergy concept
shares information about future intentions. All routing
decisions can be made taking these intentions into
consideration.

Ideas from ad-hoc networks

The following two examples from Fay et al. [45] and ten
Hompel et al. [105] show concepts that try to transfer
the ideas of routing in mobile ad-hoc networks to
logistics systems, which is the third approach presented
for decentralized routing. Ad-hoc communication
networks which change their configuration quickly
and constantly are important areas of research. There
are huge structural and behavioral similarities between
logistics networks and communication networks. As
a lot of research has already been accomplished on
routing in complex communication networks the idea
of transferring these insights to logistics networks is
extremely appealing. They provide analogies to the
dynamics in complex logistics systems. Logistics
entities travel in logistics networks like data packets
in communication networks.

But besides all similarities, there are also several
distinctive characteristics which need to be considered
and do not make the development of decentralized
logistics routing protocols an easy task [see 90, 105].
Johnstone et al. [64], who develop a dynamic routing
policy based on learning agents, or Scholz-Reiter et
al. [90], who propose a concept for a general logistics
routing protocol are examples for the transfer of
communication protocols to the logistics domain.
We use the work of Fay et al. [45] and ten Hompel et
al. [105] as a further example because they contain
more detailed descriptions. As the knowledge of the
communication protocols OLSR and DSR is essential
for understanding the two examples, we will give an
extremely brief and simplified description of their
functionality. The interested reader is referred to the
initial publications of Jacquet et al. [62] and Johnson
and Maltz [63].

» optimized link state routing (OLSR):

The basic idea of link state protocols is network
nodes exchanging information about their
neighbors. Each node senses its current neighbors
and uses a message to broadcast this information
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in the whole network. Having received this
information from all network nodes, each node is
able to maintain its own graph of the network and
calculates a routing table with the shortest paths.
The neighbor information is updated periodically
to keep the local routing tables up to date. The
optimized link state protocol uses the concept of
multipoint relays to reduce the communication
overhead for the information broadcast. As stated
above, the OLSR can be categorized as a proactive
distributed real-time state dependent method for
route discovery.
* dynamic source routing (DSR):

This routing strategy has been used in various
wired and wireless environments. To implement
dynamic source routing two different routines are
required: route discovery and route maintenance.
Each source node keeps a cache of known
routes (with an expiration date). When a known
route expires or a packet needs to be sent to an
unknown destination, the source triggers the route
discovery process. A route request is broadcasted
and forwarded from node to node according to a
certain set of rules. Once the route request reaches
its target, the latter returns a route reply which
contains all the nodes that need to be visited. In
communication networks the hop count is more
relevant than the distance!'®. When using dynamic
source routing, there are no periodic updates of the
routes as in other routing protocols. Therefore, a
routine is required which checks if the routes in
the cache are still valid. This route maintenance
is implemented as a hop-by-hop acknowledgment
or an end-to-end acknowledgment. If the
acknowledgment process fails, an error message
will be returned to the source and the routes
in the cache will have to be updated. As stated
above, the DSR can be categorized as a reactive
distributed real-time state dependent method for
route discovery.

All in all, the proactive protocol has the advantage
that a route is immediately available when required.
On the other hand DSR creates less communication
overhead.

Fay et al. [45] transfer the ideas of OLSR to a
baggage handling application. They apply a real-
world simulation model to test the functionality of
their algorithm. As the computational performance
is not sufficient for simulating the complete baggage
handling system, they only consider a certain section.
This reduces the number of vehicles in the system from
400 to 14. The only results which are shown consider
a disturbance scenario. The performance loss after the
breakdown of a path segment is bigger for the central

10 This can also be an interesting aspect for vehicle-based transport
systems. Depending on the network topology, a (virtual) path
layout can also consist of equidistant pieces.

routing than for the decentralized routing strategy.
ten Hompel et al. [105] also use a baggage handling
system simulation to test their routing strategies.
They develop a multi-agent control system based on
the concepts of the DSR algorithm. But as several
adjustments to the initial baggage handling systems
are required to ensure an implementation, they do not
analyze the logistical performance as the results could
not be transferred to a real-world scenario. They focus
rather on the amount of messages which is transmitted
during the simulation runtime. Both authors realize
that besides finding a certain route with the help of the
adjusted communication protocols, it is also necessary
to balance the load if there exist several routes to
one destination. ten Hompel et al. [105] implement
a traffic count methodology. They propose using a
utility function which models the trade-off between the
standard travel time on a route and the current traffic
on this route. The function is not explicitly stated.
Fay et al. [45] use a probability function. It uses the
expected travel times on alternative paths to the current
destination as a decision criterion. The aim is to use the
fastest path as the preferred solution, i.e. with highest
probability. If multiple routes with more or less equal
travel time are available, the load should be distributed
equally to them and even routes with rather long travel
time have to be chosen once in a while in order to
collect information about the current network status,
i.e. the current travel time. For making this route choice
decision the overall travel time from the current node
to the destination via the different alternative paths has
to be known. This means local information has to be
aggregated.

Excursus: Free ranging vehicles

A current trend in the sector of AGV routing are
so-called free ranging vehicles, which means that
vehicles do not follow a physical or virtual guidance.
This leads to a better space utilization and a higher
layout flexibility, but more complex control strategies
are needed. As free-ranging vehicles do not exactly
fit the scope of this survey only a single example is
mentioned. Demesure et al. [27] propose an agent-
based approach for routing free-ranging vehicle in
areas without predefined path. The approach is based
on two steps. In the first step, a central controller uses
global information to calculate the trajectory for a
specific AGV. This trajectory shows the intention of
the vehicle and is shared with the environment, e.g. the
other vehicle. In the second step of the approach, the
trajectory of neighboring vehicles are coordinated in a
distributed/decentralized manner. If conflicts between
multiple vehicles are expected, their trajectories will
be updated iteratively according to transport priorities.
The second step therefore serves as a decentralized
collision avoidance and leads to a huge complexity
reduction. Regarding the information used, the
approach is based on global and local information —
depending on the step of the approach.
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2.3.3. Summary

Table 3 shows the overview of the literature concerning
this chapter. MAS are the most widely used and
promising approaches concerning decentralized
routing implementations.

Table 3: Literature overview ordered
by topics for routing

Topic Corresponding literature

[30-32, 58, 60, 69, 73, 82,
94, 95, 103, 106, 118]

[24, 28, 29, 58, 65, 110]
[45, 64, 90, 105]
[1,2,27,39]

Multi-agent systems

Swarm-based

Ad-hoc networks
Other

All in all, it can be stated that truly decentralized
approaches including a decentralized implementation
and local information do almost not exist in routing
literature. Enabling a sensitive route discovery, at
least the path layout needs to be known either by
the vehicle or by path nodes. Advanced tasks, like a
conflict avoidance or some kind of route balancing
relies on a direct or indirect communication between
different entities further violating the decentralized
concept. Nevertheless, some approaches rely on some
kind of compromise using only regional information
for route discovery and vehicle communication.
As a consequence advantages of non-decentralized
approaches are achieved and the communication effort
is still limited.

3. CONCLUSION AND FUTURE
RESEARCH

In this paper the available scientific literature on the
decentralized control of vehicle systems in in-house
logistics has been reviewed. The focus was on online
systems that work without any pre-arrival information
about future transport requests. The main objective
was to analyze existing decentralized concepts and
identify fields for future research. In addition to
providing a general overview, it was investigated
if existing decentralized concepts truly base their
decision making process on local information only.

Three different control strategy problems for vehicle-
based in-house transport systems were analyzed in
detail: (1) load-vehicle assignment, (2) empty vehicle
balancing and (3) routing. The first two problems
are merged to the dispatching problem. Each control
problem was analyzed in a subsection considering
basics and major categorizations as well as a segment
on relevant literature.

Regarding the load-vehicle assignment the
approaches could be divided into layout transformation
approaches and multi-agent systems (MAS) with a
majority of publications in the field of the latter one.

Nevertheless, truly decentralized approaches were
mentioned rarely as most approaches use some kind
of communication and therefore do not rely on local
information only. However, the amount of data that
needs to be exchanged for a load-vehicle assignment
seems to be manageable in (partly) centralized systems.

The literature about empty vehicle balancing was
less extensive. The approaches can be divided into
a planing and controlling aspect, which are linked
closely. A variety of publications dealt with the
balancing of empty vehicles in overhead hoist transport
(OHT) systems. All in all, some of the approaches can
be regarded as truly decentralized.

It could be seen that most publications on
decentralized control of vehicle-based transport
systems deal with routing. This is a logical
consequence, since the effort in communication and
complexity of the routing problem solution can be very
high. Approaches are either based on the multi-agent
or swarm-based paradigm or try to transfer ideas from
ad-hoc communication networks to logistical systems.
Decentralized routing concepts generally make use of
a distributed implementation, but usually rely at least
to a certain extent on information sharing or global
information.

In general, many of the mentioned publications
are of a rather conceptual nature, which means it is
only described how a system should work. A prove
of feasibility or advanced performance measuring
e.g. in comparison to a central benchmark strategy
is often lacking. Furthermore, the complexity of the
regarded (simulation) models is often very low. As a
consequence, the feasibility of the proposed control
strategies in real-world applications often remains
unclear.

There is a definite lack of contributions that mention
and analyze emergent system characteristics. Based
on the decentralized paradigm, these should be
observable. This seems to be an important topic, as
emergent behavior is not necessarily beneficial for the
system performance. It rather makes a system harder
to control.

The identified shortcomings lead to the following
directions for future research:

 Further analysis of decision making based on local

information:

In general, it needs to be evaluated in detail if the
pure usage of local information can be meaningful.
Hence, the trade-off between communication
overhead for information exchange and system
efficiency needs to be analyzed when using
different amounts of information.

 Detailed performance analysis:

It can be stated that typical characteristics of real-
world application are usually not sufficiently taken
into account. Examples are specific transport
pattern or various path networks. Consequently,
decentralized concepts need to be analyzed in
more realistic test or simulation systems in order
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to broadly verify their functionality and assess
whether they are applicable in real-world transport
systems. In this context the emergent system
behavior can be analyzed and comparisons with
other control systems, ¢.g. a central benchmark
approach are possible. Therefore, it is important
to define objectively clear standard problems for
assessing vehicle control strategies on the basis of
typical real world systems.

Basis of decision-making:

Implementing decentralized systems in real-
world scenarios is challenging as there is a lack
of methods for applying the design of the control
system and choosing the level of (de)centrality.
Furthermore, some of the benefits of decentralized
systems are also difficult to quantify and measure
like robustness, scalability or redundancy.
However, these characteristics can have a decisive
impact on the performance of a decentralized
system and as a consequence they influence the
decision for a more centralized or decentralized
control system architecture. A procedure (design
of experiments) for an extensive comparison
of qualitative and quantitative indicators for
various control approaches need to be developed.
Additionally, this procedure can be applied for the
standard problem mentioned above.

Mixed operations scenarios:

As vehicle systems are flexible by nature they are
often applied in combination with other systems
and consequently with various paradigms of
controls. As different connected systems will
strongly affect each other, this raises the question
of strategies for mixed systems.
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