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Firms selling commercial vehicles often face difficulties due to recessions in the globalized economy. Manu-
facturers are keen to anticipate demand in future quarters to optimize their production schedules. In this 
study, commercial vehicle production data from a leading Indian automotive manufacturer were analyzed us-
ing moving averages, exponential smoothing, seasonal decomposition and autoregressive integrated moving 
average (ARIMA) models with the goal of forecasting. The results reveal that the ARIMA (0,1,1) model effectively 
predicts the sectoral downturn coinciding with the global financial crisis of 2008. As life returns to normal after 
the financial crisis caused by COVID-19, such models may be used to strategically move past the disruption.

1. Introduction1. Introduction
The present study is carried out using a dataset 

made available by a leading automotive company with 
advanced engineering and manufacturing capabili-
ties and a local source network. The company designs, 
manufactures and markets conventional braking prod-
ucts, advanced braking systems, and related air-assist-
ed products and systems, directly serving customers 
locally and internationally. The company has a major 
share of the original equipment manufacturer (OEM) 
market in India as well as the domestic after-sales mar-
ket, which it serves through a strong and very wide 
distribution network. Almost 75% of the company’s 
sales are from original equipment manufacturers. Any 
uncertainty in commercial vehicle production has a 
significant effect on company sales, as the company 
depends heavily on this segment. Management is in-
terested in forecasting vehicle sales and controlling 
production using a study of the trends in the Indian 

economy, the commercial vehicle industry scenario, a 
field survey with fleet operators to gauge market sce-
narios, a vehicle production forecast, and an original 
equipment sales forecast.

The company collected data from various OEMs 
about factors affecting the industry, such as commer-
cial vehicle production, freight rate, diesel prices, emis-
sion norms, and the prime lending rate (PLR). In this 
study, we used 195 observations from approximately 
sixteen years of records. Table 1 displays a few of the 
rows of the dataset. Figure 1 shows the time series plot 
of the commercial vehicle production over a period of 
195 months. It is observed that there is a dip around 
month no. 165, which is uncharacteristic of the over-
all time series but corresponds in time to the global 
finance crisis of 2006-08. Although the global crisis 
was reported as being primarily concerned with hous-
ing finance in the USA, it appears to have impacted the 
banking sector and many other sectors in other coun-
tries. In this study, we used traditional techniques to 
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forecast commercial vehicle sales over that historical 
period. Figure 2 shows that there is a significant cor-
relation between the original series and lagged values 
of the series. This correlation indicates the suitability of 
applying time series methodology to the problem. The 
Box‒Jenkins methodology was used to specify and fit 
ARIMA models.

The study concludes that, based on common fore-
casting error measures such as the mean absolute per-
centage error (MAPE) and mean squared error (MSE), 
the double exponential smoothing method forecasts 
the series in the disrupted period better than any of the 
moving average methods. The Box‒Jenkins method, 
although more complex than simple moving aver-
ages and double exponential smoothing, predicts the 
downturn in the company’s revenue well using various 
criteria for comparing models such as the Akaike infor-
mation criterion (AIC) and the Schwarz Bayesian in-
formation criterion (BIC). The fact that the downturn 
in the vehicle company’s time series coincided with 
the housing finance crisis, whereas the price of diesel 
remained unaffected, suggests that many commodi-
ties in the category of high-priced consumer durables 

are affected simultaneously in a global financial cri-
sis, whereas demand for fast moving consumer goods 
(FMCG) is relatively inelastic.

This paper is organized as follows. Section 1 pres-
ents the introduction to the problem, followed by the 
literature review in Section 2. Section 3 explains the 
methodology used; Sections 4 and 5 present the results 
and their discussion, respectively. Conclusions and rec-
ommendations are presented in Section 6, followed by 
the limitations of the study in Section 7.

2. Literature Review2. Literature Review
There have been positive and negative conse-

quences of globalization, and it is a subject of on-
going debate among economists. Globalization has 
created employment opportunities worldwide, which 
is a plus. The insistence on unbalanced free trade 
agreements has also created some problems for third-
world countries. Stiglitz (2012) puts market econom-
ics and the globalization phenomenon in an accurate 
perspective for developing countries and discusses 
the financial crisis in East Asia. Wilczyński (2011) 
presents another view of the International Monetary 

Figure 1 
Time Series of Length 195

Source: R package TSA
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Figure 2 
Scatterplot of Production vs. First Lag of Production

Source: R package TSA

Table 1
Head of the Dataset

Period Production Index of Industrial 
Production

Diesel Price Freight Index Prime Lending Rate

1 6224 115.3 6.99 100.00 16.50%
2 8262 114.9 7.02 100.50 16.50%
3 10003 113.0 7.13 101.25 16.50%
4 10567 116.6 7.08 107.81 16.25%
5 10793 116.7 7.20 113.45 16.25%
6 11811 120.0 7.28 124.59 16.25%
7 9393 116.9 7.32 121.88 16.00%
8 10811 123.1 7.37 153.85 15.50%
9 11382 132.5 7.40 122.09 15.00%
10 11061 135.1 7.38 127.03 15.00%
11 10785 131.8 7.40 122.09 15.00%
12 17176 144.2 7.41 121.46 15.00%
13 9195 128.4 7.43 113.84 15.00%
14 9295 129.8 7.46 112.90 15.00%
15 11459 124.3 7.49 112.06 15.00%
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Fund (IMF) that was criticized by Stiglitz for its ideo-
logical implementation of policies. Globalization has 
created many interdependencies between the banking 
systems of different countries. This sectoral study is 
from the times of the global financial crisis (GFC) of 
2007-09. The banking crash caused by the aggressive 
housing finance in the USA had repercussions in the 
stock markets and on many foreign banks that were 
exposed to it. Through the banking system, the GFC 
affected many industrial sectors, including manufac-
turing. It is considered to have been as severe as the 
Great Depression of the 1930s.

The impact of the crash in a few regions outside 
the US can be visualized through the bank reports of 
France and Australia, as presented below.

As described by the Banque de France (2008), 
“Falling house prices in the USA from 2006, coupled 
with a gradual rise in interest rates, caused large num-
bers of borrowers to default on their loans, which in 
turn resulted in failures by mortgage lenders. The ma-
jor US banks that either financed these institutions or 
were shareholders in them also suffered losses and as-
set impairment. Consequently, the problems on the 
mortgage lending market swiftly turned into a global 
financial and stock market crisis. The crisis spread to 
other regions of the world and other banking systems 
because of the massive securitization of subprime 
loans, which became extremely popular owing to 
their high rates of return.” 

According to the Reserve Bank of Australia (2012), 
“Australia did not experience a large economic down-
turn or a financial crisis during the GFC. However, 
the pace of economic growth did slow significantly, 
the unemployment rate rose sharply, and there was 
a period of heightened uncertainty. The relatively 
strong performance of the Australian economy and fi-
nancial system during the GFC, compared with other 
countries, reflected a range of factors, including the 
fact that Australian banks had very small exposures 
to the US housing market and US banks, partly be-
cause domestic lending was very profitable. Subprime 
and other high-risk loans were only a small share of 
lending in Australia, partly because of the historical 
focus on lending standards by the Australian banking 
regulator (the Australian Prudential Regulation Au-
thority [APRA]). Australia's economy was buoyed by 
large resource exports to China, whose economy re-

bounded quickly after the initial GFC shock (mainly 
due to expansionary fiscal policy).” 

These extracts show that the GFC did not greatly 
affect all countries, but only those that had consider-
able financial institution linkages to the US. The secu-
ritization mentioned in the first quotation occurred 
through mortgage-backed securities (MBSs) that 
were sold in the US and many European countries. 
In truth, many of the mortgages were extremely risky, 
and some were valued at more than the price of the 
homes.

Vali’s (2014) book on mathematical economics 
stimulates interest in the analysis of mortgage financ-
ing. The book’s preface notes that “A 1993 Nobel Prize 
in Economics was awarded to Robert Fogel of the Uni-
versity of Chicago and Douglass North of Washington 
University, both economic historians, for their con-
tribution to the application of quantitative methods 
to the field of economic history. Fogel and North ad-
vanced ‘Cliometrics’, a new quantitative technique for 
analyzing historical data and solving historical puz-
zles.” A chapter in this textbook discusses refinancing 
options and equal monthly installments (EMIs) for 
long-term loans or mortgages. It demonstrates that a 
new plan offering lower interest rates may not always 
be beneficial and that there are some conditions—re-
garding the principal and interest that one has already 
paid—that must be met if refinancing the remaining 
part of the loan or mortgage is to truly benefit the 
investor. Thus, a well-intentioned economic prac-
tice such as lending to economically weaker sections 
(EWSs) may cause a global crisis if the bank is not 
careful. The coronavirus pandemic has had a tremen-
dous impact on the world economy, and although 
evidently a health crisis, this impact suggests that 
there are some similar compelling and widespread 
practices, perhaps not directly economic, that have 
precipitated it. Skare and Stjepanović (2016) have dis-
cussed business cycles with the aim of identifying the 
determinants. They note that although frameworks 
exist for measuring business cycles, none are perfect. 
Frequency domain analysis is an option for detecting 
cycles, for example, in world GDP. Historically, clas-
sical economists have denied business cycles outside 
of a war situation. Currently, business cycles are con-
sidered to be caused by technological shocks, shocks 
specifically in the oil industry, or financial or mon-
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etary shocks in general. In another interesting article, 
Makovský (2018) examines Mankiw’s puzzle about 
the growth of durable consumption during a reces-
sion. This study examines the scrapping of old cars 
and new car registration data from recession periods 
in a few European economies. Sinković et al. (2021) 
monitored economic indicators in the context of fi-
nancial and economic crises. They looked specifically 
at the federal interest rates in the US before, during 
and after the Great Depression. They also studied the 
changes in economic variables such as GDP, inflation, 
consumer prices, federal debt and the S&P 500 index 
in the period of the great recession of 2007–2009 and 
the recent COVID-19 crisis.

Anderson (1977) has explained the basic difference 
between time series analysts and other statisticians. 
Time series analysts are interested in the correlation 
between values at separate times to forecast future 
values of the series. In probability and statistics, how-
ever, one often assumes or proves the independence 
of the random variables, such as in regression tech-
niques. Another paper explains the basics of the Box‒
Jenkins methodology, dwelling on the difficult choice 
of parameter values for the various models. Here, the 
ramifications of the p + q ≤ 2 inequality are explored, 
where p and q are the parameters of the autoregres-
sive moving average (ARMA) models. In the litera-
ture, one can find models that have p = q = 6, for ex-
ample, in Viccione et al. (2020). To determine the best 
values for p and q, measures such as AIC, BIC, and 
the Hannan-Quin information criterion (HQIC) are 
used. Johansen (2011) also warns against the use of 
regression and correlation methods with nonstation-
ary data and compares them unfavorably to cointe-
grated vector autoregression models. Differencing 
the time series is a method used to address station-
ary time series, as explained by Pradhan and Kumar 
(2021). P. Selva (2019) wrote a tutorial on time series 
analysis using Python. James et al. (2013) describe the 
basics of data analysis in the text Elements of Statisti-
cal Learning. Their discussion of flexible and inflex-
ible models with respect to degrees of freedom and 
the effect of that decision on training and test mean 
square error (MSE) is quite illuminating. Render et 
al. (2009) explain the various forecast error formulae. 
Time series analysis using the R language is described 
in the revised edition of Cryer and Kung-Sik Chan 

(2008) with the associate R package for time series 
analysis called TSA. Jin Lian and Ling He (2018) 
document an optimization method for selecting the 
α parameter for exponential smoothing. The state of 
the art in forecasting can be found in the paper by T. 
M. Dantas and F. L. Cyrino Oliveira (2018), which de-
tails an approach combining bootstrap aggregation, 
clusters, and exponential smoothing. Byeongchan 
Seong (2020) recently developed vector exponen-
tial smoothing. Slawek Smyl (2020) created a hybrid 
method of exponential smoothing and recurrent neu-
ral networks.

The literature reviewed thus far explains the theo-
retical concepts of the various statistical approaches 
used for forecasting, whereas the following briefly 
presents their specific applications.

Ampountolas (2021) used SARIMAX, neural net-
works, and GARCH models to forecast daily hotel 
demand. Benvenuto et al. (2020) applied the ARIMA 
model to COVID-19 epidemic data. Chen and Yu 
(2012) examined the global financial crisis of 2008. 
Chodakowska et al. (2021) used ARIMA models in 
electrical load forecasting. Duan et al. (2022) attempt-
ed to predict gas well production using ARIMA-RTS 
models. Fan et al. (2021) used ARIMA-LSTM models, 
which also performed well in production forecast-
ing. Fattah et al. (2018) forecast the demand for food 
products. Giri et al. (2022) developed a deep learning 
model for demand forecasting in the fashion and re-
tail industries. Gu (2022) examined the impact of the 
sharing economy on urban carbon emissions from 
2011 to 2017 using a sample of 275 prefecture-level 
cities in China. Haque and Shaik (2021) predicted 
crude oil prices during the epidemic using ARIMA 
and GARCH models. Irhami and Farizal (2021) fore-
cast the number of vehicles in Indonesia using the 
ARIMA method. Khan and Alghulaiakh (2020) used 
ARIMA for forecasting stock prices. Lee and Suh 
(2022) suggested a method for modeling causality 
between environment, social and governance (ESG) 
conduct and financial performance variables. Le-
wicki and Olejarz-Wahba (2020) modeled the trend 
in sales of new passenger vehicles in Poland. Li and 
Li (2017) forecast energy consumption in Shandong, 
China. Menculini et al. (2021) compared Prophet 
software from Facebook and deep learning methods 
to ARIMA for forecasting wholesale food prices. Pe-
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dregal (2020) used multiple forecasting methods for 
predicting uranium prices. Nafil et al. (2020) forecast 
energy demand in Morocco. Suraiya and Hasan (2018) 
predicted the requirement of printer paper in universi-
ties of Bangladesh based on 6 years or 18 trimesters 
of data. Sidqi and Sumitra (2019) used exponential 
smoothing methods on twenty-four observations cor-
responding to weeks of sales data. Taques, et al. (2021) 
examined the phenomenon of innovation. Innovation 
can be a source of competitive advantage for compa-
nies, either through the improvement of methods and 
techniques capable of generating new products or 
services or through perfecting existing ones. Temür 
et al. (2019) predicted housing sales in Turkey using 
ARIMA, LSTM, and hybrid models. Trapp et al. (2022) 
combined business model theory with the concept 
of sector coupling in their study, which identifies 12 
business model archetypes in the emerging hydrogen 
vehicle industry and its value chain. Vo et al. (2021) ap-
plied the Box‒Jenkins model and fuzzy EPQ model to 
the apparel industry. Zeng et al. (2019) benchmarked 
an automotive company’s performance from economic 
and environmental perspectives by creating a relevant 
index.

3. Methodology3. Methodology
One intriguing theory in forecasting methodology is 

that the effect of the many possible economic variables 
impacting the response variable is captured in the auto-
correlations within the time series. One does not need 
to model the response variable explicitly as a function 
of many variables. Even without all these independent 
variables, the selection of a suitable model among the 
many available models remains a difficult iterative pro-
cedure. The number of parameters to be estimated can 
influence the bias and variance, and thus, the flexibil-
ity of the model needs to be decided after analyzing the 
data. Subsequent to the choice of model, forecasting can 
be performed and bounds on the error can be estimated.

3.1. Seasonal Decomposition
These time series are usually understood to be the 

composition of a trend component (T), a seasonality 
component (S), an aperiodic cycle component (C), and 
a random noise component (R). These components may 
be additive, as T + S + C + R, but a more realistic model 
is their product form T × S × C × R. In the statsmodels 

package in Python, there are functions that easily de-
compose a loaded time series into the constituent com-
ponents, which can then be plotted independently to see 
the pattern in the component

3.2. Moving Average and Exponential Smoothing
The simpler methods, such as moving averages and 

exponential smoothing, use the simple concept of a 
weighted average. The weights attached to various values 
in the weighted average can be equal, or one may favor 
more recent events with greater weight. In exponential 
smoothing, there are one or more parameters used, with 
which one can estimate the trend and the next period 
forecast. In simplex exponential smoothing, there is 
only one smoothing constant α that is between 0 and 1. 
One takes an alpha portion of the forecast error in the 
previous period and adds it to the period’s forecast value 
to obtain the current period forecast. The alpha param-
eter is chosen to minimize the mean absolute deviation 
(MAD), the formula for which is given in Section 3.1.1. 
More complex variations of simple exponential smooth-
ing include Holt’s method and Winter’s method. Holt’s 
method refers to trend-adjusted smoothing, which is 
also called second-order smoothing or double smooth-
ing. A second parameter, β, is used to adjust the trend 
term in the forecast. Instead of simply updating the fore-
cast term Ft, one also separately updates the trend term 
Tt as a fraction of the error in the trend term. The acro-
nym FITt stands for forecast including trend and is the 
sum of Ft and Tt. Higher values of beta give more impor-
tance to recent changes in trend, whereas low values of 
beta smooth the changes in trend. Again, the parameter 
values are chosen to minimize MAD. Winter’s method 
is built on top of Holt’s method; therefore, the method 
is also referred to as Holt–Winter smoothing or triple 
exponential smoothing. The added aspect of seasonality 
is also addressed in Winter’s method.

3.2.1. Forecast error measures
In time series terminology, bias is simply the average of 
the error terms Ft and Yt. In all the formulae given in this 
section, Yt is the actual series value at time t and Ft is the 
forecasted series value at time t. The formula for the mean 
absolute deviation is as follows:
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In addition, two common error measures used are 
the mean squared error (MSE) and the mean absolute 
percentage error (MAPE).

3.3. Box‒Jenkins Models

Definition: A sequence of random variables 
 is called a stochastic process 

and is representative of a time series.
Definition: The autocorrelation function is 

 for 

Stationarity is an important assumption in these 
models. In layperson’s terms, stationarity means that 
the probabilistic behavior of the time series is indepen-
dent of the time window in which it is being observed 
if the length of the window is not changed. If this prop-
erty is present, it is more conducive to model build-
ing and forecasting. The acronyms ACF and PACF 
are expanded as sample autocorrelation function and 
sample partial autocorrelation function, respectively. 
These correlograms, as they are otherwise referred to, 
indicate the correlation between lagged values of the 
time series. Along with the augmented Dickey–Fuller 
test, they help one decide about the stationarity of the 
series and estimate the p and q parameters of the AR 
and MA components of the ARIMA model. The AIC 
and BIC are used to compare the ARIMA models with 
differing parameters (p, d, q) by penalizing overfitting. 
In the following formulae, k is a simple linear function 
of p and q. The maximum likelihood estimate is the 
difference between the observed and expected distri-
bution of the stochastic process. The calculation of the 
maximum likelihood estimate is mathematically quite 
complex compared to ordinary least squares estimates 
and is not described here.

AIC = -2Log(Maximum Likelihood) + 2k

BIC = -2Log(Maximum Likelihood) + klog(n)

Definition: A process {Yt} is said to be strictly sta-
tionary if the joint distribution of Yt1, Yt2, Yt3…Ytn is 

the same as the joint distribution of Yt1-k, Yt2-k, Yt3-k…. 
Ytn-k for all choices of t1, t2, t3...,tn and for any lag k.

Definition: A process {Yt} is said to be weakly sta-
tionary if two conditions are met:

(a) The mean function μt=E[Yt] is constant over 
time

(b) γt,t-k = γ0,k for all time t, and lag k

In γt,s is the covariance function, which is related 
through the variances to the correlation function ρt,s. 
If multivariate normality assumptions are not met or 
have not been tested, the weaker definition of station-
arity is implied.

The Box‒Jenkins methodology entails model speci-
fication, model fitting, and model diagnostics, which 
may be repeated until a good model is identified. The 
specification requires a selection among the various 
forecasting models that are available, such as pure 
moving averages, pure autoregression models, hybrid 
ARMA models, and integrated ARIMA models. Mod-
el fitting requires that the parameters of the model be 
estimated accurately, and diagnostics validate the as-
sumptions of the model and its forecasting accuracy.

The Python functions for ARIMA are given in the 
output measure for testing model assumptions, such 
as the Ljung–Box test for white noise or independence 
of the random variables comprising the series. The al-
ternate hypothesis is that the serial data are correlated. 
There is also a heteroscedasticity test for constant vari-
ance and the Jarque–Bera test for normality of errors 
or residuals. If the test statistic in the Jarque–Bera test 
is large, then one concludes that the residuals are not 
normally distributed. These output measures con-
sidered together can help one conclude whether the 
model chosen is robust.

4. Results4. Results
In this paper, we have applied the primary fore-

casting methods in the Python package statsmod-
els.api, particularly the tsa package. These are the 
moving averages, exponential smoothing, and the 
numerous ARIMA models that may be used exclu-
sively as an autoregressive model, a moving aver-
age model, or an integrated model. It was found 
through experimental trials that the additive model 
was a better fit than the multiplicative model, as 
indicated by the residual pattern, which is ran-
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domly distributed about the x-axis. In the seasonal 
decomposition in Figure 3, the trend line, which is 
fairly level, begins climbing from the 75th month 
to approximately the 160th month. Then, the trend 
line has a convex-upward shape or minima at ap-

proximately the 165th month before it picks up and 
returns to climbing as before. The seasonality is re-
markably consistent. An additive model instead of 
a multiplicative model yielded residuals that were 
random.

The moving average gave an MAPE of 8.71% to 
13.43, with the lowest value for a span of 7. How-
ever, the forecast missed the dip in the time series 
by quite a few months. Nor did simple exponential 
smoothing perform well in predicting the months 
in question. The errors decrease monotonically 
with increasing α. Table 2 shows the sensitivity 
analysis for double exponential smoothing using 
the Solver Table from Palisade Tools. For differ-
ent values of the smoothing constants, we can see 
the corresponding MAD errors. In this table, one 
can see that the optimal choice of least MAD is for 
α = 0.7 and β = 0.1. This conclusion is supported 
by the optimal choice of least MSE (not shown), 

which also selects α = 0.7 and β = 0.1.
Moving on, past the exponential smoothing to 

the Box‒Jenkins methodology, the ACF plot of the 
time series revealed that the first fourteen correla-
tions are outside the lower and upper limits, indi-
cating that the series is not stationary. The PACF 
plot showed that the first two correlations are 
outside the lower and upper limits, with the third 
on the borderline. For this reason, one would sug-
gest setting p = 2 in the ARMA model. Empirical 
studies by Box and Jenkins have shown that the 
sum of the parameters p and q does not exceed 
2 for a good model that is parsimonious and not 
overfitted.

Figure 3 
Seasonal Decomposition - Additive Model

Source: Python package statsmodels.tsa.seasonal
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Table 2
Sensitivity Analysis for Holt's Method

alpha MAD

beta 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.1 3264.16 2770.26 2615.41 2479.71 2368.08 2309.65 2290.88 2310.35 2365.29
0.2 3442.59 2922.28 2691.96 2502.81 2392.97 2343.07 2342.07 2381.76 2465.12
0.3 3466.35 3003.74 2722.00 2517.19 2414.22 2388.81 2422.97 2477.90 2583.63
0.4 3522.14 3048.39 2749.27 2533.78 2459.02 2468.06 2516.45 2588.55 2723.16
0.5 3539.01 3126.36 2761.75 2562.35 2524.66 2569.49 2610.24 2708.23 2866.50
0.6 3629.48 3181.97 2770.64 2607.00 2609.15 2666.89 2711.26 2830.44 3013.62
0.7 3766.72 3203.31 2786.8 2646.86 2706.01 2753.37 2801.83 2951.51 3159.14
0.8 3892.55 3216.48 2811.71 2712.52 2804.56 2828.94 2895.58 3076.37 3305.78
0.9 3964.28 3239.92 2822.42 2797.39 2900.05 2900.5 2992.17 3201.91 3467.29

Source: Solver Table from Palisade

Table 3 shows by the augmented Dickey–Fuller 
test that the given series is not stationary but that 
the first-order differenced series is stationary. Table 
4 shows the results of the ARIMA testing with vari-
ous combinations of the parameter values. There 
are 18 combinations possible, with p+q ≤ 2, out of 
which two involving p = q = 0 must be rejected. In 

this table, one can see that Model #7 has the low-
est AIC and BIC and is therefore selected as the 
best fitting model. Figure 4 shows an overlay of the 
forecast values from this model for the last 15 time 
periods on the original series. The forecast correctly 
captures the downturn in production around Feb-
ruary, March, and April of 2008.

Figure 3 
Overlay of IMA (1,1) Forecast on the Time Series

Source: Python package matplotlib
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5. Discussion5. Discussion
In the seasonal decomposition approach shown 

in Figure 3, an additive model instead of a multi-
plicative model yielded residuals that were random. 
This outcome is not common; usually, the multipli-
cative T × S × C × R is considered to provide a bet-
ter fit. One possible explanation for this exception 
to the rule is that the influence of a phenomenon 
external to the industry on business cycle being is 
independent of the trend and seasonality. Double 

exponential smoothing gave consistent estimates 
for the smoothing parameters with both error mea-
sures that were used. In the Box‒Jenkins approach, 
the ACF plot reveals that the first fourteen bars 
are outside the stationarity region, and therefore, 
one could try many different values in the interval 
{0,14} for q in the MA(q) model. However, we ad-
hered to a conservative philosophy and only used 
lower-order models with the intent of not overfit-
ting the model. Overfitted models do not in general 

Table 3
Augmented Dickey–Fuller Test for Original Series and First-Order Difference Series

Test Statistic P value Lags used Number of Obser-
vations

Original Series -0.22 0.94 15 179
Lagged Series -4.35 0 14 165

Source: Python package pandas

Table 4
Akaike and Bayesian Information Criterion Scores for ARIMA Models with Different Parameters

Model # p, d, q AIC BIC Ljung–Box 
 p value

Jarque–Bera 
p value

1 1, 0, 0 3740.082 3749.901 0.00 0.00
2 2, 0, 0 3719.683 3732.775 0.39 0.00
3 0, 0, 1 3928.091 3937.910 0.00 0.04
4 0, 0, 2 3936.823 3949.915 0.01 0.85
5 1, 1, 0 3699.163 3705.698 0.28 0.00
6 2, 1, 0 3694.596 3704.400 0.92 0.00
7 0, 1, 1 3692.913 3699.449 0.93 0.00
8 0, 1, 2 3694.885 3704.689 0.86 0.00
9 1, 0, 1 3714.476 3727.777 0.95 0.00
10 1, 1, 1 3694.873 3704.676 0.87 0.00
11 2, 1, 1 3696.407 3709.478 0.87 0.00
12 2, 1, 2 3697.320 3713.660 0.78 0.00
13 1, 1, 2 3695.406 3708.477 0.73 0.00
14 0, 1, 0 --- --- --- ---
15 2, 0, 1 3716.473 3732.838 0.94 0.00
16 1, 0, 2 3716.628 3732.993 0.94 0.00
17 2, 0, 2 3709.570 3729.208 0.77 0.00
18 0, 0, 0 --- --- --- --

Source: Python package statsmodels.tsa.arima.model
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work well on new test datasets. The PACF indicates 
that the first two spikes are outside the stationar-
ity region, but the AIC and BIC measures indicate 
that p = 0 is better in the AR(p) model than p = 1 
or p = 2. The augmented Dickey–Fuller tests show 
that first-order differencing is needed and that the 
differenced series is stationary. The Ljung–Box test 
statistic of the test is Q = 0.01, and the p value of the 
test is 0.93, which is much larger than 0.05. Thus, 
we fail to reject the null hypothesis of the test and 
conclude that the residual values are independent. 
As the test statistic in the Jarque–Bera test is large 
(40.78) and the p value is almost zero, one concludes 
the alternate hypothesis that the residuals are not 
normally distributed. The normality assumption of 
residuals allows statisticians to validate the estima-
tion of the parameters mathematically. If residuals 
follow some other distribution, distribution fitting 
software may be used to determine the best-fitting 
distribution. Validation of the parameter estimates 
may then be possible, although more difficult than 
it is for the normal distribution case.

6. C6. Conclusions and Recommenda-onclusions and Recommenda-
tionstions

Naive forecasting methods such as seasonal de-
composition, both additive and multiplicative, as well 
as moving averages and exponential smoothing have 
been essayed on an industrial dataset from the time 
of the global financial crisis of 2008. The sympathetic 
downturn of the commercial vehicle market around 
the same period has been highlighted in this paper. 
The more complex Box‒Jenkins methodology for 
combined autoregressive moving average models has 
yielded good results for this historical dataset. During 
the COVID-19 years beginning in 2020 and continu-
ing well into 2021, the sales and functioning of several 
businesses were affected by the lockdowns, with fac-
tory shutdowns, construction project halts, and inter-
state transportation networks that had to deal with a 
large, unemployed, migrant workforce that had to re-
turn home from the worksites. Many of these factories 
are in fact a part of a global supply chain. These com-
panies will have resumed operations, but the future 
trend or direction will be uncertain for some time.

As a policy recommendation, IMA (1,1) models 
similar to the one used in this paper should be ap-

plied to such COVID-19 data series. New theories, 
variables, and models will be needed, as the corona-
virus crisis was novel in its worldwide destruction 
and the number of fatalities it caused. Another line of 
research that can be pursued further is to determine 
the categories of goods that are affected positively or 
negatively during a crisis. The demand for consumer 
durables took a hit during the global financial crisis, 
whereas the demand for fast-moving consumer goods 
remained unabated. In the COVID-19 crisis, demand 
for medical supplies obviously peaked worldwide, but 
what other types of products were affected positively 
or negatively in that period is a useful research topic 
to pursue. Governments and businesses may then be 
prepared with contingency plans for such synergies.

7. Limitations7. Limitations
The most important lesson is that business cycles 

such as a recession or contraction caused by a housing 
finance crisis or a pandemic are so rare compared to 
seasonality that they are difficult to predict, even with 
many years of monthly data. One may require a cen-
tury of data to forecast the next business cycle caused 
by a pandemic. There are such datasets in the scien-
tific literature, such as astronomical data, that span 
hundreds of years. However, for any given other type 
of application, specifically in the economic and social 
sciences, it is unlikely that anyone has access to such a 
comprehensive database.

Financial time series are known to be different from 
demand time series by their extraordinary volatility or 
variance. Autoregressive conditional heteroscedastic-
ity (ARCH) models and their generalized variants are 
recommended for modeling these time series. Simi-
larly, the COVID-19-affected time series data may 
be fundamentally different from the Great Depres-
sion period data of 1930 or the global financial crisis 
data of 2006-08. The waves were extremely difficult 
to predict given existing epidemiological models for 
influenza, but in this case, one must remember that 
we are not forecasting an epidemiological time series 
but COVID-19-affected demand, production or sales 
data. This should only affect the model specification, 
and even if a new class of models is designed specifi-
cally for modeling them, the ARIMA methodology 
will still be of good use to forecasters in the next few 
years.
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