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Maria Savona

Data Governance: Main Challenges*

Economists of innovation know too well that the gov-
ernance of emerging technologies to prevent poten-
tial side effects of uncontrolled developments usually 
requires more time than firms need to enter those 
markets. The unprecedented pace of development of 
digital automation technologies and artificial intel-
ligence (AI) makes the identification of such effects 
and the formulation of tools to address these chal-
lenges complex from different perspectives.

The first one is techno-legal and concerns the 
pervasiveness of AI applications and the need to 
regulate them in very diverse realms, often at odds 

with each other (e. g., the attribution 
of intellectual property rights on 

AI-generated art; the protection 
of privacy in increasingly com-
plex data-treating business 
models). The second one is ge-

opolitical and specific to AI, which 
seems to have sparked a wave of 
“new protectionism” and ensu-
ing tensions among China, the 
US and the EU, on pretty much 
every aspect related to digitaliza-
tion, from domestic chipmaking to 
the regulation of digital trade and 

cross-border data flows “with trust” (OECD 2022). The 
third one is economic and includes, for instance, the 
need to adapt and possibly “upgrade” competition 
and antitrust regulations to digital markets; mitigate 
the effects of digital automation on labor markets; 
ensure a fair and inclusive redistribution of both the 
private and social value generated by (personal and 
business) data among firms, individual data subjects 
and public actors. 

The case of generative AI is an example of the 
extent to which we shall understand and predict how 
the emerging digital automation technologies raise 
questions that have been unprecedented in the his-
tory of other technological paradigms. Never have 
the same entrepreneurs and innovators, owners of 
“too-big-to-fail” platforms, demanded regulatory 
intervention from governments to “slow down” the 
development of generative AI,1 the core of their busi-
ness and competitive advantage. Neither have they 
explicitly expected public institutions to identify and 
regulate undesirable effects such as fake news and 
cybersecurity. 

Addressing each of the above challenges and un-
derstanding how they are interrelated is an arduous 
task. We offer a brief reflection on two – relatively 
less explored – policy-relevant economic aspects of 
data governance, data sharing and the concentration 
of digital infrastructure, and then focus briefly on the 
recent EU AI Act. 

DATA SHARING 

The economic nature of data changes along the data 
“value chain,” which includes the aggregation, pro-
cessing and analytics of individual data (Corrado et 
al. 2022; Goos and Savona 2024). Individual data2 is a 
club good, excludable but not rivalrous (Savona 2019), 
as individuals or business might prevent the use of 
their personal or copyright-protected3 information. 
However, once shared, data can be re-used at virtu-
ally no marginal costs. A legally owned database is a 
private good, excludable, and rivalrous, and is usually 
included in the intangible assets of firms (Corrado et 

1	 See “Pause Giant AI Experiments: An Open Letter” (March 2023): 
https://futureoflife.org/open-letter/pause-giant-ai-experiments/.
2	 Personal data means “any information relating to an identified or 
identifiable natural person (“data subject”); an identifiable natural 
person is one who can be identified, directly or indirectly, in particu-
lar by reference to an identifier such as a name, an identification 
number, location data, an online identifier or to one or more factors 
specific to the physical, physiological, genetic, mental, economic, 
cultural or social identity of that natural person” (article 4(1), EU 
GDPR, 2018).
3	 EU Directive 96/9/EC of 11 March 1996 recognizes the legal owner-
ship of databases to firms, with database property rights being a le-
gal category implemented in that context.

*	 The paper builds on several solo and joint 
working and briefing papers, keynote ad-
dresses and panel discussions over the past 
few years, quoted in the text and refer-
enced.

	■	� Addressing the governance of emerging digital  
automation technologies and data in particular  
requires a multidisciplinary perspective, including 
techno-legal, geopolitical and economic expertise

	■	� Research on governing the process of individual 
and B2B data sharing, either through mandatory 
rules or the creation of incentives for sharing, 
will be important for setting the policy agenda

	■	� A “data-haven hypothesis” might explain asymmetries 
in the concentration of digital infrastructure, with 
countries with more stringent data protection, IP or 
tax regimes offshoring cloud services and data hubs 
to countries with weaker ones

	■	� The EU AI Act might lead to a new wave of the  
so-called “Brussels effect,” even though it may still  
not be optimal and require further debate and 
public scrutiny
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al. 2022), being thus a source of comparative advan-
tage. The ensuing data analytics is valuable informa-
tion that eventually becomes collective knowledge 
whose economic nature is inherently a public good. 

Depending on the actors involved and the pur-
pose that information and collective knowledge 
serve, data presents the challenge of having to recon-
cile objectives that are often at odds with each other. 
For instance, it is important to create incentives to 
maximize data sharing for purposes of public interest 
such as health, mobility, or research. However, data 
as an asset in firms that benefit from inherent net-
work economies require capping private value concen-
tration from an antitrust perspective. Facilitating data 
sharing and preventing value concentration might be 
at odds with protecting individual privacy and other 
rights (Savona 2020 and 2021; Goos and Savona 2024). 
The European Commission has been trying to resolve 
this policy conundrum in the context of the articu-
lated regulatory framework developed over the past 
few years and considered a benchmark worldwide. 

An interesting instance of such EU regulations 
is the EU Data Governance Act (DGA), which has ex-
plicitly aimed to foster the “availability of data for 
use by increasing trust in data intermediaries and by 
strengthening data sharing mechanisms across the 
EU.” The focus is on the creation of data markets by 
legitimizing data intermediaries (i. e. , data trusts, 
cooperatives, stewards, unions). Further, it aims to 
“make public sector data available for re-use (..) on 
altruistic grounds.” 

Data intermediaries are supposed to act in the in-
terests of individual data subjects and facilitate data 
sharing (Savona 2021; Goos and Savona 2024). How-
ever, to achieve a sufficient scale of aggregate infor-
mation that serves public purposes such as research 
and public health, data intermediaries would need 
large-scale digital infrastructure to manage large 
amounts of data, which might lead to the same chal-
lenges that current big techs pose, such as market 
concentration, privacy leakages, and cybersecurity. 

In addition, trustees that operate on a fiduciary 
basis on behalf of a group of individual data subjects 
should demonstrate a commitment to pro-social and 
“altruistic” behavior, supported by appropriate incen-
tives. This is not trivial. 

A governance model that enforces data sharing 
for public interest has been proposed for the design 
and launch of the green mobility plan of the City 
State of Hamburg (The New Institute 2023). Within 
the legal framework designed in this case, data shar-
ing has been made mandatory, rather than delegated 
to voluntary data trusts. The effectiveness of the DGA 
in creating missing data markets through data in-
termediaries is yet to be assessed, but it would be 
important that the intermediaries be capped in scale, 
limited to specific purposes, and monitored by an 
independent governing body in order to minimize 
risks of shifting from big tech to big trusts. 

Graef and Prufer (2021) propose a governance 
framework for B2B data sharing that aims at avoiding 
market concentration. From a legal perspective, they 
claim that data sharing should be made mandatory 
and regulated, and propose three potential models. 

The first model would be a fully centralized one, 
involving a central role for a European Data Sharing 
Agency that would manage a mandatory data shar-
ing. The second model would be fully decentralized, 
involving the creation of a Data Sharing Cooperation 
Board, which would oversee a network of National 
Competition Authorities (NCAs) whose remit would 
be to enforce data sharing contracts. The third one 
would be a hybrid model, with both centralized and 
decentralized features. 

Governing the process of individual and B2B data 
sharing, either through mandatory rules or the crea-
tion and maintenance of incentives for sharing that 
do not lower consumer and citizens’ protection, is no 
easy task. Overall, research and case studies on the 
creation and implementation of regulatory frame-
works with different degrees of centralization are 
still in their infancy, let alone the assessment of their 
effectiveness. This is likely to become an intriguing 
research and policy agenda in the near future. 

THE GEOPOLITICS OF DIGITAL INFRASTRUCTURE 

Trade in digital services has increased considerably 
over the past decades (Figure 1), and relies on the 
investment capacity in physical digital infrastruc-
ture that supports cross-border data flows, including 
submarine cables, optic fibers, and, more recently, 
data centers and cloud storage of data and software. 
Arguably, the intertwined effect of technological ad-
vances in digitalization and the specificities of the 
digital infrastructure needed to support cross-border 
data flows are changing the sources of comparative 
advantage of countries in the digital service trade. 

According to IMF et al. (2023), “cloud computing 
services, defined as ‘computing, data storage, soft-
ware, and related IT services accessed remotely over 
a network, supplied on demand and with measured 

Figure 1
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resource usage that allows charging on a pay-per-use 
basis’, are increasingly used to replace ownership of 
on-premises IT equipment.” This means that, particu-
larly when the scale of digital activity increases, the 
costs of storing and processing data lead companies 
to outsource (and offshore) data stocks to external 
cloud service providers and data centers. 

Papadakis and Savona (2024) show that digital 
infrastructure (data centers and cloud storage) is une-
venly concentrated across developed and developing 
countries, with a non-negligible share located in small 
developing countries. There are different potential 
explanations for this. 

First, the concentration of digital infrastructure 
might mirror the asymmetrical distribution of (digi-
tal) trade among headquarter and factory countries 
(Baldwin and López-González 2015), with large core 
countries offshoring digital infrastructure to periph-
eral and small economies, reproducing a core-pe-
riphery structure of digital trade. 

Second, a high concentration of digital infra-
structure in specific countries might be due to dif-
ferent digital regulatory regimes, including the ar-
ticulated EU digital regulations mentioned in the 
previous section, the EU adequacy regulations on 
digital trade (see e. g. , Ferracane et al. 2023; Bacchus 
et al. 2024), and intellectual property (IP) regulatory 
regimes (Santancreu 2023). Data storage might be 
concentrated in countries that are destination of IP 
profit shifting or patent boxes (Haufler and Schindler 
2023; Alstadsæter et al. 2018; Accoto et al. 2023).

In Papadakis and Savona (2024) we argue that a 
“data-haven hypothesis” might explain asymmetries 
in the concentration of digital infrastructure, sim-
ilarly to how the “pollution-haven hypothesis” has 
explained patterns of trade of green and brown 
products: advanced countries offshore activities that 
would not meet their strict environmental regulations 
to mid- and low-income countries with less stringent 
regulations (see Savona and Ciarli 2020 for a selected 
review). In the same vein, countries with more strin-
gent data protection, IP or tax regimes would off-
shore cloud services and data hubs to countries with 
weaker ones. 

The idea of increasing “data governance inter-
operability” (Bacchus et al. 2024) might go in the 
direction of strengthening the role of national gov-
ernments vis-à-vis private owners of data centers or 
cloud services. However, the plea for international 
cooperation to ensure interoperability of data gov-
ernance regimes should be extended beyond data 
protection to other realms, including IP and tax 
regulation. 

THE EU AI ACT

The European regulatory framework of digital emerg-
ing technologies has always been at the forefront of 
what has been named the “Brussels effect.” When 

the GDPR became law, US tech giants had to comply, 
and several governments chose to align themselves 
onto the main principles and rules to protect citi-
zens’ privacy – and digital rights – more broadly. It 
will be interesting to see whether the EU Artificial 
Intelligence Act will trigger another Brussels effect. 
A few considerations are in order. 

First, since the GDPR, the development of AI ap-
plications, the market concentration and the lobbying 
of US Big-Tech now calls for articulated and com-
prehensive governance of data and AI that goes well 
beyond individual privacy protection. As mentioned 
above, governance interoperability (Bacchus et al. 
2024) can be fostered by reducing the widening gaps 
in digital, IP and tax regulations. 

The EU AI Act includes not only a systematization 
of high-risk cases, such as predictive policing, social 
scoring, and algorithmic management in workplaces, 
but also an attempt to regulate foundation models 
such as LLMs, which have sparked much debate in 
the case of generative AI. As it has been pointed out, 
the regulation of foundation models is at the root of 
AI governance, and this is essentially what will be at 
stake over the next few years.

This opens a Pandora box and leads to a second 
point: there seem to be hints that the US is moving 
closer to the EU’s regulatory framework. One of the 
issues at stake is the alleged copyright infringement 
on digital texts copied from the web and used to train 
LLMs and generative AI. It is well known how the de-
bate has been nurtured by the cases of the New York 
Times and, separately, eight other American news-
papers owned by Alden Global Capital – including 
the Chicago Tribune and New York Daily News – suing 
OpenAI and Microsoft. In the New York Times instance, 
the complaint crucially goes beyond the infringement 
of copyright law and lays down the case for regulating 
AI more broadly, borrowing much of the thrust and 
the principles of risk-adverse and rights-preservation 
contained in the EU AI Act. It raises concerns that 
touch upon misinformation, the protection of human 
creativity, the social value of professional and truth-
ful journalism, as well as democracy itself. A highly 
reputable US company is suing a formerly non-profit 
and now for-profit billion-heavy US company. 

A further instance where the US has moved quite 
unexpectedly toward the EU regulatory framework is 
in the sudden change of its position on digital trade 
(Ruiz and Savona 2024). The US announced last Oc-
tober that it was withdrawing its position on digital 
trade from the WTO to allow for stronger regulation. 
This might certainly be in line with the protection-
ism strategy in the context of geopolitical tensions 
mentioned above and the wish to maintain the US 
forefront position in the global AI race. However, it 
is not inconsistent with the Biden administration’s 
Blueprint for an AI Bill of Rights. 

In sum, the EU AI Act might still not be optimal 
and may require further debate and public scrutiny. 
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However, it may still lead to a new wave of the Brus-
sels effect, as the governance of AI and data is and 
will continue to be increasingly challenging.

CONCLUDING REMARKS

As briefly argued above, one of the challenges of AI 
and data governance is to reconcile often conflict-
ing objectives: to create (and maintain) incentives to 
maximize data sharing for purposes of public interest, 
such as health or research; to limit the concentration 
of private value arising from (involuntary or volun-
tary) data collection and analytics as in the case of 
LLM training; to protect privacy and other individual 
rights such as copyright in a context where human 
creativity (still) has social value. 

All this calls for thinking out of the box, relying 
on a multidisciplinary understanding of: (i) what the 
(economic) detrimental effects of a badly or non-reg-
ulated technology are, linked with (ii) carefully de-
signed legal frameworks that prevent or internalize 
these externalities, alongside a (iii) forward-looking 
view of how the geopolitics of technology and the 
striking asymmetries in the lobbying powers of dif-
ferent actors involved play out.
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