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Abstract  
 
This paper examines how the General Data Protection Regulation (GDPR) can 
be used to address procedural problems faced by platform workers, including 
opaque rating systems, arbitrary account suspension and nonpayment, and 
uncommunicative clients and platform operators. GDPR provides workers with 
a variety of rights with respect to their data, including right of access, right to 
rectification, and rights regarding automated decision-making. Additionally, 
Art. 40 of the GDPR establishes the possibility for groups of controllers to 
develop codes of conduct that clarify the application of GDPR to their particular 
sectors. This paper details the application of GDPR to labor platforms, provides 
draft text for an Art. 40 code of conduct for labor platforms, and discusses how 
such a code could help address procedural problems encountered by platform 
workers. We hope that this paper can help spark a discussion at European level 
among trade unions and other stakeholders in platform work about how to use 
GDPR to address the ‘procedural problems’ faced by platform workers, 
regardless of their employment status.
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1. Introduction1 
 
On 25 May 2018, the General Data Protection Regulation (GDPR) came into 
force. Long in the making and widely seen as the most comprehensive data 
protection legislation in the world, GDPR creates a broad array of new rights 
regarding personal data. Importantly, GDPR creates rights for all natural 
persons in the EU. Compliance is required of any organisation ‘processing’ the 
personal data of persons in the EU, even if the organisation is itself not located 
in the EU. This paper considers how GDPR can be used to help address 
problems faced by workers in digital labour platforms. 
 
Many platform workers are self-employed, so it is useful that GDPR applies 
regardless of employment status. The problems facing many platform workers 
have been extensively discussed, including low wages, inadequate health and 
safety protections, lack of paid leave, lack of collective rights, and inadequate 
integration into national social protection systems (Vandaele et al. 2019; Piasna 
and Drahokoupil 2019; Berg et al. 2018; Drahokoupil and Piasna 2019; 
Vandaele 2018). These problems are often discussed with reference to the self-
employed status of platform workers (Risak and Dullinger 2018), and to a 
lesser extent social protection (Daugareilh et al. 2019; Forde et al. 2017). Less 
urgently discussed, however, are what we call ‘procedural problems’, which 
typically arise from platform design and operating procedures. These include:  
 
— refusal of payment for completed work without explanation or recourse 
— suspension or closure of worker accounts without explanation or recourse 
— opaque, error-prone automated systems for rating work and workers 

and/or allocating work 
— uncommunicative clients and/or platform operators. 
 
These procedural problems are experienced by many platform workers, 
including those who are acknowledged as employees, those who may be falsely 
self-employed, and those who are probably accurately classified as self-
employed (see e.g. Kilhoffer et al. 2019). Among the problems faced by 
platform workers generally, this paper focuses specifically on how GDPR can 
be used to address these ‘procedural problems’. We hope therefore that this 
paper can support a lively discussion at European level about how to use GDPR 
to solve at least some of the problems faced by platform workers, regardless of 
their employment status. 
 
The remainder of the paper has eight parts. Section 2 explores how GDPR can 
be used to address problems faced by platform workers. Section 3 presents a 
case study that shows how a platform worker may try (and indeed, did try) to 
use rights provided by GDPR to resolve procedural problems but how they may 
also encounter difficulties. The names of the worker and platform are 
fictionalised but based on real cases. Section 4 discusses some current 
difficulties with interpretation and enforcement of the rights provided by 

1. Acknowledgements: We thank Bethany Staunton, Jan Drahokoupil and Aída Ponce Del 
Castillo from the ETUI, as well as Elena Gramano and Antonio Aloisi, for their feedback.
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GDPR. Section 5 introduces Articles 40 and 41 of GDPR, which provide for 
establishment and monitoring of codes of conduct for sector-specific 
application of GDPR. Section 6 considers GDPR codes of conduct in the context 
of codes of conduct more generally. Section 7 presents several annotated draft 
texts for a GDPR code of conduct that would address the most pressing 
procedural problems faced by platform workers. Section 8 discusses possible 
concrete next steps toward making an Art. 40 GDPR code of conduct for labour 
platforms a reality. Section 9 concludes. 
 
 

2. Using GDPR to address problems faced by 
platform workers 

 
Platform workers face a variety of procedural problems that negatively affect 
their working conditions. The first half of this section discusses some of these 
problems; the second half discusses how the rights established by GDPR could 
be used to address them.  
 
 
2.1 Some procedural problems faced by platform workers 
 
Opaque, sometimes error-prone (and often, but not necessarily, automated) systems 
for rating work and workers and/or allocating work 
 
A platform worker’s success frequently relies on their ability to access (or be 
allocated) tasks, which in turn often depends on various evaluations, ratings, 
and classifications of their work or of them as a worker. Often, however, the 
systems and processes platforms use to calculate and assign these evaluations, 
ratings, and classifications are not transparent (see e.g. Rosenblat and Stark 
2016; Woodcock and Graham 2019). For example, workers who have 
previously qualified for access to jobs may be stripped of their qualifications 
without explanation. Alternatively, workers may be evaluated according to 
processes about which they have no knowledge; that is, the existence of an 
evaluation or even of an entire system of evaluation may be secret. Or, workers 
may be aware that they are being evaluated, and even know what evaluations 
or ratings they have been assigned, but be unaware of the exact consequences 
of those evaluations or ratings. Additionally, these processes — whether 
automated or executed by humans — are sometimes error-prone, exposing 
platform workers to the risk that they or their work are inaccurately and/or 
unfairly negatively evaluated, potentially inappropriately limiting their ability 
to access work in the future (see Wood et al. 2018). 
 
Suspension or closure of worker accounts without explanation or recourse 
 
The suspension or closure of worker accounts is one of the most common 
consequences of poor ratings and evaluations, although it is not the only reason 
workers’ accounts are deactivated. However, in some cases, the platform 
declines to even provide the worker with a reason for the suspension or closure 
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(Ravenelle 2019; Rosenblat 2018; Dettmer 2019). Suspension or closure of an 
account renders a worker unable to access a platform, and thus unable to work. 
In these cases, they have effectively been ‘fired’. 
 
Importantly, such decisions are sometimes made by automated, partially 
automated, and/or outsourced systems — and such systems may be error-
prone. 
 
Refusal of payment for completed work without explanation or recourse 
 
Some platforms have policies that allow customers to refuse to pay for 
completed work without providing the worker with an explanation (see 
McInnis et al. 2016). In these cases, workers may have spent significant time 
completing a task for which they are not paid. In some cases, customers 
managing work from large numbers of workers (especially, for example, on 
microtask platforms) use automated, partially automated, and/or outsourced 
systems to make payment decisions. Such systems are quite often error-prone. 
 
Uncommunicative or unresponsive clients and platform operators 
 
In cases of contested decisions (such as non-payment and account suspension 
or closure), platform workers may try to seek assistance or clarification from 
the platform about the reason for the decision. In these situations, however, 
they are often unable to contact a qualified person who is authorised to explain 
the decision (Irani and Silberman 2013; Brawley and Pury 2016) — and correct 
it if it was mistaken. 
 
Lack of recourse to external mediation 
 
Generally, platform workers have no recourse to external mediation should 
they wish to dispute a decision taken by a platform or customer. Furthermore, 
customers and platforms are generally under no obligation to reply to worker 
inquiries, and often decline to do so. 
 
 
2.2 GDPR can help 
 
GDPR can help address flaws in rating systems and correct inaccurate, unfair, or 
otherwise inappropriate ratings  
 
GDPR provides data subjects, in this case platform workers, with the right to 
fair and transparent processing and the right to ensure that their personal data 
are accurate. Ratings fall under the definition of personal data as established 
in Art. 4.1 GDPR. This means that workers have the right to access a copy of 
their ratings (Art. 15.1, 15.3 GDPR) and can request that they be corrected if 
they are inaccurate (Art. 16). Additionally, hidden or secret evaluations of which 
the worker is not informed are illegal, as controllers of personal data are 
required to inform data subjects when personal data is collected (Art. 15.1-15.4 
GDPR). Finally, if a rating system is automated, the worker has the right to 
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‘obtain human intervention’ in the decision-making process, to express their 
point of view and to contest the decision (Art. 22.3).  
 
GDPR requires that processing of personal data be transparent with respect to the 
data subject (Art. 5.1 lit. a) 
 
Because ratings and evaluations are personal data (as made clear in the 
European Court of Justice judgment in Nowak v. Data Protection 
Commissioner and in previous guidance from the Article 29 Working Party, 
especially Opinion 04/2007 ‘On the concept of personal data’), the processing 
of ratings and evaluations must be transparent. Therefore, platforms must 
clearly indicate how workers will be evaluated, classified, and rated. They must 
also make the consequences of evaluations, classifications, and ratings clear. 
For example, if an evaluation, classification, or rating may affect payment or 
access to work, or result in account suspension or closure, the platform is 
responsible for making these consequences clear as a result of the requirement 
for transparency. 
 
GDPR provides several ways for workers to contest account suspension or closure 
 
Some platforms’ legal terms set out that suspension and closure are only 
allowed under certain circumstances. In these cases, if a worker’s account is 
suspended or closed and the worker is not offered an explanation for this 
decision, the worker can use an Art. 15 data access request to receive a copy of 
all personal data that were used as a basis for the decision. If inaccurate or 
incomplete personal data led the platform to assume that these circumstances 
applied, the worker may invoke Art. 16 to request that the data in question be 
corrected, which could lead to a reversal of the suspension or closure decision. 
 
If, on the other hand, the platform explicitly reserves the right to suspend or 
close an account for any or no reason, GDPR may not help — unless the 
decision was automated and produces legal effects concerning the worker or 
otherwise significantly affects them, in which case Art. 22 applies. The worker 
may be able to receive a copy of all their personal data being stored by the 
platform, but this will not necessarily help reverse the suspension or closure. 
 
If, however, Art. 22 applies, the worker has the right to obtain human 
intervention regarding the decision, to express their point of view and to 
contest the decision. 
 
GDPR provides several ways for workers to contest non-payment for submitted work 
 
On some platforms, the legal terms set out that non-payment of work is only 
allowed if the worker has failed to provide satisfactory work. In these cases, the 
worker may be able to contest non-payment on the grounds that the record of 
non-payment is an inaccurate reflection of their work performance. This argu-
ment is strengthened further if non-payment of work is demonstrably used by 
the platform as a worker rating or evaluation (i.e. it is interpreted as an indica-
tor of poor worker performance and affects the worker’s access to future work).
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If the platform’s legal terms set out that a client, or the platform, may refuse 
payment for any or no reason — and the record of non-payment is not used as 
a rating or evaluation — GDPR may not help, unless the decision was 
automated. 
 
If the decision was made by an automated system and produces legal effects 
concerning the worker or otherwise significantly affects them, Art. 22 applies 
and the worker has the right to obtain human intervention regarding the 
decision, to express their point of view and to contest the decision. 
 
GDPR requires data controllers to respond to data protection-related requests 
within at most three months 
 
In cases where a worker makes an explicit request regarding their personal data 
rights, the platform’s data protection officer must reply to the request (Arts. 
37-39). Additionally, GDPR provides clear timelines for platform response (Art. 
12.3-12.4): requests must be replied to within one month. If the request is 
especially complex, the controller can receive an extension of up to two 
additional months. 
 
If the platform does not reply, the worker may contact the supervisory authority 
(Art. 77); if the worker does not believe the outcome meets the requirements 
of the law, they have access to judicial remedy against the supervisory authority 
(Art. 78) and/or controller/processor (Art. 79). 
 
 
3. A case study 
 
The following case study shows some practical problems of using GDPR to 
promote workers’ rights. The names of the worker and platform are 
fictionalised, but the text is based on real cases in which the authors have been 
involved. 
 

 
Yolanda Marjata is a freelance illustrator based in an (unspecified) EU Member State. 
Up until 2018, Marjata usually earned 30-60% of her monthly income from royalties 
on illustrations she had uploaded to Netillo, an art and illustration marketplace. In late 
2018, however, Marjata noticed that her income from Netillo royalties fell dramatically 
— from 1500-3000 euros per month to 500-800 euros per month. The change was not 
seasonal; it had never happened before.  
 
She investigated by looking into the settings in her Netillo account. There, she noticed 
that some of her illustrations had been labelled by the platform as ‘inappropriate for 
promotion’. She found an explanation on the platform’s FAQ page: in order to make the 
marketplace more welcoming for customers — and especially for potential customers — 
Netillo had recently introduced a labelling system.  
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Machine learning (or ‘artificial intelligence’) systems had been developed to label all 
the images uploaded to Netillo according to their content. If the machine learning 
systems indicated that the content of an image included or referred to violence, sexuality, 
nudity, or other ‘adult’ or ‘potentially controversial’ themes — including war or religion — 
it would not be displayed on the front page of the site or ‘recommended’ to customers 
unless they were logged in and had explicitly indicated that they wanted to receive 
recommendations for this kind of content.  
 
On one hand, the platform was within its rights to do this. On the other, Marjata realised 
that some of her illustrations were being labelled ‘inappropriate for promotion’ — and 
therefore, presumably, labelled with one of the ‘adult’ or ‘controversial’ labels — but she 
could not see anything ‘adult’ or ‘controversial’ about these illustrations. For example, 
one of the illustrations labelled ‘inappropriate for promotion’ was of a child playing with 
a puppy in a park. Another illustration, a painting of a centuries-old public statue, could 
conceivably be argued to have to do with ‘violence,’ as the statue was of a soldier. But 
how could this be ‘inappropriate for promotion’?  
 
Marjata contacted the platform operator and, two weeks later, received an email saying 
simply, ‘We have looked at the images in question and can confirm that indeed they do 
not comply with our requirements for promotion on Netillo.’ She replied, asking for more 
information about these requirements. Two weeks later, she received another reply: 

 
‘If you want to improve the chances of your work being promoted, please make 
sure it does not include violence, sexuality, nudity, or any other adult or potentially 
controversial themes, including war, religion, or politics. Unfortunately we cannot 
provide any further guidance, as this would enable malicious site users to 
manipulate our systems, to the detriment of customers and conscientious 
illustrators.’ 

 
In the months that followed, Marjata began paying careful attention to which images 
were labelled ‘inappropriate for promotion’ and which were not. She also began 
comparing notes with other illustrators who had previously earned significant income 
from the platform. Their incomes were all down, and they had all received similar 
messages from the platform operator. And while there were some unobjectionable cases 
— clearly violent or sexual illustrations were often labelled ‘inappropriate for 
promotion’ — there were many baffling cases, where the images did not seem at all 
‘inappropriate’ or ‘controversial.’ In a few cases, illustrators wrote to the platform to 
complain, and the platform operator reversed the decision and apologised, writing that 
their machine learning systems were still in the process of learning. In other cases, they 
would reply affirming the original decision. Sometimes it would be months before the 
platform replied. 

 
After months of unhelpful communication with the platform — and still earning less 
than 800 euros per month — Marjata had had enough, and she set up an online petition 
calling on Netillo to change its practices and clarify the rules. She contacted as many 
illustrators as she could, encouraging them to sign, and spread the petition online widely 
through social media. It gained attention, and thousands of other illustrators — many 
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of whom had previously earned over 1000 euros per month on Netillo — signed. A few 
favourable stories were written in the technology media.  

 
Two weeks later, she got an email from an assistant of one of the high-level managers 
at Netillo, inviting her to an in-person meeting at the Netillo headquarters. Three weeks 
later, Marjata met with the executive. The executive listened carefully to Marjata’s 
explanation of how frustrating it was to be constantly trying to guess whether an 
illustration would be judged ‘appropriate for promotion’ or not. The executive then 
explained in general terms how the machine learning systems that did the labelling 
worked. Unfortunately, the executive explained, it would not be possible to give 
illustrators any more information, as this would make it possible for malicious illustrators 
to circumvent the labelling system. The executive was attentive and sympathetic, but 
ultimately could not really help. 

 
Marjata digested this experience for several weeks and discussed the situation further 
with her fellow illustrators. Finally, she decided to file a data subject access request. She 
sent an email to the email address listed on the Netillo website as the contact email for 
inquiries relating to data protection issues. The email had the following text: 

 
‘In the last few months, Netillo has introduced machine learning systems to classify 
illustrations uploaded by users on the site. The main goal of these systems is to 
determine which illustrations are “appropriate for promotion”. This is determined 
by a variety of “lower level” labels, such as “violence,” “sexuality,” “nudity,” etc. 
However, these labels are not shared with illustrators when they are notified that 
an illustration they posted to the platform is not appropriate for promotion. The 
only information we are given is that the illustration was deemed not appropriate 
for promotion — not which “lower level” labels were assigned to my illustrations 
and led to this decision. However, the “lower level” labels assigned to my 
illustrations — such as “violence,” “sexuality,” etc. — are my personal data under the 
EU General Data Protection Regulation. As such, I have the right to request, and 
receive, a copy of them. I therefore request a copy of all labels that Netillo has 
associated with illustrations I have uploaded to the platform.’ 

 
One month later, the platform’s data protection officer replied, indicating that they 
needed two more months because of the complexity of the case. Two months after that, 
the data protection officer replied again, writing simply: 
 

‘We understand your frustration, but in order to protect users of the site, we cannot 
disclose the workings of the systems we use to determine which images are not 
appropriate for promotion, including the labels, or how the labels are applied, as 
this would make it easier for malicious users to circumvent these systems. This would 
adversely impact both honest illustrators — such as yourself — and site customers 
and visitors generally.’ 

 
Marjata forwarded a description of the case and her correspondence with Netillo’s data 
protection officer to her national data protection authority, asking them to intervene. 
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The office of the data protection authority replied within three weeks with the following 
reply: 
 

‘The reply from Netillo indicates that the rights and freedoms of others would be 
adversely affected by the disclosure of the information you requested; therefore, 
they do not need to disclose it (Art. 15.4 GDPR).’ 

 
However, at this point, Marjata was in dialogue with experts in European data protection 
law, and knew that Recital 63 of GDPR states that: 
 

‘[the right of access to personal data] should not adversely affect the rights or 
freedoms of others, including trade secrets or intellectual property.... However, the 
result of those considerations should not be a refusal to provide all information to 
the data subject.’ 

 
But unless she could convince the data protection authority that a more nuanced 
analysis of her case was needed, she had, at this point, one primary option: litigation. 
And indeed, at this point the first defendant in litigation was not necessarily Netillo but 
the data protection authority. Whether she was going to win or lose, it was to be a long 
and unpleasant journey — and it was certainly not the journey Marjata was hoping for 
when she first contacted Netillo asking why her illustrations were being labelled 
‘inappropriate.’ 
 
 

The remainder of the paper discusses how this situation can be avoided in the 
future by the establishment of data protection codes of conduct, as provided 
for by Art. 40 GDPR. 
 
 

4. Difficulties with interpretation and enforcement 
of the rights provided by GDPR 

 
As partially illustrated by the case in the previous section, there is some 
ambiguity and confusion around platform operators’ obligations under GDPR. 
For example, it may not be clear to platform operators which data falls under 
the term ‘personal data.’ Some platform operators may not realise the breadth 
of this term, and that ratings, evaluations, and classifications — including the 
labels of Marjata’s illustrations — are personal data. Additionally, ratings may 
be the personal data of multiple data subjects. For example, if a customer rates 
a worker, the rating is likely to be the personal data of both the worker and the 
customer. Disclosing the rating to the worker in compliance with Art. 15 may 
expose the customer to data protection-related risks. In such a case the 
controller may not know how to proceed. 
 
Even when they do understand their obligations, platform operators may be 
resistant to fulfilling them. Platforms may have ‘good’ business reasons for not 
wanting to comply with GDPR. However, while good business reasons may 
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allow platform operators to make some use of Art. 15.4 as an ‘exemption clause’, 
they are not likely to entirely absolve them of their obligation to provide copies 
of personal data under the regulation. Specifically, Recital 63 establishes that 
while the right to access a copy of personal data ‘should not adversely affect 
the rights or freedoms of others… the result of those considerations should not 
be a refusal to provide all information to the data subject.’ 
 
Although GDPR provides many rights that can help address procedural 
problems faced by platform workers, in some cases it may not help. For 
example, some platforms explicitly reserve the right, in their legal terms, to 
carry out adverse decisions (such as non-payment and account suspension or 
closure) at their sole discretion, without providing any reason. If these 
decisions are not carried out by automated means, GDPR may not help in such 
cases. 
 
However, even under these circumstances, we note two important caveats. 
First, the Article 29 Working Party has made clear that controllers ‘cannot 
avoid the Article 22 provisions by fabricating human involvement. For 
example, if someone routinely applies automatically generated profiles to 
individuals without any actual influence on the result, this would still be a 
decision based solely on automated processing’ (Guidelines on Automated 
individual decision-making and Profiling, WP251, pp. 20-21). 
 
Second, some of these workers may find they have expanded protections under 
the EU Regulation 2019/1150 promoting fairness and transparency for 
business users of online intermediation services (the so-called ‘Platform-to-
Business Regulation’), which comes into force on 12 July 2020. Arts. 3-4 of the 
Platform-to-Business Regulation require platforms to ‘set out the grounds for 
decisions to suspend or terminate or impose any other kind of restriction upon, 
in whole or in part, the provision of their online intermediation services to 
business users’ (Art. 3.1 lit. c). Therefore, under the Platform-to-Business 
Regulation, the decision to suspend or close an account can only be taken under 
certain circumstances. These circumstances are made available to platform 
workers. If the platform reaches the conclusion that the circumstances apply, 
it may suspend or close a worker’s (‘business user’s’) account. However, if the 
worker believes that they were suspended based on inaccurate information, 
they can use GDPR to request the data on which the decision was based. If the 
data are indeed inaccurate, the worker can invoke Art. 16 GDPR to request the 
data be corrected — and potentially regain access to the platform. Thus the 
rights established by GDPR can complement the protections established in the 
Platform-to-Business Regulation (especially Art. 3). 
 
 
5. Introducing Arts. 40-41 GDPR 
 
Art. 40 GDPR, titled ‘Codes of conduct,’ establishes the possibility for ‘codes 
of conduct intended to contribute to the proper application’ of GDPR and the 
procedures by which such codes can become approved. This is complemented 
by Art. 41 GDPR, titled ‘Monitoring of approved codes of conduct’, which 
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establishes the relevant monitoring requirements. Art. 40 GDPR codes of 
conduct can be created by groups of controllers in specific sectors or industries 
to more concretely specify the application of the Regulation to their sectors. 
Such codes of conduct can include a variety of topics. Art. 40 GDPR lists some 
examples of possible topics, including (but not limited to): 
 
— the meaning of ‘fair and transparent processing’; 
— the legitimate interests of controllers; 
— appropriate processes for the collection of personal data;  
— information to be provided to the public and to data subjects; 
— appropriate measures for compliance with Article 24, which places the 

burden of demonstrating that data processing is taking place in 
compliance with the Regulation on the controller; and 

— out-of-court dispute resolution measures for resolving disputes between 
data subjects and controllers. 

 
Art. 41 GDPR establishes requirements for the monitoring and enforcement of 
Art. 40 codes of conduct. These monitoring requirements are discussed in more 
detail in Section 6 of the paper.  
 
An Art. 40 GDPR code of conduct for, specifically, labour platforms could 
help resolve the difficulties with interpretation and enforcement of GDPR on 
labour platforms discussed above in Section 4. For example, such a code 
could clarify interpretation and application of specific terms and elements in 
GDPR, such as the term ‘personal data,’ Art. 15.4, and Art. 22, in the context 
of labour platforms. It could also help strengthen the rights of platform 
workers under GDPR, for example, by codifying best practices and reducing 
legal uncertainty. 
 
 

6. Considering Arts. 40-41 GDPR in the context of 
other codes of conduct 

 
Codes of conduct are a voluntary measure, typically part of a firm’s corporate 
social responsibility mandate. Since the 1990s they have become an important 
tool for regulating private sector working conditions in countries where legal 
standards are poor or in situations where governments, tasked with enforcing 
labour standards, are unable or unwilling to do so (Posner and Nolan 2003). 
For example, they have been widely used by multinational firms and in global 
supply chains in agriculture and apparel. 
 
They have also been used to promote better working conditions, with varied 
levels of success. Understanding circumstances under which they have been 
successful — and less successful — offers lessons for an Art. 40 GDPR code of 
conduct for platform workers.  
 
Codes of conduct are an effective way for firms who want to engage in self-
regulation to do so. For example, firms sometimes establish codes of conduct 



Using GDPR to improve legal clarity and working conditions on digital labour platforms

15WP 2020.05

to make them more appealing to consumers, or to highlight their commitment 
to ethical procurement and processing (Toffel et al. 2015). However, there are 
some challenges and concerns relating to codes of conduct broadly: 
 
— Historically, there have not been general legal standards for codes of 

conduct. At times, this has resulted in codes of conduct that have not had 
much substantive content (Posner and Nolan 2003). 

 
— Codes of conduct are sometimes developed without input from workers; 

under such circumstances, codes of conduct risk being poorly aligned with 
workers’ main concerns (Compa 2001). 

 
— Codes of conduct have often been difficult to enforce legally. Because of 

this, stakeholders often raise concerns about effectively monitoring and 
enforcing them. Initially, these concerns were based primarily on the fact 
that many codes of conduct were monitored by the very businesses that 
they purported to govern. More recently, however, efforts have been made 
to create more effective enforcement and monitoring mechanisms. These 
have been particularly effective when they have involved workers and 
state regulators (Ponce Del Castillo 2020; Fine 2014; Fine and Bartley 
2019; Dias-Abey 2018). 

 
— Finally, codes of conduct risk undermining the political will to create state 

regulation (which may be more enforceable). While critics have expressed 
concern about codes of conduct supplanting public regulation, it is now 
generally believed that voluntary private regulation, including codes of 
conduct, can usefully complement state regulation (Bartley 2005; Klein 
2009; Weil 2014).  

 
Helpfully, the requirements established by Arts. 40-41 GDPR address some of 
these limitations and concerns. First, unlike purely voluntary codes of conduct 
that were criticised for having little or no enforcement or oversight, Art. 40 
GDPR codes of conduct can be described as ‘self-regulation on a legal basis’. 
Art. 40 codes of conduct must be approved by a supervisory authority or by the 
European Data Protection Board, and cannot undermine the protections and 
rights afforded by GDPR. This ensures that Art. 40 GDPR codes of conduct 
cannot be ‘content free’, like some entirely voluntary codes of conduct in other 
sectors have been. Indeed, Art. 40 codes must describe in detail all the 
obligations of the controllers. Additionally, while platforms can voluntarily 
adopt an Art. 40 code of conduct, they are legally bound by its terms once they 
have adopted it. If a signatory to such a code is shown to have violated the 
code’s terms, the signatory may be suspended or excluded from the code. 
Monitoring and enforcement provisions also exist: creators of Art. 40 codes of 
conduct are required to identify an oversight body for the purpose of 
monitoring compliance of signatories to the code; the oversight bodies are 
accredited by the supervisory authorities (Art. 41). 
 
An additional argument for using codes of conduct in the context of digital 
labour platforms is that codes of conduct have previously and successfully been 
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used to improve working conditions in transnational work arrangements (Weil 
2009; Klein 2009; Anner et al. 2013). Many digital labour platforms are 
transnational, and these transnational operations are difficult to regulate 
(Cherry 2019). While GDPR applies extraterritorially, enforcement and 
compliance pose some challenges in practice (Sirur et al. 2018). Creating an 
Article 40 code of conduct for platforms may help address these challenges by 
clarifying interpretations, establishing sectoral best practices, and reducing the 
enforcement burden on supervisory authorities. 
 
Nonetheless, for a code of conduct to successfully promote workers’ rights, 
firms must have a stake in upholding the terms and conditions included. 
Merely excluding a signatory from an Art. 40 GDPR code may not be an 
adequate incentive for compliance. Art. 42 GDPR, however, establishes the 
possibility for GDPR certifications that could provide additional incentives, for 
example, by improving market access for certified platforms. 
 
Certifications can be (and have been) effectively used for marketing and public 
relations purposes; a certification as provided for by Art. 42 GDPR could 
incorporate compliance with an Art. 40 GDPR code of conduct. Because of the 
potential use of certifications for improved market access (for example, large 
clients or associations could require certifications in their procurement 
policies), such a combination could create significant economic incentives for 
platforms to participate in an Art. 40 code of conduct. 
 
 

7. Annotated draft text for an Art. 40 GDPR code of 
conduct for labour platforms 

 
This section presents a draft text for an Art. 40 GDPR code of conduct for 
labour platforms. The text presented here is intended to address only the 
problems discussed above (i.e. the ‘procedural problems’), not all problems 
relating to GDPR compliance on labour platforms. 
 
We suggest that the code be structured in two parts. Part 1 should be dedicated 
to an interpretation of GDPR for the purpose of providing clarity in the context 
of labour platforms. We view these as non-negotiable legal realities to which 
platforms must conform to be in compliance with already existing European 
regulation. Part 2 of the code should include language that provides platform 
workers with additional rights that exceed those explicitly afforded by GDPR. 
Recognising that GDPR does not address all issues relating to personal data 
processing that platform workers may experience, Art. 40 codes could include 
language establishing additional rights. For example, an Art. 40 code could 
provide workers with a general right to an explanation for decisions made 
based on personal data. 
 
Various parts of the draft text are presented below, each followed by a brief 
explanation of the reasoning behind the text. We begin with text that would be 
included in Part 1 (‘Application of GDPR to labour platforms’) of an Art. 40 code 
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of conduct. This is followed by select recommendations that could be included 
in Part 2 (‘Additional data rights and guidance for platform operators’). 
 
 
7.1 Part 1: Application of GDPR to labour platforms 
 
Definition of ‘labour platform’ 
 
The code should define ‘labour platform.’ The definition does not need to be as 
pre cise as such a definition would need to be if it were part of legislation, as it 
only needs to signal what kinds of platforms the code is designed to be relevant 
for. 
 
 

Draft text 
 
A labour platform is any digital information system (or interconnected collection of such 
systems) that connects, or acts an intermediary between, on one hand, parties providing 
work or the products of work (‘workers’ or ‘providers’), and, on the other, parties seeking 
work or the products of work (‘customers’). 
 
Generally, labour platforms make parties to a labour transaction aware of one another 
and facilitate transactions in ways other than only processing payment (for example, by 
allowing potential customers to search for workers qualified to perform a particular task, 
or allowing workers to submit offers for work). 
 
Even if payment is not involved in the transactions on a platform, a platform may be 
considered a labour platform. 
 
If payment is involved, the platform in question may or may not process the payments. 
There may be multiple parties to labour platform transactions in addition to the platform, 
workers, and customers. 
 
Digital platforms that act only as payment processors are unlikely to be seen as labour 
platforms under this definition. 

 
 
Remarks: 
 
This definition intentionally does not require transactions on a platform to 
involve money for the platform to be potentially considered a labour platform. 
 
If money does change hands, the definition is agnostic to the platform’s 
technical role in processing these payments. 
 
Some platforms only process payment but provide no means for potential 
parties to a transaction to ‘discover’ one another and no other features that 
facilitate the transaction. While it cannot be entirely ruled out that this code 
may be useful or relevant to such platforms, we suspect it is not especially likely. 
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Such platforms are probably better described as ‘payment processors’ than as 
‘labour platforms’. 
 
The definition intentionally includes more complex relationships than the 
classical ‘triangular’ labour platform relationship of ‘platform, worker, 
customer’. For example, on content marketplaces, there are (at least) four 
parties: the platform, the content creator, the advertiser (the paying customer), 
and viewers (who may or may not pay). 
 
The definition intentionally includes platforms where payment is involved and 
platforms where it is not; on some types of platforms, like contest-based 
platforms, workers commonly compete to win money in the form of a contest. 
Under these types of platforms it is common for many participants to submit 
work they have done and to receive no remuneration. (In some cases, even 
winners may only receive ‘exposure’ rather than payment.) 
 
Clarification of the term ‘personal data’ in the context of labour platforms 
 
Because it has been a topic of confusion, the code should clarify the meaning 
of the term ‘personal data’ with regard to various categories of information that 
are common in labour platforms. 
 

 
Draft text 
 
The definition of ‘personal data’ from Art. 4.1 GDPR applies. 
 
The phrase ‘relating to’ in this definition is to be understood as set forth in C-434/16 
Nowak v. Data Protection Commissioner in the case law of the ECJ, paragraphs 34-35; 
namely, information is personal data in the sense concerning GDPR ‘where the 
information, by reason of its content, purpose or effect, is linked to a particular person’. 
 
The terms ‘content,’ ‘purpose,’ and ‘effect’ are elaborated further in pp. 9-12 Opinion 
4/2007 of the Article 29 Working Party ‘On the concept of personal data’ (where the 
term ‘result’ is used in place of ‘effect’); these elaborations shall be interpreted as 
binding on signatories to this Code. 
 
These definitions and elaborations make clear that the following categories of 
information that often appear in labour platforms are generally to be understood as 
‘personal data’: 
 
— Ratings 
— Work approval and rejection rates (even when not used as evaluations) 
— Work acceptance and refusal rates (that is, the rates with which a worker has 

accepted or refused offered tasks/jobs) 
— Rankings of workers, and any data used to create such a ranking 
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Generally, such data are only not personal data if they are completely anonymised. 
 
The definition of Art. 4.1 GDPR applies regardless of the source of the data. In the 
context of labour platforms, this means, for example, that: 
 
— If a rating is collected from a customer about a worker, the rating is personal 

data. It may be the personal data of both parties. 
— If a record about a worker or customer is created algorithmically, ‘internally’ to 

the platform, that is the worker’s or customer’s personal data. 
 
 
Remarks: 
 
Worker ratings (and other evaluations, qualifications, and classifications of 
workers and their work), approval and rejection rates, and a worker’s 
acceptance and refusal rates of work offered to them are frequently important 
determinants influencing access to work — and therefore worker income. The 
relevant case law of the European Court of Justice, especially Nowak v. Data 
Protection Commissioner, makes clear that they are ‘personal data’ under EU 
data protection law. However, because of confusion regarding the meaning of 
the phrase ‘relates to’ in the definition of ‘personal data’ in Art. 4.1 GDPR, some 
platform operators have not understood this. By clarifying this potential point 
of conflict ‘in advance’, the Code can avoid protracted debates (and potentially 
litigation) between platforms and data subjects. 
 
Clarification regarding information to be provided 
 
Some platforms maintain ‘hidden’ or ‘secret’ ratings of workers and/or 
customers. This is not compatible with the requirements set forth in Art. 14 
GDPR and should therefore be clarified by the code. 
 
 

Draft text 
 
Art. 14 GDPR applies to all personal data, regardless of the source. Data subjects must 
be informed in a manner consistent with the requirements set forth by Art. 14 GDPR 
whenever data relating to them has been collected or created. 
 
Signatories to this Code will not create or maintain secret or hidden ratings about data 
subjects, unless required to do so to comply with applicable European or national law 
or with legal obligations established by public authorities. 

 
 
Remarks: 
 
As discussed previously, some platforms have secret ratings about workers. 
These can be based on information that is collected, or created, about data 
subjects unknowingly. For example, secret ratings may rely on ratings from 
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customers or algorithmic assessments of work about which workers are 
unaware. Such secret ratings are unlawful under Article 14 GDPR unless 
required by specific circumstances, such as compliance with European or 
national law or legal obligations established by public bodies. Clear language 
in a code of conduct affirming the obligation of platform operators to inform 
data subjects of the collection or creation of all personal data relating to them 
serves as an important reminder, and can avoid confusion and improve legal 
certainty. 
 
Clarification of the interpretation and application of Art. 15.4 GDPR 
 
Art. 15.4 GDPR has been interpreted by some controllers as an ‘escape clause’ 
which they can use to decline to provide access to personal data they have 
business reasons for wishing to withhold, or about which their legal obligations 
may be unclear (for example, when a piece of information is the personal data 
of multiple data subjects with potentially conflicting interests). As indicated by 
Recital 63, however, it cannot be used this way. The code should clarify what 
platform operators should do in such difficult cases, and clarify the meaning 
and proper application of Art. 15.4. 
 
 

Draft text 
 
Where personal data relates to multiple data subjects: 
 
In situations where a piece of information is the personal data of multiple data subjects, 
signatories to this Code will endeavour to provide procedurally and economically 
relevant information to data subjects without infringing on other data subjects’ right to 
privacy. 
 
Specifically, ratings and evaluations left by customers of workers and work performed 
(and vice versa) are likely to be the personal data of both workers and customers. To 
ensure both the right of access and the right to privacy, signatories to this Code will 
provide rated parties with the content of such ratings, but not the personally identifying 
information of the persons leaving the ratings. 
 
Exceptional circumstances and appropriate procedures for such circumstances may be 
elaborated by the signatories in cooperation with the monitoring body of the Code. 
Examples of such circumstances may include: 
 
— When the content of a rating or evaluation (potentially in connection with other 

data) is likely to reveal the identity of the person who left the rating, for example 
because the content of the rating includes a date and time, and the rated party 
is likely to have timestamped records about their interactions with other parties 
on the platform. 

— When one or both parties may be at risk of harassment from the other. 
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Remarks: 
 
Platforms may find themselves in situations where personal data relate to 
multiple data subjects. For example, if a customer rates a worker, the rating is 
the personal data of both the customer and the worker (unless the platform 
anonymises the record in such a way that it can no longer be linked to one or 
the other party). If a worker makes a data subject access request under Art. 15 
GDPR and asks for a copy of their ratings by customers, the platform’s data 
protection officer may wonder if the platform is, in one extreme case, obligated 
to include the rating customer’s personally identifying information (for 
example, their name) in the response to the worker — or, in the other extreme, 
to decline to provide any data relating to the rating to the worker at all. In fact, 
neither response is appropriate; the worker has the right to know what the 
rating was, but the customer’s right to privacy implies that the worker does not 
have the right to personally identifying information about the customer who 
left it. 
 
Additionally, platforms may cite trade secrets or intellectual property as a 
reason that they do not have to comply with data subject access requests. Art. 
15.4 provides that the right of the data subject to obtain a copy of their personal 
data from a controller ‘shall not adversely affect the rights and freedoms of 
others’. Recital 63 elaborates that these rights and freedoms may include trade 
secrets and intellectual property. Recital 63 also provides, however, that ‘the 
result of those considerations should not be a refusal to provide all information 
to the data subject’. While a controller may be tempted to argue that the 
entirety of their data-processing operations are a trade secret, such 
considerations cannot entirely take precedence over the rights provided by 
GDPR to data subjects. An Art. 40 GDPR code should clarify the circumstances 
under which Art. 15.4 GDPR may be invoked. Specifically, it should clarify the 
extent to which the ‘trade secret exemption’ can be used to decline data subject 
access requests. We have not been able to formulate draft text to address this 
situation; the matter is complex enough to require the expertise of a lawyer 
conversant with the interaction of trade secrets and data protection law. 
 
Clarification of the interpretation and application of Art. 22 
 
Art. 22 GDPR provides that ‘the data subject shall have the right not to be 
subject to a decision based solely on automated processing, including profiling, 
which produces legal effects concerning him or her or similarly significantly 
affects him or her’. 
 

 
Draft text 
 
Signatories to the Code are advised of, and will adopt, the Guidelines on Automated 
Individual Decision-Making and Profiling set forth by the Article 29 Working Party. 
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Specifically, signatories are advised that controllers ‘cannot avoid the Article 22 
provisions by fabricating human involvement’ (p. 21). 

 
 
Remarks:  
 
The adjective ‘solely’ has created some confusion among data subjects and 
controllers; specifically, some platforms may have incorrectly assumed that by 
minimally involving humans in data processing, even if such involvement does 
not meaningfully change the nature of automatic processing, that they are 
exempt from their obligations under GDPR. The Article 29 Working Party has 
pointedly clarified the definition of automated processing in the Guidelines on 
Automated Individual Decision-Making and Profiling. 
 
Recourse to a supervisory authority remains available  
 
Given the historic concerns that codes of conduct could undermine public or 
legal regulation, it is important to ensure that any Article 40 code of conduct 
affirms the data subject’s right to lodge a complaint with the supervisory 
authority. 
 

 
Draft text 
 
Nothing in this Code, including the data subject’s use of external mediation procedures 
provided for in this Code, is to be construed as abridging the data subject’s right to 
lodge a complaint with a supervisory authority as established by Art. 77 GDPR. 

 
 
Recourse to judicial remedy remains available 
 
Similarly, it is important to ensure that the code affirms the data subject’s right 
to seek judicial remedy.  
 
 

Draft text 
 
Nothing in this Code, including the data subject’s use of external mediation procedures 
provided for in this Code, is to be construed as abridging the data subject’s rights to 
judicial remedy as established by Arts. 78-79 GDPR. 
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7.2 Part 2: Additional data rights and guidance for  
platform operators 

 
Guidance on ensuring the transparency, accuracy and fairness of rating, evaluation, 
and classification systems  
 
Algorithms, systems, and processes for allocating tasks to workers (or 
otherwise determining which workers get which work), ranking and rating or 
otherwise evaluating workers and work should be transparent, accurate, fair, 
and fit for purpose. When used to describe a rating system, ‘fit for purpose’ 
means that they should elicit evaluations that indicate, as clearly, objectively, 
and verifiably as possible the extent to which submitted work met or failed to 
meet the specific requirements set forth in the task assignment. 
 
 

Draft text  
 
Workers are entitled to see all information stored about them by the platform, including 
work evaluations, metrics, qualifications, and other information pertaining to their fitness 
for performing certain tasks or types of tasks. 
 
Workers have a right to receive clear, pertinent written explanations about how 
information stored by the platform affects them, such as how they are assigned tasks.  
 
Neither work quality evaluation nor payment decisions shall rely on automatic systems 
that determine the most common response submitted for a given task to be correct.  
 
Evaluation and task assignment/worker qualification processes shall not be designed 
in a way that assumes that if a client refuses payment for submitted work, or provides 
a poor evaluation of work, this indicates that the work did not meet the requirements. 
Accordingly, client payment or non-payment rates, or evaluations, shall not be used as 
indicators of worker quality, and shall not be the basis for determining access to work. 
 
Work shall not be evaluated by automated systems known or demonstrated to 
erroneously judge work as not meeting requirements, especially machine learning-based 
systems. 
 
Workers have a right to contest evaluations, to have contested cases reviewed by a 
qualified human platform employee, and, if necessary, further reviewed by a qualified 
neutral third party empowered to issue a final and binding decision. 
 
Evaluation systems which assign a numerical rating or evaluation of a worker or of 
completed work (from the client, from a platform employee, or from any other source) 
will provide clear criteria to the evaluator to promote an objective evaluation of the 
worker and of the work completed. The evaluation criteria will also be made available 
to the worker.  
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Remarks:  
 
GDPR requires that personal data be accurate, and that processing be fair and 
transparent. This is particularly important within the context of rating, 
evaluation, and classification systems, because of the direct impact it can have 
on workers’ access to the platform and to future work opportunities. Regarding 
transparency, workers should have a right to see all information stored about 
them by the platform, including work evaluations, metrics, qualifications, and 
other information pertaining to their fitness for performing certain tasks or 
types of tasks. (Ideally, this should be made available by the platform 
proactively — meaning that a worker should be able to access this information 
easily, for example through an online dashboard, as discussed below.) Workers 
should also have a right to receive clear, pertinent written explanations about 
how information stored by the platform affects them. This pertains to task 
eligibility, task assignment (including ranking in search results, if clients can 
search for workers according to criteria related to a worker’s history and 
performance), evaluation and subsequently payment. 
 
Platforms commonly use automated systems that deem the most common 
answer to be correct, with potentially adverse impacts on the accuracy of such 
systems and the data that they generate. This practice is frequently used on 
micro-tasking platforms, where multiple workers are asked to do the same task. 
Workers who have submitted the most common answer are paid and the 
remainder of workers are not, even if their answer is in fact, correct. The draft 
code includes language that prohibits this decision procedure. Relatedly, 
sometimes clients make mistakes, use faulty algorithmic processes to evaluate 
work, delegate the evaluation to unqualified workers or third parties, or have 
biases. For this reason, client payment or non-payment rates, or evaluations, 
should not be used as indicators of worker quality, and should not be the basis 
for determining access to work. Finally, work should not be evaluated by 
automated systems known or demonstrated to erroneously judge work as not 
meeting requirements, especially machine learning-based systems. Systems 
that are known to be faulty are neither fair nor accurate for workers.  
 
Evaluation systems must also be fit for purpose. As mentioned above, this 
means they should elicit evaluations that indicate, as clearly, objectively, and 
verifiably as possible the extent to which submitted work met or failed to meet 
the specific requirements set forth in the task assignment. This will help ensure 
evaluations are fair. To this effect, generic, potentially ambiguous, and/or 
subjective systems such as those which elicit a numerical rating from the client 
without explaining clearly the criteria according to which workers should be 
evaluated, or the meanings and consequences of the numerical ratings, should 
be avoided. 
 
Finally, ensuring fairness in ratings, evaluation and classification systems 
means that workers should be able to contest evaluations, to have contested 
cases reviewed by a qualified human platform employee, and, if necessary, 
further reviewed by a qualified neutral third party empowered to issue a final 
and binding decision. 
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Guidance for when a platform customer is the controller 
 
In some cases, a customer of a platform may also be a controller of a worker’s 
personal data. This can occur, for example, if a platform customer refers a 
worker to a private site to perform a task, or uses an information system that 
they have developed independently to assess submitted work for the purpose 
of deciding which workers will be paid. 
 
 

Draft text 
 
If a customer on a platform which is a signatory to this Code acts as a controller, the 
platform shall inform the customer of their legal obligations as a controller of personal 
data under GDPR, and ensure that data subjects whose personal data are processed by 
the customer in question are informed of the identity and contact details of the customer 
(and/or their representative). 

 
Optional additional draft text 
 
Signatories to this Code shall require that customers acting as data controllers agree to 
the procedural obligations the Code establishes for platforms, for example, by including 
these obligations in the terms of service accepted by customers. 

 
 
Remarks: 
 
A customer may recruit workers via a labour platform but require them to 
complete work on a separate system controlled by the customer. In such a case, 
the customer may be a controller of some personal data relating to workers. 
Alternatively, or additionally, a customer may maintain a filing system separate 
from the platform which contains workers’ personal data, including but not 
limited to evaluation of work or of the workers themselves. In such cases the 
customer is also a controller of workers’ personal data. Customers are not 
themselves signatories to this code, but data subjects must know how to 
appropriately direct their requests under GDPR. Therefore the code should at 
least require that signatories inform customers acting as controllers of workers’ 
personal data of their obligations under GDPR, and ensure that workers whose 
personal data are processed by customers are provided with the identity and 
contact details of those customers (or their representatives, for data protection 
compliance purposes). The code could additionally require that signatories 
require customers to meet similar obligations to those laid out for the 
signatories themselves with respect to data protection rights, and lay out those 
requirements in draft text to be included in the platform’s legal terms. 
 
If the optional additional draft text were to be included in the code, the 
monitoring body could be tasked with developing appropriate language for 
platform terms of service. 
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Best practices for improving ease of access to data subjects’ personal data  
 
On some platforms, the process through which data subjects submit requests 
is rudimentary and cumbersome. 
 
 

Draft text  
 
Signatories of this Code will provide data subjects secure access to an online interface 
where their personal data can be viewed and downloaded. 

 
 
Remarks:  
 
On some platforms, the process through which data subjects submit requests 
can be inconvenient, difficult to navigate, or time consuming. Platforms should 
thus create systems to make personal data easily available to the relevant data 
subjects. This will reduce friction in platforms’ systems for processing data 
subjects’ access requests. It will also promote transparency, accuracy, and 
fairness by proactively providing data subjects with access to their personal 
data.  
 
Mediation/external dispute resolution procedures   
 
With the aim of improving compliance and enforcement while reducing the 
burden on supervisory authorities, this code proposes to establish an 
‘intermediate’ dispute resolution procedure to which data subjects may have 
recourse if they do not believe that the outcome of an interaction with a 
signatory to the code was not compliant with the rights and obligations set forth 
by GDPR, or by the code. 
 
 

Draft text  
 
Should a data subject be unsatisfied with the outcome of a data subject access request 
or other interaction with the data protection officer or office of a signatory to this Code, 
the data subject may submit a complaint to the monitoring body. 
 
The monitoring body shall operate a multilateral dispute resolution procedure for 
handling complaints submitted in this fashion. 
 
The procedure shall include qualified representatives of at least the following groups: 
platform operators, platform workers, and platform customers. The representatives shall 
be selected independently and transparently from among the respective groups. 
 
The monitoring body shall further specify the dispute resolution procedure and the 
respective roles of the stakeholder representatives. 
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Remarks:  
 
Not only would an external dispute resolution process alleviate some of the 
administrative burden on supervisory authorities, it would also create an 
opportunity to incorporate workers into the monitoring process for the Art. 40 
GDPR code of conduct. Generally, codes of conduct have more effectively 
promoted workers’ rights when monitoring and compliance protocols have 
included the involvement of workers.  
 
Additional considerations 
 
Part 2 of an Art. 40 code might also establish further rights relating to personal 
data processing on labour platforms, such as:  
 
— a general right to explanations for individual decisions made using 

personal data (the so-called ‘right to an explanation’) (Wachter et al. 2017) 
 

— a general right to ‘reasonable inferences’ (Wachter and Mittelstadt 2019) 
 
— a right to recourse (for example, a right to object and a follow-on right to 

independent mediation) for platform workers who are adversely affected 
by decisions that do not result from automated processing  

 
While we do not provide specific draft text on these rights, we view them as 
important features that should be considered by parties interested in drafting 
an Art. 40 code for labour platforms. 
 
 
8. Possible next steps 
 
Developing an Art. 40 GDPR code of conduct is an opportunity to foster 
dialogue among many (well-intentioned) actors and stakeholders in the 
platform economy. Historically, codes of conduct have proven most effective 
at improving workers’ rights and working conditions when they have promoted 
involvement, in creation and monitoring, of multiple stakeholders (Fine and 
Bartley 2019; Fine 2014; Dias-Abey 2018). Additionally, dialogue is important 
to ensuring that the interests of all parties are adequately reflected in the 
outcomes achieved.  
 
Trade unions could initiate and facilitate this process. The following steps 
might be useful: 
 
1. Internal review and further development of the present proposal, 

including consultation with legal experts. 
 
2. Consultation and dialogue with platform workers, trade unionists, and 

relevant civil society actors. 
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3. Dialogue with platform clients and platform operators, especially those 
already engaged in voluntary dialogue, and collaboration with trade 
unions, civil society actors and regulators in efforts to improve platform 
working conditions. 

 
4. Selection or establishment of a monitoring body. The monitoring body 

should have representatives from at least workers and platforms, and 
possibly other stakeholders (for example, platform clients or civil society). 

 
5. Preparation and submission of the draft code to a competent supervisory 

authority. 
 
 
9. Conclusion 
 
We hope that this paper can help initiate a discussion at European level among 
trade unions and other stakeholders in platform work about how to use GDPR 
to address the ‘procedural problems’ faced by platform workers, regardless of 
their employment status. GDPR is a strong and promising piece of legislation, 
but questions of interpretation, application, and enforcement remain. The 
proposals advanced in this paper have been developed from a ‘ground level’ or 
‘practitioner’ perspective, and would benefit from further discussion with legal 
experts as well as with platform workers and other trade unionists with 
different experiences with platform work and European data protection law. 
We look forward to this discussion, and perhaps to the creation of an Art. 40 
GDPR code of conduct for labour platforms. The final measure of the exercise, 
of course, will be whether it leads to concrete improvements in working 
conditions for platform workers. 
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Annex  
 
Note of the authors 
 
This annex presents in a single block the draft text discussed with comments 
in Section 7 of the paper. Note that this draft text is not intended to be a 
complete Art. 40 GDPR code of conduct for labour platforms, but only draft 
text addressing the issues discussed in the paper. For further context, please 
consult the paper, especially Section 7. 
 
 
Part 1 Application of GDPR to labour platforms 
 
Definition of ‘labour platform’ 
 
A labour platform is any digital information system (or interconnected 
collection of such systems) that connects, or acts an intermediary between, on 
one hand, parties providing work or the products of work (‘workers’ or 
‘providers’), and, on the other, parties seeking work or the products of work 
(‘customers’). 
 
Generally, labour platforms make parties to a labour transaction aware of one 
another and facilitate transactions in ways other than only processing payment 
(for example, by allowing potential customers to search for workers qualified 
to perform a particular task, or allowing workers to submit offers for work). 
 
Even if payment is not involved in the transactions on a platform, a platform 
may be considered a labour platform. 
 
If payment is involved, the platform in question may or may not process the 
payments. 
There may be multiple parties to labour platform transactions in addition to 
the platform, workers, and customers. 
 
Digital platforms that act only as payment processors are unlikely to be seen 
as labour platforms under this definition. 
 
Clarification of the term ‘personal data’ in the context of labour platforms 
 
The definition of ‘personal data’ from Art. 4.1 GDPR applies. 
 
The phrase ‘relating to’ in this definition is to be understood as set forth in C-
434/16 Nowak v. Data Protection Commissioner in the case law of the ECJ, 
paragraphs 34-35; namely, information is personal data in the sense 
concerning GDPR ‘where the information, by reason of its content, purpose or 
effect, is linked to a particular person’. 
 
The terms ‘content,’ ‘purpose,’ and ‘effect’ are elaborated further in pp. 9-12 
Opinion 4/2007 of the Article 29 Working Party ‘On the concept of personal 



data’ (where the term ‘result’ is used in place of ‘effect’); these elaborations shall 
be interpreted as binding on signatories to this Code. 
 
These definitions and elaborations make clear that the following categories of 
information that often appear in labour platforms are generally to be 
understood as ‘personal data’: 
 
— Ratings 
— Work approval and rejection rates (even when not used as evaluations) 
— Work acceptance and refusal rates (that is, the rates with which a worker 

has accepted or refused offered tasks/jobs) 
— Rankings of workers, and any data used to create such a ranking 
 
Generally, such data are only not personal data if they are completely 
anonymised. 
 
The definition of Art. 4.1 GDPR applies regardless of the source of the data. In 
the context of labour platforms, this means, for example, that: 
 
— If a rating is collected from a customer about a worker, the rating is 

personal data. It may be the personal data of both parties. 
— If a record about a worker or customer is created algorithmically, 

‘internally’ to the platform, that is the worker’s or customer’s personal 
data. 

 
Clarification regarding information to be provided 
 
Art. 14 GDPR applies to all personal data, regardless of the source. Data 
subjects must be informed in a manner consistent with the requirements set 
forth by Art. 14 GDPR whenever data relating to them has been collected or 
created. 
 
Signatories to this Code will not create or maintain secret or hidden ratings 
about data subjects, unless required to do so to comply with applicable 
European or national law or with legal obligations established by public 
authorities. 
 
Clarification of the interpretation and application of Art. 15.4 GDPR 
 
Where personal data relates to multiple data subjects: 
 
In situations where a piece of information is the personal data of multiple data 
subjects, signatories to this Code will endeavour to provide procedurally and 
economically relevant information to data subjects without infringing on other 
data subjects’ right to privacy. 
 
Specifically, ratings and evaluations left by customers of workers and work 
performed (and vice versa) are likely to be the personal data of both workers 
and customers. To ensure both the right of access and the right to privacy, 
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signatories to this Code will provide rated parties with the content of such 
ratings, but not the personally identifying information of the persons leaving 
the ratings. 
 
Exceptional circumstances and appropriate procedures for such circumstances 
may be elaborated by the signatories in cooperation with the monitoring body 
of the Code. Examples of such circumstances may include: 
 
— When the content of a rating or evaluation (potentially in connection with 

other data) is likely to reveal the identity of the person who left the rating, 
for example because the content of the rating includes a date and time, 
and the rated party is likely to have timestamped records about their 
interactions with other parties on the platform. 

— When one or both parties may be at risk of harassment from the other. 
 
Clarification of the interpretation and application of Art. 22 
 
Signatories to the Code are advised of, and will adopt, the Guidelines on 
Automated Individual Decision-Making and Profiling set forth by the Article 
29 Working Party. 
 
Specifically, signatories are advised that controllers ‘cannot avoid the Article 
22 provisions by fabricating human involvement’ (p. 21). 
 
Recourse to a supervisory authority remains available  
 
Nothing in this Code, including the data subject’s use of external mediation 
procedures provided for in this Code, is to be construed as abridging the data 
subject’s right to lodge a complaint with a supervisory authority as established 
by Art. 77 GDPR. 
 
Recourse to judicial remedy remains available 
 
Nothing in this Code, including the data subject’s use of external mediation 
procedures provided for in this Code, is to be construed as abridging the data 
subject’s rights to judicial remedy as established by Arts. 78-79 GDPR. 
 
 

Part 2 Additional data rights and guidance for platform 
operators 

 
Guidance on ensuring the transparency, accuracy and fairness of rating, evaluation, 
and classification systems 
 
Workers are entitled to see all information stored about them by the platform, 
including work evaluations, metrics, qualifications, and other information 
pertaining to their fitness for performing certain tasks or types of tasks. 
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Workers have a right to receive clear, pertinent written explanations about how 
information stored by the platform affects them, such as how they are assigned 
tasks.  
 
Neither work quality evaluation nor payment decisions shall rely on automatic 
systems that determine the most common response submitted for a given task 
to be correct.  
 
Evaluation and task assignment/worker qualification processes shall not be 
designed in a way that assumes that if a client refuses payment for submitted 
work, or provides a poor evaluation of work, this indicates that the work did 
not meet the requirements. Accordingly, client payment or non-payment rates, 
or evaluations, shall not be used as indicators of worker quality, and shall not 
be the basis for determining access to work. 
 
Work shall not be evaluated by automated systems known or demonstrated to 
erroneously judge work as not meeting requirements, especially machine 
learning-based systems. 
 
Workers have a right to contest evaluations, to have contested cases reviewed 
by a qualified human platform employee, and, if necessary, further reviewed 
by a qualified neutral third party empowered to issue a final and binding 
decision. 
 
Evaluation systems which assign a numerical rating or evaluation of a worker 
or of completed work (from the client, from a platform employee, or from any 
other source) will provide clear criteria to the evaluator to promote an objective 
evaluation of the worker and of the work completed. The evaluation criteria 
will also be made available to the worker.  
 
Guidance for when a platform customer is the controller 
 
If a customer on a platform which is a signatory to this Code acts as a controller, 
the platform shall inform the customer of their legal obligations as a controller 
of personal data under GDPR, and ensure that data subjects whose personal 
data are processed by the customer in question are informed of the identity 
and contact details of the customer (and/or their representative). 
 
Optional additional draft text  
 
Signatories to this Code shall require that customers acting as data controllers 
agree to the procedural obligations the Code establishes for platforms, for 
example, by including these obligations in the terms of service accepted by 
customers. 
 
Best practices for improving ease of access to data subjects’ personal data  
 
Signatories of this Code will provide data subjects secure access to an online 
interface where their personal data can be viewed and downloaded. 
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Mediation/external dispute resolution procedures   
 
Should a data subject be unsatisfied with the outcome of a data subject access 
request or other interaction with the data protection officer or office of a 
signatory to this Code, the data subject may submit a complaint to the 
monitoring body. 
 
The monitoring body shall operate a multilateral dispute resolution procedure 
for handling complaints submitted in this fashion. 
 
The procedure shall include qualified representatives of at least the following 
groups: platform operators, platform workers, and platform customers. The 
representatives shall be selected independently and transparently from among 
the respective groups. 
 
The monitoring body shall further specify the dispute resolution procedure and 
the respective roles of the stakeholder representatives. 
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