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Executive Summary

The deep structural inequalities in the information
ecosystem are increasingly visible as states

vie for their right to govern information flows

and technology, with profound ramifications

on journalism far beyond their borders. This

paper analyzes how a constellation of globally
influential technology policies aimed at enhancing
individual privacy and intellectual property

(IP) rights, addressing content moderation, and
mitigating online harms have been wielded by
powerful government and business officials as

a weapon to censor independent news media

and deter investigative reporting. It argues that
US and European copyright and privacy laws
shape the visibility and viability of news media
globally, from their ability to claim fair use and
conduct investigative reporting in the public
interest to the resources they must deploy to
navigate these techno-legal systems. These

effects are particularly pronounced when it

comes to investigative reporting and news media,
particularly in countries where political leaders do
not engage with independent media and where
state-aligned media often provide the main source
of government information. It introduces the
concept of moderation mercenaries and the use

of strategic notices against public participation
(SNAPPs) as helpful concepts for making sense

of how these laws are weaponized. Malign actors
have weaponized copyright and privacy laws —
and the technological infrastructure created by
tech platforms to implement them — to claim
that journalistic articles infringe on copyright

or restrictions on personal data and collection,
resulting in critical journalistic coverage being
erased from the internet and news archives.
Content farms have further drained digital
advertising coffers by plagiarizing and monetizing
original news reporting. A failure to grapple with
this dual-pronged reality risks further undermining
media freedom and the viability of public interest
news media. This paper shows how poorly designed
and implemented techno-legal regimes empower
wealthy and powerful individuals to intimidate
and coerce the media into removing coverage
while becoming essential tools in the arsenal of the
public relations (PR) and reputation management
firms that conduct influence operations around
the world, to the detriment of press freedom and
the fight against disinformation and corruption.

Introduction

A constellation of globally influential American
and European technology policies aimed at
enhancing individual privacy and IP rights online,
addressing content moderation and mitigating
online harms is being wielded as a weapon to
harass independent news media, deter investigative
reporting and censor public interest journalism.

In the digital age, copyright and privacy laws

have given rise to techno-legal regimes that are
inscribed into the platforms through their artificial
intelligence (AI) systems and content moderation
procedures and are embedded by governments

in trade agreements with other countries.

This paper focuses on the US Digital Millennium
Copyright Act (DMCA) and the EU Directive on
Copyright in the Digital Single Market (Copyright
Directive), and the so-called right to be forgotten
and the EU General Data Protection Regulation
(GDPR) because of their influence and importance
as techno-legal regimes. They govern significant
aspects of our digital communications ecosystem
through a combination of legal and technological
systems designed to regulate the use and
distribution of digital content and protect personal
data and IP rights. These governance frameworks
have influenced legislation around the world,
shaped the technological systems of the most
important global platforms through their content
moderation and enforcement mechanisms, and
been identified by journalists and digital rights
groups as enabling censorship. Furthermore,
several common features and protocols found

in these laws, or what Chris Riley and Susan

Ness term “modules” (Riley and Ness 2022),

are becoming standard in legislation aimed at
addressing digital rights and obligations in the
platform era, such as the Digital Services Act
(DSA) in the European Union and laws prohibiting
illegal and harmful content or data sharing.

News outlets and journalists around the world

rely on platforms that host user-generated content
(UGC) to reach their audience and, in many

cases, to bypass government censorship. But the
platforms they rely on are governed by US and
European law (as well as domestic laws). One
would not expect that national laws from one
country could be used to censor media in another
country, yet that is what is happening as powerful
governments deputize platforms to enforce privacy,

Weaponizing Privacy and Copyright Law for Censorship



copyright and content-related laws globally. Due
to a range of factors addressed in greater detail
throughout this paper, US and European copyright
and privacy laws shape the visibility and viability
of news media globally, from their ability to claim
fair use and conduct investigative reporting in the
public interest, to the content moderation systems
they must contend with just to do their jobs.

Yet criminals, corrupt officials and a burgeoning
industry devoted to influence operations,
reputation management and information
manipulation are weaponizing these techno-
legal regimes to censor media with impunity;,
while content farms that traffic in plagiarized
news face few repercussions. Governments do
not pursue penalties for misusing copyright
laws; platforms have not put in place protective
or remedial systems; and many news media
lack the legal expertise and resources to fight
back against spurious privacy and copyright
claims. This is especially true in countries where
independent media already struggle to remain
viable and confront hostile press freedom
conditions, as in much of the Global South.

The censorial impact of the misuse of legal
frameworks developed in the Global North on
public interest news media in the Global South not
only underscores the deep structural inequalities
in the global information ecosystem but also
undermines efforts to combat disinformation and
propaganda, hold those in power to account and
improve media sustainability. This paper suggests
how to fix this exploitation and better protect
public interest news outlets from the deliberate
and systematic suppression of information by
powerful actors. This means closing legal loopholes
and framing the use of these techno-legal regimes
as censorial efforts to reduce public participation
in the public sphere. The challenge of protecting
news outlets from being maliciously targeted also
rests on the need to distinguish these outlets from
other content producers amid the scale of content
produced online and reported through complaint
mechanisms, while providing a meaningful remedy
that accounts for the temporal dimension of news
and the limited resources at their disposal.

This paper focuses on copyright and privacy laws
for several reasons. First and foremost, there has
been insufficient attention paid to the way that
they are used to harass and censor critical reporting
and to the costs they exact on publishers. This paper
rectifies that and provides a road map for policy
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makers to consider how to assess the potential
impacts of platform-related regulation on news
media. It scopes out the impacts on journalism in
order to be clearer about the trade-offs involved,
decide acceptable error rates, implement corrective
remedies and measure proportionality. Since digital
copyright and privacy laws have been in place

for several years, there is empirical evidence to
assess their impacts on journalism and suggest
potential solutions to the balancing challenge.

Second, there is strong public interest in protecting
IP and privacy rights, but figuring out how to do so
amid the seemingly infinite amount of UGC online
remains a challenge. However, to comply with
international human rights standards on freedom
of expression, limitations must be necessary and
proportionate, and this paper underscores the
disproportionality of current approaches, given

the outsized impact on independent news media.
While there are many important protections and
justifications for these legal frameworks that are
addressed elsewhere (Hauser 2008; Koberidze 2015;
Ravn 1999; Albrecht 2016; Goddard 2017; Herrle

and Hirsh 2019; Buttarelli 2016), the focus here is
on how they are abused so that policy makers and
tech platforms can understand how to close the
loopholes that allow them to be weaponized.

As governments regulate platform responsibility
for addressing specific types of content, and
platforms develop new policies and practices to
implement those requirements, they create new
capabilities and expectations that are translated
into future legal regulatory frameworks (Lessig
1999; Cohen 2017). The way these laws shape
content moderation online is underappreciated,
as is their impact on news media around the
world. But considering such second-order impacts
would enable law makers to design better techno-
legal safeguards and prevent the replication of
problematic technological mechanisms in new
laws. Law makers in the Global North have been
slow to address the ways that their laws are being
wielded by corrupt public officials and private
businessmen,! although the European Union’s DSA
represents what could be a promising exception.

This paper begins with an explanation of why
some national laws become the de facto global
standard when they are applied transnationally
by platforms, are integrated into trade agreements

1 The author has yet to find a case instigated by a businesswoman.



and become influential global templates for other
countries. When tech platforms are pushed by
powerful governments such as the United States
and the European Union to remove or prevent
certain types of content on their services, they have
responded by adjusting their algorithms to help
reduce the visibility and virality of problematic
content or even prevent its upload in the first

place (Nicholas 2022; Radsch, forthcoming 2023).
And platforms adjust their terms of service

or community guidelines to allow or disallow
categories of content or accounts, imposing various
penalties for violating them, and thus affecting

the visibility and viability of news media on their
platforms. The paper then analyzes enforcement
mechanisms, namely, upload filters, notice and
takedown (NTD) and notice and stay down (NSD)
regimes, hashing, and filtering, which are all part
of the broader content moderation system.

Automated algorithmic decision making and
enforcement (Perel and Elkin-Koren 2016) have
given rise to technical solutions that shape
content moderation and platform governance
more broadly. Content moderation refers to
“the interventions on content or behavior
considered unacceptable by a platform
intermediary, including the rules they impose,
the technology they deploy, and the institutional
mechanisms of enforcement” (Gillespie 2018, 2).
Most enforcement is enacted algorithmically
and, for the moment, with protections against
intermediary liability for content moderation
decisions (Klonick 2018; Grimmelmann 2015).

When, where and how the detection of illegal

or harmful content takes place and the platform
responses that such detection triggers are
important to understand because they are
reappearing in new legislation and can be
improved to protect them from being weaponized
against news media. The section titled “How the
DMCA Automates Copyright Abuse” examines
how malign actors have weaponized these
mechanisms. Better understanding how various
actors abuse the technological capabilities and
precedents platforms have created to censor critical
and investigative reporting can suggest what
safeguards are needed to protect the dual public
interest of ensuring the free flow of public interest
journalism and preserving IP and privacy rights.

Censorship is not only about silencing or
removing journalistic content (which should be
protected in the public interest), but also about

the harassment of journalists and news media
through the abuse of the legal system. A common
type of abuse is strategic lawsuits against public
participation (SLAPPs), which refer to abusive
civil lawsuits filed by powerful actors that are
aimed at silencing public criticism on- and
offline and deterring reporting about issues of
public interest (Snow 2009). The manipulation

of copyright and privacy regimes by powerful
actors is similar in its abuse of legal regimes for
censorial objectives. A failure to grapple with this
dual-pronged reality risks further undermining
media freedom and the viability of public
interest news media (Simon 2023; Krishnamurthy
et al. 2021; Radsch, forthcoming 2023).

Platform content moderation systems and
enforcement mechanisms end up censoring
reporting on newsworthy issues and have even
been used to try to shut down investigative
journalism. This creates additional burdens on
news outlets that have limited resources and are
already under strain, often struggling to evade
censorship and repression, including media
organizations that receive donor funding from the
United States and Europe, meaning that one set of
their policies is undermining another. Censorship
is worst in countries that limit press freedom and
restrict access to the airwaves, where social media
and online platforms provide critical lifelines for
independent media, and in those that can access
private sector moderation mercenaries. These
effects are particularly pronounced when it comes
to investigative reporting and independent digital
news media, and particularly in countries where
political leaders do not engage with independent
media and where state-aligned media often provide
the main source of government information.

The following sections outline the threefold
problem of the translation of legislation into
technological systems, the lack of consistent and
clear enforcement, and the deliberate misuse
of techno-legal regimes by malign actors. By
failing to remedy these problems, both states
and the business sector are abdicating their
responsibilities under the UN Framework and
Guiding Principles on Business and Human
Rights. These require that states protect against
human rights abuses and provide a framework
for holding companies accountable when

their policies and practices restrict human
rights, such as the ability to receive and impart
information and protection for press freedom.

Weaponizing Privacy and Copyright Law for Censorship



Platforms and
Extraterritorial Legal
Regimes

Google, with 5.6 billion searches per day and

500 hours of video uploaded to YouTube every
minute, and Meta, with its 2.93 billion Facebook
and 1.4 billion Instagram users, are among the top
platforms for UGC, including news (Statista 2021;
Skai 2019; Kemp 2022; Meta 2022b). News media
are particularly reliant on these very large online
platforms (VLOPs), as the European Union terms
platforms with an active user base of more than
10 percent of the European population, since the
vast majority of public interest media in developing
countries and those with limited press freedom
rely on Facebook, Google Search and YouTube

to reach their audiences (Radsch, forthcoming
2023; Sembra Media 2021; Newman et al. 2022).
Seven of the top 10 global tech firms are American
while the others are Chinese (Ponciano 2022).

Since most of these “big tech” companies are
headquartered in the United States, they are de jure
subject to US law and jurisdiction, and therefore
their interpretation of their US legal obligations
often amounts to de facto policies for the rest

of the world that relies on their platforms. Legal
obligations to comply with US digital copyright law,
as well as protections from intermediary liability for
platforms that host or moderate UGC, are explicitly
exported through bilateral and multilateral treaties
and trade agreements as well. The 2020 Canada-
United States-Mexico Agreement (CUSMA),

for example, includes provisions on copyright
protection and intermediary liability that are
closely modelled on the DMCA (Bagley 2020) and
section 230 of the Communications Decency Act of
1996 (Krishnamurthy and Fjeld 2020), respectively,
making them the norm for all North America. In
2020, Mexico passed a new copyright law based

on the US system, which was criticized as a threat
to the wide freedom of expression guaranteed

in the Mexican constitution (Doctorow 2020).

Meanwhile, the European Union compels
compliance by big tech firms because its policies
govern access to the 30-member European

2  TikTok use by these same newsrooms remains relatively low.
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Economic Area and are bolstered by a series of
legal rulings as well as by the threat of mandatory
legislation that hangs over voluntary efforts.

The European Union’s right to be forgotten and
the GDPR have become globally influential and
compelled enforcement beyond EU borders by
creating standards that multinational businesses
adopt in order to do business there and so end

up creating systems that are deployed globally.
These laws have also created a legislative template,
especially for countries with linguistic or historic
connections to Europe (Petrova 2019; Bradford
2020), with the EU Copyright Directive and the
DSA likely to do the same. This so-called Brussels
Effect has been well documented (Bradford 2020;
Christakis 2020; Gunst and De Ville 2021) and has
helped make European privacy protections a de
facto global standard. A version of this privacy
right has since spread to Argentina, Colombia,
India, South Korea and elsewhere, and journalistic
content has increasingly been seen as a legitimate
target for erasure efforts (Docksey 2022). These
privacy rights have been used by state and private
actors to censor journalism, from forcing the
closure of news media outlets and prompting news
sites to cut off access to their articles, to fuelling
the rise of moderation mercenaries and influence
operations aimed at censoring public interest.

The question of whether technology policies
should apply to a specific national or regional
jurisdiction or be applied globally is moot when
platforms implement technical solutions that
affect users globally. The way platforms interpret
their legal responsibilities has technological
ramifications, as discussed in the next section,
and therefore a substantial impact on the
viability of public interest news media.

As regulators seek to address how platforms should
deal with the vast amount of content created
online, they are coalescing around a series of
modules, “discrete mechanisms, protocols, and
codes” (Riley and Ness 2022), such as notification
requirements and responsiveness requirements that
impose explicit or presumptive filtering obligations.
Legal requirements compel platforms to figure

out how to implement their obligations through
their technology using Al systems. Understanding
how these modules shape content moderation

and trust and safety responses by platforms is
therefore critical. VLOPs have the resources, and
increasingly the mandate, to build the systems

to remove content more quickly, although not



necessarily more accurately, to address copyright
and privacy complaints (Volokh 2022). Furthermore,
the technical solutions created to address

platform obligations create new capabilities and
expectations that can give rise to path dependency:.

Global Copyright Law:
The DMCA and the EU
Copyright Directive

When the US DMCA was first introduced in 1998,
the intention was to protect copyright holders
from having their work stolen or reproduced online
without permission. It extended US copyright law
to the internet through US tech platforms, which
are subject to its jurisdiction worldwide, and thus
de facto to much of the rest of the world. As such,
it was one of the first transnational laws of the
digital age and shaped content moderation policies
that affect users around the world. It amounts to a
global copyright regime that laid the groundwork
for algorithmic governance and features that

have now become standard in other laws.

Furthermore, section 512 of the DMCA grants
statutory civil immunity to online service providers
(OSPs) for copyright infringement by users but
requires compliance with an NTD system and
the expeditious removal or disabling of access

to the infringing materials.®* Companies only
receive safe harbour from monetary liability for
copyright infringement claims if they remove

or disable access to the infringing material. To
benefit from this protection given the amount of
UGC uploaded to and shared on their platforms,
tech companies instituted automated NTD
regimes that have become a template for content
moderation legislation around the world, as
discussed further throughout this paper. These
systems are largely implemented algorithmically,
meaning platforms apply algorithms and
machine learning “to perform qualitative
determinations, including the discretion-based
assessments of copyright infringement and

fair use” (Perel and Elkin-Koren 2016, 477).

3 Digital Millennium Copyright Act, 17 USC § 512 (1998) [DMCA].

Unlike the DMCA, the EU Copyright Directive,
which is in the process of being transposed into
national law by member states, exposes for-profit
platforms that host UGC to liability for allowing
infringing content claimed by a rights holder

to remain on their platform. Yet the directive
imposes no penalties on fraudulent or repeat

bad faith claimants. This makes it likely that
platforms will rely on the use of hash databases
and algorithmic screening systems, including
upload filters, and are therefore likely to err toward
over-removal for both technical and legal reasons.

The scale of takedown requests has increased
exponentially over the years, flooding platforms
with copyright claims that give large platforms few
alternatives to algorithmic automation (despite
assertions on Google’s website that copyright
claims are “carefully reviewed”) (Fuller, Grind and
Palazzolo 2020; Tewari 2021). Google, for example,
reportedly had about 100 reviewers dealing with
one million requests per day (Fuller, Grind and
Palazzolo 2020). The DMCA (as well as the more
recent EU Copyright Directive) allows copyright
owners to make an infringement claim to the

OSP, triggering the platform to render the content
unavailable or remove it unless a counter notice is
received, and even then, this often does not result
in protection from inaccurate removals. Section 512
ostensibly includes the ability to contest copyright
infringement claims through a counter notice and
carries penalties of perjury for both notices and
counter notices, although in practice these have
provided little protection or recourse to most news
media organizations (Radsch, forthcoming 2023).
The ways this NTD approach is abused and misused
are illustrative of the trade-offs policy makers and
platforms must grapple with when balancing the
need to enforce copyright claims at scale with the
risks posed by over-compliance/removal (Bar-Ziv
and Elkin-Koren 2018). Yet international human
rights and business standards require companies
to adopt only necessary and proportionate
restrictions on speech and to ensure that remedy
is available to those whose rights are affected.

Furthermore, although the DMCA was created to
crack down on digital piracy, the types of news
outlets targeted by weaponized notices have not

4 Directive (EU) 2019/790 of the European Parliament and of the
Council of 17 April 2019 on copyright and related rights in the Digital
Single Market and amending Directives 96/9/EC and 2001/29/EC,
PE/51/2019/REV/1, OJ L 130 [EU Copyright Directive], online:
<https://eurlex.europa.eu/eli/dir/2019/790/0j>.
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been able to use it to combat the content farms
that plagiarize and recycle their content, further
siphoning off what little revenue is available
from digital advertising and undermining
brand integrity, as discussed further below.

The digital copyright system globally has had little
consideration for how approaches developed in

the Global North operate at scale and in repressive
contexts, much less how they impact independent
journalism. Designed primarily with the creative
industries in mind, the DMCA has proven to

be a blunt tool for enforcing copyright that is
increasingly weaponized by state-aligned actors
and wealthy businessmen seeking to impede
investigative reporting, silence critical commentary
and retaliate against independent media in
countries with all types of political systems.
Journalists could ally with artists and creators who
are dissatisfied with the current system because the
burden of policing infringing material is placed on
users, not platforms (Preston 2020; Henley 2020).

The Right to Be Forgotten
and the GDPR

Nearly a decade ago, the European Court of Justice
established a right to be forgotten in the digital

age in recognition that personal information may
become outdated, irrelevant or inaccurate over
time, and that individuals should have the right

to request its removal from search engines. It
acknowledged that the widespread availability and
accessibility of personal information online can
have significant consequences, such as affecting
employment opportunities, financial prospects
and social relationships, and wanted to provide
individuals with a way to protect their privacy

and reputation. A few years later, the new right
was strengthened through the European Union’s
GDPR, which codified comprehensive data
protection across EU member states. The GDPR
regulates how companies protect personal data
and gives control to individuals over how their
data is used. Both approaches sought to ensure
proportionality by balancing the right to privacy
with the public interest and press freedom through
exceptions for journalism. But because EU law
allows individuals to request that “data controllers,”
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such as internet search engines, remove personal
data that is “inadequate, irrelevant, or no longer
relevant,”s in practice both frameworks have
enabled those who wish to censor unfavourable
coverage to do so, underscoring the need to better
understand how and why such abuse occurs.

The 2014 Google Spain v Costeja Gonzdlez case that
established the right to be forgotten® acknowledged
that “even initially lawful processing of accurate
data may, in the course of time, become
incompatible with the directive where those data
are no longer necessary in the light of the purposes
for which they were collected or processed.”” The
court specifically exempted journalistic coverage

in recognition that there are different interests

at play for publishers versus search engines.

However, this important exception has been
interpreted differently by national courts and

the European Court of Human Rights (ECtHR),
contravening the guidance that news content
should be exempt. The ECtHR ruled that the right to
be forgotten could be expanded to media archives
when it upheld a ruling requiring the newspaper

Le Soir to anonymize an article by removing the
name of the subject of the article.® Courts in Spain
and Germany imposed obligations directly on news
publishers, although in these cases they focused

on delisting and left the archives untouched.’

In both cases, courts required news publishers
to use technological measures to make specific

5  Google Spain SL, Google Inc. v Agencia Espaiiola de Proteccién
de Datos (AEPD), Mario Costeja Gonzdlez, [2014], Case C-131/12
[Google Spain SL], online: <https://eur-lex.europa.eu/legal-content/EN/
TXT/2uri=CELEX%3A62012CJ0131>.

6 The right to be forgotten is also referred to as the right to delisting
or de-indexing or a right to erasure, although there are different
interpretations of these rights (Guadamuz 2017).

7  Google Spain SL, supra note 5.
8  Hurbain v Belgium, No 57292/16, [2021] ECHR.

9  See Spanish Supreme Tribunal, Civil Chamber, Judgment 545/2015,
B and A v Ediciones El Pais, S.L, (15 October 2015), online:
<https://globalfreedomofexpression.columbia.edu/wp-content/
uploads/2018/06/Spain-RTBF-2016-2096STC.pdf>; Headnotes to the
Order of the First Senate of 6 November 2019, 1 BvR 16/13 (Right to
Be Forgotten), online: <www.bundesverfassungsgericht.de/SharedDocs/
Entscheidungen/EN/2019/11/rs20191106_1bvr001613en.html>;
Headnotes to the Order of the First Senate of 6 November 2019, 1 BvR
276/17 (Right to Be Forgotten), online:
<www.bundesverfassungsgericht.de/SharedDocs/Entscheidungen/
EN/2019/11/rs20191106_1bvr027617en.html>. These are voluntary
measures by news media organizations that are exploring how to address
the very real privacy and socio-economic implications of networked
permanency, which is quite different from government-mandated removal
requirements.



content in newspapers and online publishers
inaccessible to the public, even when it concerns
public figures. Germany’s constitutional court not
only rejected arguments about journalistic privilege
but even held that publishers of the original
information bear an even greater responsibility as
the originator of the information (Van Quathem
and Shepherd 2019). Requiring media outlets,
rather than search engines, to de-index their
coverage or make archived content inaccessible
goes beyond the original intent of the right to be
forgotten and is incompatible with international
human rights standards.” It also opens the door
to even more nefarious press censorship.

As Google’s senior privacy counsel phrased it, the
right to be forgotten was a “landmark ruling” that
immediately prompted action by US-based big tech
companies (Carson 2015). Platforms responded by
creating new mechanisms to accept requests for
removal of an individual’s name from their search
engines and for removal of their personal data from
their services and began acting on such content.
Forms allowed individuals to request the removal
of their personal information from search results,
which in turn spawned bulk removal services

and further fuelled reputation management

and PR firms, as discussed further below.

Information of public interest was supposed

to be exempt from removal by search engines.
But such an assessment cannot be made
algorithmically and thus is inherently prone to
error and overreach (Keller 2018)." And how the
public interest is defined shifts over time. News
is a snapshot of the public interest at any given
time and provides valuable documentation of
how this interest shifts while simultaneously
creating a record that may not become of public
interest until, for example, a person runs for
office or an executive is found embezzling.

The GDPR similarly contains an exception “for
the processing of personal data carried out solely
for journalistic purposes...in order to reconcile
the right to the protection of personal data with
the rules governing freedom of expression.”? It

10 Biancardi v Italy, No 77419/16, [2021] ECHR.
11 Microsoft did include a question on its form about public figures.

12 Regulation (EU) 2016/679 of the European Parliament and of the Council
of 27 April 2016 on the protection of natural persons with regard to the
processing of personal data and on the free movement of such data, and
repealing Directive 95/46/EC (General Data Protection Regulation),

OJ L 119/1, art 85 [GDPR].

also recognized that “the processing of personal
data solely for journalistic purposes” should be
exempted from certain provisions and “should
apply in particular to the processing of personal
data in the audio-visual field and in news archives
and press libraries.” The GDPR has become a
global template for privacy laws and the processing
of personal data online around the world, while
tech platforms have turned compliance into

the default for countries beyond the European
Union, as tech companies have opted to apply this
standard globally (Houser and Voss 2018). But the
failure of the European Union’s Data Protection
Board and other relevant bodies to hold national
authorities responsible for abusing this legislation
has allowed them to misuse the GDPR with
impunity (Manancourt 2022), as outlined below.

Enforcement Mechanisms:

Upload Filters, NTDs and
Hash Databases

The DMCA, the right to be forgotten and the

GDPR all impose content moderation obligations
on platforms that host UGC. When and where

the detection of content takes place, how and

how quickly the assessment is done, the way
enforcement takes place, and the access users
have in order to contest these decisions or

pursue remedy for inaccurate moderation are all
decisions that have both technological and policy
dimensions. As governments regulate platform
responsibility for addressing specific types of
content, and as platforms develop new policies and
practices to implement those requirements, they
create new capabilities and expectations that are
translated into future legal regulatory frameworks.

Many countries are coalescing around a set of global
standards on how to govern content moderation
that includes a mix of automated and algorithmic
enforcement mechanisms including NTDs or NSD
provisions, filtering obligations, and coordination
within and across platforms through the use

of hash databases. These features are, de facto,
creating a set of global modules (Riley and Ness

13 Ibid, art 85, Rec 153.
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2022) for how to implement content moderation
obligations. By creating technical capacities,
collaborative approaches and practices, OSPs set
precedents and path dependencies that shape
future regulations, with important implications
for the future of news media. As one digital rights
organization put it, “if you build it, they will
come,” warning tech companies that governments
will use the tools platforms build for their own
purposes (McSherry and Trendacosta 2022).

NTD and Intermediary

Liability Regimes

Law makers around the world have pressured
platforms to improve their content moderation
systems to reduce online harms and improve
detection of copyright-infringing content, asking
them to do more to take down offending content
and keep it off their platforms (Keller 2020;
Department for Digital, Culture, Media & Sport

et al. 2022). Some of the largest platforms, such as
Google and Facebook, created automated systems
that allow for the bulk submission of notices. The
ease of automating notification has been used

by creative industries, reputation management
firms and copyright trolls to send massive
numbers of notices to OSPs. These platforms,

in turn, often deal with such notices through
automated processing, algorithmic filtering,

and blocking or removal of targeted content.

Notice and action procedures are increasingly
embedded in laws governing IP and protecting
OSPs from liability for illegal, harmful or
objectionable UGC (Van Eecke 2011; Johnson and
Castro 2021). NTD is a process where an online
host disables access to illegal content on its
platform upon receiving a notice from a rights
holder or an order from a judicial authority.
Section 512(c) of the DMCA is an example of such
a system: platforms are offered safe harbour from
liability for copyright infringement by users of
the platform if, among other requirements, they
take down infringing content when notified

of that infringement by a rights holder.*

NSD is the additional requirement whereby a host,
after complying with NTD, ensures that the same
infringing content does not become available on
their platform in the future, and involves the use
of automated content filters similar to YouTube’s

14 DMCA, supra note 3, 17 USC § 512(c)(1)(c).
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Content ID system. Article 17 of the European
Union’s Copyright Directive is an example of an NST
requirement: in addition to complying with an NTD
system, hosts must make best efforts to prevent the
reupload of taken down content in order to escape
liability for infringing content uploaded by users.'s

These obligations are embedded in the systems
designed by technology platforms to comply
with legal regulatory regimes. The ubiquity of
NTD systems reflects the scale of UGC online and
allows online intermediaries to algorithmically
moderate enormous amounts of content without
necessarily having to spend the resources to
determine whether that content should be
protected, since NTD modules are typically
accompanied by some level of intermediary
liability protections (Johnson and Castro 2021).

Once a notice is received, it creates “actual
awareness” of the illegal or infringing content,
meaning that the platform will be inclined to
remove it to avoid liability rather than to assess
its accuracy or legality. Given that platforms

want safe harbour, they may decide, or even

be required, to restrict access to the content
immediately upon receipt of a notice without
first establishing if it is legally valid or legitimate
(Keller 2021). This type of safe harbour enables
OSPs to host and process unprecedented amounts
of content without having to review it in advance
of publication and allows them to avoid the
“moderator’s dilemma” of the early internet in
which proactively monitoring content or allowing
users to report problematic content increases
platform liability.®* However, it also means that
they are not forced to internalize the costs of more
accurate or nuanced moderation nor the wider
social costs created by these systems, such as the
costs to independent media (Radsch 2023b).

US platforms have enjoyed the most robust

safe harbour provisions for UGC and their

content moderation practices. Section 230 of the
Communications Decency Act immunizes online
intermediaries from criminal liability for illegal or
tortious UGC material while permitting them to
engage in traditional publisher functions such as
“deciding whether to publish, withdraw, postpone,

15 EU Copyright Directive, supra note 4, art 17(4)(b).

16 Cubby, Inc. v CompuServe Inc., 776 F Supp 135 (SDNY 1991); Stratton
Oakmont, Inc. v Prodigy Services Co., 23 Media L Rep 1794 (NY Sup Ct
1995).



or alter content.”” This powerful protection has
been exported in US trade deals, such as CUSMA
as previously mentioned, and influences how

US firms, such as Google and Facebook, have
implemented content moderation practices around
the world (Johnson and Castro 2021). The DMCA’s
statutory civil immunity, coupled with section 230
criminal liability protections, provides safe
harbour if OSPs implement measures to address
infringing material quickly and without having to
adjudicate the merits of the claim. Daphne Keller’s
observation about the dangerous precedent set

by an intermediary liability system giving one
user “instantaneous veto power” over another
user’s expression (Keller 2015) is particularly acute
when it comes to independent news media.

The scope and scale of automated notification make
it virtually impossible for some tech platforms

to effectively review or adjudicate allegations, so
the burden ends up being placed on the target

to comply by removing the offending content

or to contest the notice (although this is often
futile). As noted earlier, many media outlets are
unaware or unable to file counter notices and

thus journalists and others have found them
largely unavailable as a form of remedy.

If we accept that safeguarding journalism is an
important policy imperative, a more proportionate
approach would require that safeguards be put

in place to deter repeat infringers who fail to
accurately and honestly file copyright or data
protection claims, for example. Recognizing

the similarities these SNAPP notices share with
SLAPPs would provide a helpful framework for
policy makers who already understand the chilling
and censorial impacts that legal filings can have
when deployed to deter public participation or
journalistic oversight. What is needed is a more
holistic approach that considers how platform
governance policies impact the public and a system
that explicitly considers the trade-offs between
various human rights, IP and privacy rights.

17 Zeran v America Online, Inc., 129 F (3d) 327 (4th Cir 1997).

Hashing and Filtering

The development of algorithmic filtering or
screening systems involves training them to

apply statistical knowledge to assess and classify
the data input. Algorithmic content moderation
deploys a set of tools that classify and label media
(by medium, live-streamed content, keywords

and so forth) and in some cases create digital
fingerprints known as hashes that correspond

to specific images, videos or audio. Hashing
enables the same content to be identified in the
future on the platform, or even across platforms.
Hash databases are currently used internally by
companies to identify and prevent problematic
content from reappearing on their platforms, as
well as to coordinate removal of harmful content
such as child sexual abuse material or terrorist and
violent extremist content (TVEC) within and across
platforms (Farid 2021; O’Connell 2021; Radsch 2021;
Global Internet Forum to Counter Terrorism 2021).

Hashes are used for algorithmic identification
and in machine-learning systems to identify
and take action on matching content and can
be used in filtering systems to prevent upload
of certain hashed content in the first place.
Hash databases can thus be used to prevent the
distribution of illegal and harmful content, and
are an increasingly common technical solution
for preventing the recirculation of a widening
array of illegal or problematic content (Radsch
2020a; Turner Lee, Resnick and Barton 2019;
Gorwa, Binns and Katzenbach 2020). However,
the opacity of such databases and the inability
to reconstruct the corresponding content raises
concerns about accuracy, oversight and auditability
of such approaches (Radsch 2020a; Farid 2021).

Screening systems that analyze and classify
UGC at the point of upload are commonly
referred to as pre-upload filters. These can then
be deployed to identify content at the point

of upload. This is the case with YouTube’s
Content ID system, a proprietary rights
management system that “automatically

scans all user uploads for infringement and
generates claims on behalf of copyright owners...
[solving] the logistical headache of monitoring
content for infringement” (DeLisa 2016).

Platforms regularly boast that advances in

machine learning have enabled detection of
problematic content before it is flagged, seen or
even uploaded. For example, most copyright claims

Weaponizing Privacy and Copyright Law for Censorship



and removal requests on YouTube originate from
its automatic detection tools Copyright Match

and Content ID. According to its latest copyright
transparency report, just one percent of copyright-
related removal requests related to Content ID
were disputed, and 60 percent of those removals
were reinstated (YouTube Team 2021). Facebook
claims it identifies and removes 98 percent of
TVEC before it is ever seen (Meta 2022a).

Legislators from the European Union to Australia
and New Zealand want platforms to prevent
such content from being uploaded in the first
place.’® The European Union’s DSA, for example,
requires platforms to act expeditiously to remove
or disable access to illegal content, while the
United Kingdom’s Online Safety Bill could permit
the regulatory authority to impose such filters

if a platform fails to appropriately comply.”®

The EU Copyright Directive and the DSA both
exemplify the turn toward algorithmic filters for
making rapid, large-scale content moderation
interventions. Although pre-upload filtering is not
mandatory in either code, the imposition of legal
liability on platforms for failing to act expeditiously
is likely to give rise to a de facto expansion of

the use of this technology by large platforms.

A challenge before the Court of Justice of the
European Union (CJEU) on the EU Copyright
Directive’s compatibility with the Charter of
Fundamental Rights of the European Union and
freedom of expression, prompted the court to
acknowledge the tension between the use of upload
filters and freedom of expression,? but ultimately

it dismissed the suit.* The CJEU stressed that

article 17 imposes a de facto requirement to carry on
ex ante review of uploaded content, and the liability
regime under the directive (and “a limitation on

18 See www.christchurchcall.com/about/christchurch-call-text; Online
Safety Act 2021 (No 76) (Cth), 2021, online: <www.legislation.gov.
au/Details/C2021A00076>; Regulation (EU) 2022/2065 of the
European Parliament and of the Council of 19 October 2022 on a
Single Market For Digital Services and amending Directive 2000/31/EC
(DSA), OJ L 277, online: <https://eur-lex.europa.eu/legal-content/EN/
TXT/2uri=celex%3A32022R2065>.

19 Under section 117, the United Kingdom’s communications regulator might
impose on a platform found in non-compliance the use of “proactive
technology” (defined in section 187).

20 Republic of Poland v European Parliament and Council of the
European Union, Judgment of the Court (Full Court) of 16 February
2022, C-157/21, online: <https://curia.europa.eu/juris/liste.
jsfenum=C-157/21>.

21 Ibid.
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the exercise of the right to freedom of expression
and information of users of those content-sharing
services”) is justified and proportionate under EU
law. To comply with such review, platforms should
proactively implement safeguards that dissuade
moderation mercenaries from manipulating this
regime as they have the DMCA, and develop
targeted solutions aimed at protecting news media
from the types of offensive information operations
that have become so prevalent under the DMCA.

Some civil society organizations and
representatives of news publishers remain critical
of the European Union’s approach. Both the
Digital Freedom Fund and the Electronic Frontier
Foundation have argued that the CJEU’s ruling
virtually delegates the responsibility to control
the respect of user rights to national governments
by failing to establish clear parameters to help
platforms assess whether to block content, and
by missing the opportunity to evaluate whether
automated tools per se are proportionate, as
required by international human rights law

(Reda 2022; Schmon, Lukas and McSherry 2022).

Filtering modules can be easily leveraged to
deter journalistic coverage, as exemplified by
the abuse by law enforcement or others who
play music protected by copyright explicitly to
prevent documentation from being uploaded
to the internet. In the years since Rodney
King’s 1991 beating by police in California

was captured on video, the convergence of
smartphones and widespread community efforts
to document and report on police actions,
particularly during contentious moments,

has led to the creation of entire sites and
social media feeds devoted to documenting
these videos (see, for example, Bair, n.d.).

Police in California and elsewhere have deployed
the DMCA to restrict the circulation of such videos,
using their knowledge of the automated filtering
system to block videos of police action from being
uploaded to social media by playing popular music
intended to trigger copyright filters (Schiffer and
Robertson 2021; Sung 2021; Cushing 2022). Law
enforcement officers have thus added music to
their arsenal of weapons, explicitly playing popular
tunes from their squad cars, public address systems
or on their phones when being filmed in the line of
duty or approached by news media and activists

to deter their ability to post their videos online. An
Illinois police officer even mentioned in an incident
report obtained via a Freedom of Information Act



request that he was “recently advised” to exercise
this “copyright hacking” technique (Gault 2021).

News outlets and media activists have been forced
to contend with algorithmic copyright enforcement
when their coverage includes ambient music that
is protected under copyright. Sennett Devermont,
an Instagram live-streamer who covers protests
and police interactions for his 300,000 Instagram
followers, has had several interactions with police
who began playing music in an apparent effort to
deter his First Amendment right to film on-duty
police officers (Thomas 2021a; 2021b). Unicorn

Riot, a non-profit decentralized media outlet,

was forced to delete an interview related to the
Black Lives Matter protests because social media
copyright filters flagged it for violating copyright.
The outlet tweeted, “Facebook and YouTube have
algorithmically interfered with our media coverage
due to ambient copyrighted music. We are forced
to delete interview audio overlaying background
music” (Unicorn Riot 2020). Thus far, this technique
does not appear to have been exported elsewhere,
but if it is, platforms are ill-prepared to address it.

Reliance on upload filters increases the likelihood
of over-removal given the inability of Al and
algorithmic content moderation to identify context
effectively and accurately, which has significant
implications for journalism. False positives are

a common problem of algorithmic copyright
enforcement and content moderation. While
algorithms may detect the presence of illegal,
harmful or copyright-protected content, they
cannot assess the larger context or differentiate

a copyright violation from fair use. Filtering

algorithms are not able to determine public interest.

Algorithmic screening systems lack the ability to
understand context and nuance, which means

that they have trouble distinguishing between
content that reports on an online harm, such as
terrorism, from material glorifying or promoting
terrorism, which is illegal under many laws, as well
as prohibited by most platforms’ terms of service.

Contextual clues, such as whether the author is

a journalist or a verified news outlet, could help
protect against erroneous removal, but would
require classifier systems to be trained to recognize
them or that additional ones be created, which
requires not just technology but also politically
fraught decisions about how to decide which
accounts should receive such labels (Radsch 2020c;
2023b). Greater attention to labelling public service
media could provide important contextual signals

to content moderation and NTD systems. When
paired with automated content moderation or

NTD regimes, these systems have proved to be

a blunt instrument that imposes high costs to
inaccurately flagged journalistic content while
alleviating platforms from having to engage in more
meaningful due diligence or develop more accurate
moderation. As Cory Doctorow writes, “the inability
of Content ID to tell fair use from infringement

is a feature, not a bug” (Doctorow 2019).

Automating Abuse:
How Copyright and
Privacy Are Abused for
Censorship and Profit

State-affiliated media, governments and officials,
as well as content farms and PR firms, regularly
leverage copyright and privacy regimes to censor
critical content and generate ill-gained revenue.

A global multimillion-dollar industry devoted to
influence operations, reputation management
and information manipulation is weaponizing
these techno-legal regimes to censor media, while
content farms that traffic in plagiarized news
continue to generate revenue despite growing
awareness about their malfeasance (Forbidden
Stories 2023). The next section addresses the
weaponization of the DMCA, the GDPR and the
right to be forgotten by state-aligned actors and
moderation mercenaries, then discusses the
limitations of copyright for addressing illegal use of
journalistic materials by content farms. It reviews
the specific techniques, such as cloning and back-
dating, used by both types of actors, that constitute
systematic abuse, arguing that tech platforms
must mitigate these abuses to comply with their
international human rights commitments.

Weaponizing Privacy and Copyright Law for Censorship
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How the DMCA
Automates Copyright
Abuse

The DMCA has been weaponized to shut down
independent, internet-based media around

the world and to restrict reporting on police
violence in the United States. Abuse of the
system globally has heightened opportunities for
censorship, that is, the deliberate and systematic
suppression of information by powerful actors, as
well as for profiteering by financially motivated
actors. A third of surveyed independent news
organizations in the Global South or working
from exile reported receiving DMCA takedown
notices (Radsch, forthcoming 2023). Inconsistent
interpretation and automation have left the
concept of fair use in a precarious grey area that
undermines the sustainability in media systems
where state media are dominant or captured,
especially where state-affiliated media regularly
provide footage of officials and their activities.

When Nicaraguan journalists Miguel Mora and
Lucia Pineda, founders of one of the country’s few
independent broadcast outlets, 100% Noticids,
recounted to the then US vice president Mike Pence
how authorities had raided their station the year
before, taken over their studios and hauled them off
to prison, where they spent 172 days behind bars,
they told him how important YouTube had become.
They moved their broadcasting operations and
archives to YouTube so they could keep reporting
on the government’s crackdown on protests out

of reach of the ruling Ortega family (Committee to
Protect Journalists 2019a).2 Or so they thought.

A few months after their meeting at the White
House, their YouTube account was frozen, their
archives rendered inaccessible and their critical
reporting silenced amid a “brutal crackdown”

on the press in Nicaragua (Vilchez 2020). Media
companies owned by the Nicaraguan president’s
family or allies are commonplace and enjoy
privileged access to state events and government
interviews, meaning independent media must rely
on those media for footage of public officials and
activities. When a state television station claimed

22 The author was present at this meeting, which was held at the White
House on November 1, 2019.
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copyright violation for using television footage of
the president’s speeches and other governmental
coverage, the 100% Noticias channel and its
archives were rendered inaccessible.® Another
independent news outlet, Confidencial, was also
threatened with copyright complaints made by
state-affiliated media, despite the DMCA'’s fair-use
provisions that should have protected them (ibid.).

Like so many independent outlets around the
world, these Nicaraguan media were dependent
on a US-based technology company to publish
and broadcast the news in their hometown.

And like so many journalists before and since,
they were at the mercy of a law and technical
response designed in the United States with
little consideration for the unintended impact on
independent journalism or press freedom, and
without access to remedy in their own country.

The Nigerian American citizen journalism outlet
Sahara Reporters is another case in point. Its
coverage of corruption, political misconduct and
human rights abuses has meant its journalists
have faced imprisonment, legal and administrative
cyberattacks, surveillance and other threats in
retaliation for their reporting.* In 2019, amid
reporting on theft at Nigeria’s Central Bank

and pro-democracy protests, Sahara Reporters’
founder and several reporters were arrested, its
bank accounts frozen and its website targeted in

a series of distributed denial of service attacks
(Committee to Protect Journalists 2019b). Yet they
continued their reporting. They had designed their
news operations to mitigate against transnational
repression by Nigerian authorities, including

by establishing a US presence and hosting the
website on secret hidden servers, explained
Sahara Reporters’ CEO La Keisha Landrum in an
interview.? Yet even these measures were no match
for the power of the DMCA, which succeeded in
censoring their critical reporting in a way that
other attacks and even imprisonment had not.

23 Mora and Pineda reached out to the Committee to Protect Journalists,
where the author was working at the time. Together with the author’s
colleagues Nathalie Southwick and Dénae Vilchez, they were able to
raise Mora and Pineda’s case directly to Google and YouTube and help
them seek a resolution, which required weeks of back-and-forth and
provided unique insight into the logistics of fighting a takedown notice
(Vilchez 2020).

24 See https://cpj.org/tags/saharareporters/.

25 Interview and communication with the author in 2022.



“When you talk about the impact, we reach about
20 million people a month across our platforms.
Our journalism, it reaches out really across the
entire globe, and all of a sudden, we went dark and
instantly, we could not publish. We couldn’t figure
out why,” said Landrum.?® She added that Sahara
Reporters did not even receive a copy of the notice
and had to rely on a constellation of international
journalism support groups to regain access.

The DMCA is meant to provide immunity to the
platforms as well as remedy to their users, but

it routinely fails to do the latter due to legal and
linguistic challenges. The notices are legalistic
and often include intimidating language and
even implicit threats, and many media outlets
are unaware that they can file a counter notice or
that making a fraudulent DMCA claim is a crime.
According to Harvard University’s Jessica Fjeld,
who worked on a 2020 report about DMCA abuse
in Latin America (Cyberlaw Clinic 2020), many of
the journalists they spoke to “were so intimidated
by the presence of US legalese that they didn’t
recognize their options to respond.”” Small media
outlets have fewer resources with which to fight
these types of attacks and defend themselves,
often succumbing to the manipulation for lack
of access to legal support. An analysis by the
Colombian news outlet La Silla Vacia of Spanish-
language news sites targeted by copyright abuse
found that smaller or less well-known news sites
and blogs were more likely to remove targeted
content than larger outlets (Lewin 2020).

DMCA notices from Facebook, Google and other
US platforms are sent in English, which makes it
difficult for journalists or media outlets in non-
English-speaking countries to understand them,
according to interviews with several journalists.?®
And sometimes the notices are ignored because
of lack of awareness, or they get identified as
spam and never show up in an inbox, according
to the author’s interviews with journalists.
Although the UN Guiding Principles’ “Protect,
Respect and Remedy” framework specifically
requires that private companies respect human
rights and provide individuals with a remedy to
address perceived grievances, the way companies
implement the DMCA clearly fails to do so.

26 Ibid.
27 Communication with the author. Republished with permission.

28 Interviews conducted with journalists in Colombia, Indonesia, Myanmar,
Nicaragua and Thailand.

La Silla Vacia’s investigation found that several of
the articles targeted with copyright claims had
previously been flagged for removal by a reputation
management firm based in Spain, Eliminalia, that
had tried unsuccessfully to get them removed
under the right to be forgotten. This new form

of forum shopping (Keller 2016) is problematic

and should be addressed by law makers.

Yet a recent congressional assessment of the
DMCA done as part of an effort to reform the
globally influential law did not grapple with

the press freedom challenges or the unintended
impact on news media working in some of the
most challenging places in the world (United
States Copyright Office 2020). The consultations
and review by the United States Copyright

Office overwhelmingly conveyed the perspective
that platforms are not doing enough to protect
against infringement.?® There was no apparent
consideration of the thousands of news media
whose reporting has been censored by the laws
of countries that say they support press freedom
and media sustainability. Although bespoke non-
governmental organization reports have tried to
highlight the problem (Krapiva, Rodriguez and
Menjivar 2020), awareness of the threat that the
weaponization of the DMCA poses to independent
media and the costs it imposes remains inadequate.

29 See comments received by the United States Copyright Office at
www.regulations.gov/document/COLC-2015-0013-0001 /comment.
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How the Right to Be
Forgotten and the GDPR
Automate Abuse of
Privacy Protections

Is the Forbes list of richest people a data privacy
violation? The wealthy owners of a Hungarian
energy company thought so when they sued

the local publisher. But rather than throw the
lawsuit out on the grounds that journalism is
protected under the GDPR, a Hungarian court
seemed to agree with the plaintiffs and issued a
preliminary injunction against Forbes’ Hungarian
edition, forcing the magazine to recall print
issues from the newsstands and remove the

list from its website (Committee to Protect
Journalists 2020). The same company won another
preliminary injunction against a local news
outlet even before anything was published after
receiving a set of questions from an investigative
journalist working on a different story (ibid.).
Although journalism is supposed to be exempt
from the GDPR, in practice media outlets have
been targeted by private and public entities

that have turned the data protection law into a
weapon to remove news, investigative journalism
tools and other protected forms of speech.

Authorities in several European countries,
including those with poor press freedom

records, have weaponized the GDPR to censor
independent investigative reporting and create
barriers to collaborative journalism. Data
protection authorities in Hungary, Lithuania

and Romania have all sought to shut down or
muzzle investigative reporting and dismantle the
tools they use to conduct investigative reporting
(Committee to Protect Journalists 2020; ARTICLE 19
2022a; Mong 2019). For example, Lithuania’s

data protection authority sought to take down

a database used by investigative journalists to
analyze public documents and statements under
the guise that it violated the GDPR. Hosted on the
same platform as the Panama Papers and funded
by the European Commission, the database was
created by journalists to help analyze relationships
and uncover corruption to improve democratic
governance. Despite a finding from another

public authority that oversees journalism in the
country, which found that the database qualifies as
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journalism, the journalists were compelled to testify
at a hearing. The failure to dismiss the case outright
underscores the fraught situation for media, and
the way that local authorities can manipulate

these legal frameworks for nefarious ends.

Spain’s La Silla Vacia published an essay outlining
their attempts to navigate the requests to remove
published articles from people claiming their “right
to be forgotten” (Lewin 2019). These stories were
not inaccurate or defamatory but rather seen as
detrimental to the aggrieved parties, who sought

to get the stories deleted entirely, to remove their
names or to de-index the story from search engines.
The fact that there was an uptick in requests around
the time of the 2019 election did little to assuage
concerns about efforts to “delete the news” (ibid.).

In Italy, the editor-in-chief of an online newspaper
was initially liable under civil law for having

kept an article on his newspaper’s website and

for not de-indexing an article reporting the facts

of a criminal case instituted against private
individuals.?° PrimaDaNoi, a local news outlet that
generated about US$2,200 in digital advertising per
month at its height, found itself beset by removal
requests despite trying to direct those efforts
toward the search engines that were supposed to
be responsible for delisting (Satariano and Bubola
2019). Ultimately, the resources of the tiny outlet
were no match for the hundreds of legal demands,
scores of lawsuits and increasing number of right-
to-be-forgotten requests that they were forced

to contend with following the court’s decision.
Amid mounting legal challenges and facing more
than US$50,000 in debt from legal fees and fines,
the news site closed after 13 years of operation,
depriving the town of Pescara of a local news outlet.

As a result of the way these privacy laws have
been interpreted and implemented, articles
covering alleged corruption, murder and
pedophilia, and describing criminal proceedings
against public figures involving serious crimes,
have been virtually scrubbed from the internet

30 The Supreme Court of Cassation (Italian Supreme Court) accepted an
appeal and ruled in 2020 that “the individual who is the subject of a
news story, subject to the limits of its truth, will not be able to have it
removed from the archives of an online newspaper by invoking the right
to be forgotten.” According to the Italian judicial system, the case goes
back to the Court of Appeal, which will issue a decision in light of the
high court’s interpretation. Technically, the case is pending, but even if
the newspaper editor wins, he still ended up bankrupt and had to close
the paper in 2018 because of the hundreds of nofifications he received
after the first judgment allowing the removal.



by requiring media outlets themselves to take
steps to render their coverage inaccessible to
search engines, creating “memory holes” that
remove information and knowledge from the
public sphere (Goldman and Silbey 2020). And
excavating these memory holes is big business.

Moderation Mercenaries:
The Reputation
Management Industry
and Commercialization of
Information Operations

The commercialization of information and influence
operations has risen exponentially alongside the
expansion of global copyright and privacy laws and
automation of NTD systems, giving rise to what

the author terms “moderation mercenaries” —
firms or individuals who sell their manipulation
skills to whoever can pay. The automation and
aggregation of removal notices (some requests
include hundreds or thousands of URLSs), coupled
with lax enforcement of penalties for fraud or
perjury related to counterfeit copyright claims,
have allowed these mercenaries to flourish (Tewari
2021). Many of them provide content manipulation
services, promising to get coverage removed, which
further obfuscates quality independent journalism
and contributes to the erosion of trust in the media.
Meanwhile, the use of moderation mercenaries

by political candidates has become a standard

part of electoral campaign repertoires around

the world, and the NTD and filtering systems
designed to implement legal obligations under
copyright and privacy laws are welcome assists.

The GDPR has been a boon to the burgeoning
reputation management industry, with state-
sponsored harassment campaigns targeting
independent media and journalists fuelling at least
part of this growth (Radsch 2022). The industry
had grown to at least US$68 million by the end of
the last decade, although this is very likely a vast
understatement (Bradshaw and Howard 2019).
Documents uncovered by journalists in Latin

America showed a single target could cost upwards
of $33,000 for removal of 60 URLs (Lewin 2020).

An investigation by Rest of World based on a

trove of documents from a single reputation
management firm revealed 17,000 URLs, including
media websites and news articles, that were
apparently targeted for removal or de-indexing over
a four-year period (Guest 2022). The firm reportedly
charged thousands of dollars per link, and tens of
thousands of dollars for some high-profile clients.*
Leading news sites in Argentina, Germany;, Israel,
Mexico and elsewhere in Africa, Latin America and
the Middle East were listed alongside names of
business people and the politically connected who
sought to control information about themselves
online. A number of journalistic investigations in
Mexico, the Western hemisphere’s most deadly
country for journalists (Southwick and Martinez
de la Serna 2022), “were suddenly deleted with

no explanation” in 2018 in what appeared to be a
pattern of takedowns linked to such reputation
management operations (Guest 2022).

Investigative journalism outlets are a particular
target for these types of information operations,
particularly those involved in transnational anti-
corruption projects. Global collaborative journalism
investigations have become more common in

the wake of groundbreaking coverage resulting
from leaks such as the so-called Panama Papers,

a cache of documents that revealed how political
and business elites took advantage of the offshore
finance industry to hide crime, corruption and
wrongdoing.’? A global collaboration involving
journalists from 107 media organizations in

80 countries revealed the scale and scope of
malfeasance, leading to resignations (Chittum
2016), imprisonment (Alecci 2018), and the
recovery of more than $1.2 billion in fines and
back taxes (Dalby 2019). Efforts to erase this
reporting through fraudulent copyright claims
and erasure requests have significant implications
not only for the public interest but also for

public coffers. “Story Killers,” an investigation

by the Forbidden Stories collaborative that was
released as this paper was going into production,
revealed even more disturbing examples of

what it terms the “global disinformation-for-hire
industry” that includes suppressing independent

31 See www.peopleperhour.com/freelance-jobs/business/legal-services/
reputation-management-firm-help-with-legal-letter-3148590.

32 See https://panamapapers.org/.
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journalism, interfering with elections and
manipulating targets (Forbidden Stories 2023).

Content Farms and the
Limitations of Copyright
for Independent Media

On the one hand, the DMCA is weaponized against
publishers by those without legitimate copyright
claims. On the other hand, news media outlets

are often plagiarized by content farms, entities
that mass produce low-quality and plagiarized
content with large amounts of advertising that
aim to manipulate search and recommendation
algorithms to maximize advertising revenue

by increasing traffic to their sites (Shores 2019).
Although the DMCA holds those who issue
materially false takedown notices liable for
damages, it can be difficult, if not impossible,

for affected news outlets to pursue such liability.
The costs related to fighting these efforts are
prohibitive, and even filing a counter notice
requires legal expertise and familiarity with US
law. Yet platforms are not incentivized to spend
the resources or provide the independent oversight
needed to ensure that there is less manipulation,
in part because they are immune from liability.

Content farms are designed to monetize content by
republishing and repackaging copy from legitimate
news publishers. These “financially motivated
spammers,” as one Facebook official described
them (Agranovich 2021), have proliferated around
the world, particularly in countries where revenues
generated on tech platforms are larger and steadier
than other sources of income (Hao 2021). They
create websites that feature plagiarized news, then
register with the platform’s monetization program
to enable advertising,* which siphons ad dollars
from the real publisher. The Global Disinformation
Index has documented how news websites lose
revenue “to click-bait ad farm sites that spread
hyper-sensational, misleading, and sometimes
outright false news” because those hyper-polemic

33 These include programs such as Facebook'’s Instant Articles and Audience
Network, IGTV Monetization for Instagram, In-Stream Ads for Live Videos
and Google’s AdSense.
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stories received higher rates of traffic than reported
news stories (Breland 2019; Global Disinformation
Index 2019). One investigation found that page
clusters run out of Vietnam and Cambodia used
fake live videos (taken from a media outlet’s
YouTube channel and reposted to Facebook as

a live video), which can include in-stream ads,

to rapidly increase their follower numbers and
lure them to join Facebook groups disguised as
pro-democracy communities in order to increase
monetization of the plagiarized content (Hao 2021).

Although content farms reuse copyright-protected
content in violation of copyright protections,

they are rarely held accountable. But while the
film and music industries found at least some
recourse to tamp the piracy that was rampant in
the early days of the internet, the news industry
and journalists have found little recourse to prevent
plagiarism of their work by content farms and
malign actors (Krapiva, Rodriguez and Menjivar
2020). The director of Mizzima, a Burmese online
media outlet that posts several videos per day

and has faced DMCA takedowns, said that each
three-to-five-minute video costs around $150 to
make, meaning that real journalists are subsidizing
the costs for troll farms while struggling to avoid
copyright filters from erroneously removing

their own content.®* Despite having more than

15 million followers, the outlet has been unable

to monetize its own reporting on Facebook.

Content farms drain the already dry coffers of
media struggling for commercial viability in the
digital age, undermine their brand and drown
them out in a sea of low-quality content while
compounding the challenges of misinformation.
Facebook is a primary vector for clickbait
plagiarism given its popularity and availability —
it has nearly three billion users (Meta 2022b)

and widespread availability — with as much as
60 percent of engagement with Instant Articles
taking place on scraped content (Allen 2019). In
Myanmar, for example, six of the top 10 websites
with the most Facebook engagement in 2015 were
from legitimate media, but by 2018 this number
had dropped to zero (Hao 2021). And although
the companies have been pressured to remove
monetization from sites linked to information
operations like these when researchers bring it
to their attention, no journalists the author spoke
with had filed DMCA counterclaims, and it is

34 Author’s interview with U Soe Myint, Mizzima, June 7, 2022.



not clear whether the pages were actioned for
copyright violations or if they faced any enduring
repercussions for their plagiarism. Meanwhile,
journalism outlets struggle for eyeballs and scraps
of digital revenue as they do the costly work of
reporting, editing and video production that goes
into producing journalism, with many independent
outlets in the Global South lacking the legal support
to pursue copyright claims against the real abusers.

Attention needs to be paid to the impacts of
this important difference in reducing plagiarism
of news media by content farms as well as to
how the technical compliance systems are
implemented and their impacts on news media.

The EU Copyright Directive shares many of the
same features of the DMCA, although it is newer
and thus it is yet unclear whether it will permit
the same level of weaponization by bad actors
with bad intentions. However, there is also a
significant difference from the DMCA in terms of
how it treats intermediary liability. The DMCA’s
section 512 protects intermediaries from liability for
copyright infringement, whereas the EU Copyright
Directive’s article 17 holds online content-sharing
service providers liable for unlicensed content
displayed on their platforms by the users, creating
a very different incentive structure for content
moderation. Whether this will help combat the
scourge of content farms remains to be seen.

The economic impact of fighting copyright-related
takedowns, coupled with the likelihood that the
offending account could be removed from the
platform for repeated violations even as other
content is plagiarized by content farms, poses an
existential threat to the sustainability of affected
media outlets. There is no accounting of the

costs incurred to comply with an increasingly
complex web of laws while defending against their
weaponization by moderation mercenaries and
malign actors, although the author’s interviews
with journalists and publishers indicate that

they can be substantial. “When you are an
independent media outlet, like Sahara Reporters,
your resources are very, very limited. And

you're running a very lean organization,” said
Landrum.® Although it is difficult to figure out the
costs involved in fighting offensive information
operations, media managers cite the strain on
staff time, budgets and technical infrastructure.

35 Interview with the author, May 20, 2021.

Like many digital native media, Sahara Reporters
relies on digital advertising for a significant part
of its revenue. The site reaches about 20 million
people around the world across all its platforms,
but when it went dark for two days without notice
amid turmoil in Nigeria, its audience dropped

off and revenue plummeted, which threatened
the very sustainability of the entire outlet. And
when Sahara Reporters did get back up — with
the help of the Electronic Frontier Foundation
and other global advocacy groups with inroads
to tech companies — the damage was in some
ways already done in terms of reducing their
audience, eating up scarce resources and forcing
their journalism offline for a period of time when
the news they were covering was most relevant.

As more legal frameworks adopt NTD regimes,
SNAPPs are likely to be a recurring problem,
unless perpetrators are held accountable for
perjury and the incentive structure for platforms
is adjusted to encourage more accurate
moderation or provide more meaningful remedy
to journalists and news organizations that have
their content and accounts erroneously removed.

Systematic Abuse:
Cloning, Backdating,
Copyfraud and
Copystrike

Investigations into these moderation mercenaries,
as well as analysis of the DMCA notices submitted
to the Lumen Database,*® have been able to
identify abusive submitters, although there is

no indication that they have faced meaningful
sanctions or liability for abusing the law. For
example, Qurium reported that the company
Eliminalia, registered in the European Union

and the United States as well as in Ukraine, was
behind several of the bogus notices. Servers
linked to the registered director of that company
were hosting nearly 300 fake newspapers that

36 A project of the Berkman Klein Center for Internet & Society at
Harvard University, the Lumen Database collects and analyzes
legal complaints and requests for removal of online materials. See
www.lumendatabase.org/.
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were used to clone existing websites in an
attempt to, first, tamper with search results by
de-indexing problematic content and, second,
make spurious copyright claims by backdating
plagiarized articles or using copyright registry
services (Qurium Media Foundation 2021). Similar
techniques were used against two anti-corruption
investigative media outlets based in Africa, which
were targeted by information operations linked
to the company that sought to censor their hard-
hitting reporting and specific coverage of officials
allegedly involved in corruption.* In the case

of Sahara Reporters, the attackers copied the
offending article and reposted it online on a faux
news site, backdating the publication date to one
day prior to the real article. The perpetrator then
sent a takedown request to the site’s hosting
service, which left no other option than to take
down the story in order to restore the website.

Cloning, the digital version of plagiarism, and
backdating are among the most common tactics
used by moderation mercenaries to manufacture
fraudulent copyright claims against news media
(Tewari 2022; Fuller, Grind and Palazzolo 2020).
Box 1 outlines a set of common tactics used. One
recent study found that over a two-and-a-half-year
period, nearly 34,000 DMCA notices sent to Google
cited today-news.press as the original domain for
the plagiarized “fake original” articles targeting
more than 550 domain names, most of which
appeared to be news related (Tewari 2022). There
appeared to be a particular operation targeting
Lithuanian, Russian and Ukrainian news sites
covering allegations of misconduct, corruption,
sexual harassment and the like “against the same
set of individuals, making it quite plausible that
these notices were all part of a systematic and
organized attempt to remove critical news articles”
(ibid.). Similarly, many of the Eliminalia-related
domains were used in coordinated information
operations targeting independent media outlets,
including smear campaigns and takedown efforts
that leveraged both the DMCA and the GDPR
(Qurium Media Foundation 2021; Lewin 2020).

A Wall Street Journal (WSJ) investigation found
hundreds of newsworthy articles that were
erroneously de-indexed by Google after receiving
fraudulent DMCA notices, including more than a
dozen local news items that were spoofed or had
their content cloned by faux news sites or by sites

37 See www.makaangola.org/about; www.theelephant.info.
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Box 1: Common Tactics

Plagiarizing: republishing and
repackaging content.

Cloning: making and publishing a
copy of an existing piece of content.

Live spoofing: republishing
plagiarized videos as live videos.

Backdating: changing the date of
publication of cloned content to a date
prior to the original publication.

Copyfraud: fraudulent claims of
copyright, often made by claiming
copyright to cloned content.

Copystrike: a copyright violation on
YouTube. Three strikes can result in
automatic closure of the account.

Scary faux legal notices: fraudulent notices
that appear to be actual legal documents.

masquerading as real news sites (Fuller, Grind
and Palazzolo 2020). Based on the WSJ findings,
the company ended up reinstating thousands of
de-indexed links and was able to trace suspicious
removals to identify more than 100 abusive
senders, although it was unclear what happened
to those accounts or if they were ever referred
for legal action. YouTube did not respond to a
request for comment by the WS]J or this author.

Scammers also wield copyright claims as a tool of
extortion, specifically on platforms that penalize
repeated copyright offences (Maxwell 2019). By
making fraudulent copyright claims (“copyfraud”),
they can trigger suppression or even removal

of journalistic content. YouTube’s three strikes
policy, for example, can result in account closure
after three copyright violations, which can mean
losing channels and videos without the right to
appeal. Scammers make a bogus claim, then seek
monetary compensation to remove their strikes.
The technique of trying to trigger, or threatening
to trigger, YouTube’s automated violations rule is
referred to as “copystrike.” The prevalence of these
tactics is exacerbated by the commercialization
of services that automate and bulk-submit false
claims that target legitimate content, and then



collects the monetization from the affected
content (Lizalek 2021). Like SNAPPs, these false-
flag campaigns can take place at scale given the
automation of account creation and how easy it is
to republish content across platforms. This makes
plagiarism at scale not just possible but profitable.

The proliferation of moderation mercenaries and
industrialized information operations demands
that better safeguards be put in place to defend
legitimate copyright holders, rebalance platform
incentives and require a more meaningful form of
remedy for those who are fraudulently targeted.
This is especially true given the deadly threats
that some journalists face to bring their reporting
to the world (see Box 2). OSPs benefit from strong
protections against liability without having

to mitigate the risks of misuse or abuse of the
systems they designed. The fact that companies
that provide services such as plagiarism, content
spoofing, takedowns, de-indexing and the like are
allowed to operate and profit with impunity in
the United States and the European Union (which,
meanwhile, spend millions of dollars to support
these same independent media) is problematic.
So too is the failure to press charges against
persistent and pervasive abuses of the copyright
system and the filing of automated notices.

The DSA: Considering
News Media

The DSA seeks to create a common European
framework for content moderation, platform
management and transparency, and will have
repercussions for media and platforms around
the world. Although it has similar tensions

with respect to the technical solutions that
platforms will adopt to meet their obligations,
this groundbreaking legislation seeks to address
many of the factors that have plagued independent
media outlets head-on through safeguard
provisions and impact assessment requirements.

The DSA requires platforms to expeditiously
remove or disable access to illegal content to avoid
being held liable, and to put in place mechanisms
to allow users to notify them of the presence of

illegal content, similar to digital copyright laws.®
However, it also specifies that these notices must
be sufficiently precise and substantiated to allow
for assessment and action, which may reflect an
attempt to fix one of the significant criticisms of the
DMCA. Since platforms can be held liable for failing
to remove or make that content inaccessible, and
because such notices are considered to give

rise to actual knowledge or awareness, platforms
are likely to adopt automated tools of enforcement.
However, they also have an obligation to respond
in a timely, diligent, non-arbitrary and objective
manner. If enforced, this threshold for compliance
could provide much-needed safeguards against
abuse by mandating greater transparency, risk
assessments and more effective access to remedy.
Furthermore, OSPs must communicate their
decisions to the notified and should include
information about whether automated means of
detection were used. This should help media and
researchers gain a better understanding of how
algorithmic intervention impacts news content. In a
step toward greater accountability, platforms must
conduct algorithmic risk assessments and adopt
risk mitigation measures that are tailored to the
specific systemic risks identified, such as “adapting
content moderation processes” to facilitate the
expeditious removal of, or disabling access to,

the content notified, in particular for illegal hate
speech.?® These risk assessments should also
include explicit consideration of how these systems
impact journalism and independent news outlets.
This provision could provide better safeguards
against abuse on VLOPs, such as Facebook and
Google, since, as this paper has established, there
is systemic risk to independent digital media
posed by automated algorithmic filtering and

NTD systems and their susceptibility to misuse.

The DSA is the first major piece of legislation that
has recognized the need to consider and address
potentially negative impacts on news media and
impose obligations to mitigate them. It suggests
safeguards against “unjustified removal” and
limitation on error rates, an obligation that applies
to all users of a platform and thus also to media
organizations. VLOPs also have an obligation

to conduct impact assessments to identify any
systemic risks that could stem from the functioning
and use of their services, especially in relation to

38 See DSA, supra note 17, art 6(1)(b).

39 Ibid., art 22.
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Box 2: Syrian Citizen Journalists Risk Their Lives Only to Be Censored by Algorithms

Unfortunately, journalists and independent media around the world live in fear of these laws
and the technological capacities developed to automate their content moderation obligations.
Abdel Aziz al-Hamza and his colleagues from the Syrian media collectives Raqaa is Being
Slaughtered Silently (RBSS) and Eye on the Homeland risked their lives to get news out of Syria
online and through social media; five of his fellow citizen journalists were murdered while
trying (Committee to Protect Journalists 2015; Ayoub 2016; Greenslade 2015). RBSS was among
scores of news outlets and citizen journalism collectives whose members risked their lives in
Syria to upload footage from the ground, providing some of the only reporting from one of the
world’s most geopolitically significant conflicts after international journalists were effectively
barred from the country. Human rights activists established the Syrian Archive to collect

and preserve digital documentation of human rights violations in a war that generated more
hours of social media content documenting the conflict than hours in the conflict itself.*

But the combination of algorithmic content moderation and increasingly aggressive legislation
mandating better moderation ends up misidentifying news media and removing what should
be protected journalistic content. This can be seen in how algorithmic identification of terrorist

content led to the blocking and removal of hundreds of thousands of videos from the Syrian
Archive (content from the Shaam News Network, the Qasioun News Agency, RBSS and the
Idlib Media Center), caused them to lose followers and imposed additional costs on outlets
that had already paid a heavy price for their reporting (Radsch 2018a; Syrian Archive 2022).**

Note: *According to the Syrian Archive; see https://syrianarchive.org/en/tech-advocacy.
**Some outlets were simultaneously receiving media development assistance from the
United States and the European Union, meaning that their resources were going toward
dealing with the fallout from an American law and poorly implemented technical tools.

“any actual or foreseeable negative effects for...
freedom of expression and information, including
the freedom and pluralism of the media.”° This
would seem to take aim at moderation mercenaries
and offensive information operations, since one
of the examples of such a risk includes intentional
manipulation, inauthentic use and automated
exploitation of the service, with an actual or
foreseeable negative effect.* But it is not clear
how these will be implemented, or that platforms
will devote specific resources to focus on creating
these safeguards specifically for news media.

There does seem to be some preliminary
recognition that the impact on news media needs
to be explicitly addressed, as media exemptions
have been put forward in the UK Online Safety Bill
and the DSA. But they are contentious and have
split civil society and regulators amid concerns over

40 Ibid, art 34(1)(b).

41 Ibid, art 34.
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the potential impact that news media exceptions
could have in the fight against misinformation.
For example, during the DSA negotiations, a
minority group of EU parliamentarians tried to
introduce a media exemption from the content
moderation obligations imposed on platforms by
amending a requirement that companies provide
information about content moderation policies,
procedures and tools (European Digital Media
Observatory 2021). The amendment would have
restricted the power of platforms to moderate
media content by prohibiting them from being
able to “remove, disable access to, suspend or
otherwise interfere with such content or the
related service or suspend or terminate the related
account on the basis of the alleged incompatibility
of such content with its terms and conditions,
unless it is illegal content” (Krack 2021).

France’s Ministry of Culture had initially
highlighted the need to introduce safeguards for
freedom of the press on online platforms, fearing



increased takedowns of lawful media content. A
news media exemption would require determining
which outlets qualify as protected journalism sites
and the implementation of a labelling system that
would enable algorithms to identify news content
and filter it to prevent it from being removed by
NTDs. Ultimately, however, the exemption was
excluded from the adopted text after a public
campaign opposing the exemption (People vs
Bigtech 2022; EU Disinfo Lab 2022). But at least
legislators specifically considered the impacts

on news media and gave due consideration to
journalism-specific implications of the law. In

the absence of a news media exception, more
explicit mitigation mechanisms against erroneous
removals are critical to avoid creating yet

another censorial mechanism that can be easily
manipulated and weaponized. These could include
positive requirements to improve identification
and labelling of news media and to increase access
to meaningful remedy for news outlets targeted
by erroneous takedown efforts, or to enhance
penalties for failure to mitigate NTD regimes or
repeat violators from abusing these systems.

Conclusions

The interest by governments around the world

in quickly and efficiently moderating UGC and
ensuring that prohibited or protected content

is prevented from circulating has only grown
over the past several years as the amount of
information circulating online has exploded
alongside advances in Al and machine learning that
have enabled more complex and comprehensive
content moderation. Privacy and copyright
frameworks that lack safeguards against abuse
by moderation mercenaries and allow fake news
farms to thrive are in opposition to other efforts
to combat disinformation and protect quality
information. Requirements that tech platforms
identify problematic content, remove it within

a very short time frame and prevent it from
spreading are increasingly common features of
legislation aimed at combatting online harms
ranging from terrorism to hate speech to piracy.
It is therefore essential that the technology
incorporates safeguards to protect public interest
news media, even if these simply involve flagging
affected content for human review. Closing legal

loopholes and reconceptualizing weaponized
takedowns as a form of censorship aimed at
deterring public interest reporting are also needed.

News Integrity and Trust
Indicators as Part of the Solution
to Algorithmic Enforcement

of Content Moderation

The challenge of protecting news outlets from being
maliciously targeted by information operations
and moderation mercenaries and caught up in
algorithmic content moderation systems rests on
the need to distinguish these outlets from other
content producers. Amid the scale of content
produced and reported through NTD/NSD and
complaint mechanisms, and the failure of most
platforms to provide a meaningful remedy for
news outlets, addressing information integrity
not only is critical to ensure the viability of
public interest news online but also will likely
become a boon to platforms amid the wave of
propaganda and disinformation expected to
emerge amid the generative Al revolution.

The technical solutions devised thus far
cannot effectively identify fair use, public
interest, problematic but legal speech, satire,
or news coverage, and there are few incentives
for companies to invest in better solutions,
meaning regulatory intervention may be
needed to realign platform priorities.

Better labelling, hashing and other improvements
to algorithmic automation by platforms could
identify and protect journalistic coverage.
Contextual clues, such as whether the author is

a journalist or a verified news outlet, not only
require classifier systems to be trained to recognize
protected speech but also are politically fraught
determinations, as illustrated by the controversy
over how platforms label state-affiliated media
(Radsch 2020c¢). In 2020, Twitter and Facebook
started labelling some state-affiliated accounts,
joining YouTube, which had started labelling
“state-funded” media outlets in 2018 (Radsch 2018b;
2020b). Each company used a different term and
definition, drawn from different sources and with
varying levels of transparency. YouTube relied on
Wikipedia designations, while Facebook relied on
a semi-private group of experts, even delaying its
initial timeline for release amid lobbying by some
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media organizations seeking to avoid receiving a
state-affiliated label (Radsch 2020c; 2020b; 2018b).*

In order to implement better technological
solutions, each platform would first need to
determine how to decide what qualifies as public
interest media. To this end, drawing on civil
society-led, multistakeholder initiatives that have
sought to create frameworks to identify credible

or quality news media would be preferable to
platforms making this determination unilaterally.
A plethora of efforts aimed at identifying quality or
trustworthy news media on digital platforms could
be a partial solution to algorithmic enforcement
by providing machine-readable indicators that
could be used to filter automated requests and
targeted takedown efforts, at the very least so that
a human being could provide oversight and review.

Many of these efforts are non-profit, industry-led
self-regulatory initiatives with varying levels of
comprehensiveness. Some, such as the NewsGuard
and the Trust Project, are primarily US and Europe
focused, while others, such as the Journalism
Trust Initiative and Ads for News, are more global
in scope and explicitly seek to include news
media in the Global South. Although many small
digital native publications are destined to be

left out of these current initiatives because they
lack the formalized standards and procedures
needed to qualify for inclusion,* they nonetheless
offer a jumping-off point for trying something
innovative and solution oriented. NewsGuard

and Trust.txt have provided proof of concept

for how to translate integrity indicators into
signals the platforms can use, but uptake by
platforms and media outlets remains limited.

Another option would be for platforms to defer to
the lists of trusted local news media outlets curated
for advertisers, such as Ads for News. Deemed a
“World Changing Idea” by Fast Company (Internews
2021), Ads for News has curated 10,100 trusted

local news websites from 53 countries and offers
brands and agencies the ability to embed the

list for free into their campaign management
systems and programmatic advertising platforms
so that they can continue to run their ads on

42 The author was consulted by all three companies on definitions and
which terminology to use and spoke with representatives of media
organizations; she also conducted her own assessment of the accuracy
and global scope of YouTube’s labelling efforts in 2018.

43 The author would like to thank Janine Warner, executive director of
Sembra Media, for this insight.
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outlets that have been deemed “brand safe.” Tech
platforms could similarly use such curated lists

to adapt algorithmic signals of news into their
content moderation systems. Ideally, a range of
recognized and broadly accepted professional and
ethical bodies would identify the parameters for
media labels, which affect visibility, monetization
and other types of algorithmic intermediation.

SNAPPs

Policy makers in the United States and Europe must
address the abuse of their frameworks to censor
and intimidate independent journalism around the
world, on par with the efforts to combat SLAPPs.
The abuse by powerful actors of unmoderated
notification modules (NTDs and NSDs), some of
which are legally mandated, which are aimed at
silencing public criticism on- and offline and at
deterring reporting about issues of public interest,
are akin to SLAPPs (Snow 2009). The author
proposes categorizing these types of censorial
efforts as SNAPPs. Reconceptualizing fraudulent
copyright infringement notices as SNAPPs — that
have the same problematic implications for press
freedom as SLAPPs — could help frame the problem
and raise awareness about the weaponization of
copyright and privacy laws through automated
NTDs and algorithmic enforcement.

Politicians, public figures and corporations across
the Americas (Business & Human Rights Resource
Centre 2022; Vining and Matthews, n.d.), Europe
(ARTICLE 19 2022b) and Asia (ARTICLE 19 2021)

use SLAPPs to silence independent journalism,
reflecting many of the same dynamics as the abuse
of copyright and privacy techno-legal regimes.

The European Union recognized the dangers of
these types of vexatious lawsuits being used
against journalists and human rights defenders
with a proposed directive and commission
recommendation earlier this year,** and 32 US

states have adopted anti-SLAPP laws (Vining and
Matthews, n.d.). Concerns over the use of SLAPPs

to censor critical academics, journalists, activists
and other civil society actors have been raised by
the UN Working Group on Business and Human
Rights as well as by the United Nations Educational,
Scientific and Cultural Organization (United Nations

44 Proposal for a Regulation of the European Parliament and of the
Council establishing a common framework for media services in the
internal market (European Media Freedom Act) and amending Directive
2010/13/EU, COM/2022/457 final, online: <https://eur-lex.europa.eu/
legal-content/EN/TXT/2uri=CELEX:52022PC0457>.



Human Rights Office of the High Commissioner
2022; Soraide 2018). Weaponized NTDs and NSDs
are a form of censorship, and both states and tech
platforms have a responsibility to protect human
rights online by ensuring that restrictions on
access to information and press freedom needed
to balance the rights of privacy and copyright

are necessary and proportionate and to put in
place better protection and remedy options.

As filtering and NTD regimes are embedded into
transnational legal regulatory requirements

and become more commonly used, they pose a
growing threat to the sustainability of internet-
based independent news outlets. Failing to
address this issue could also impact a media
outlet’s ability to stay online even if it does not
rely on social media platforms, as web-hosting
providers may refuse to host outlets unless the
offending content is removed, which is why

the DSA’s protective provisions are a welcome
improvement. The failure by intermediaries to
address the negative externalities that algorithmic
enforcement of the DMCA, the GDPR, the right to
be forgotten and other legal regulatory measures
have on legitimate news content must be rectified
voluntarily or through regulatory requirements.

More Transparency and
Better Enforcement Needed

Technical solutions do not do enough to protect
against malicious and fraudulent claims of
copyright, while meaningful civil or criminal
penalties for abuse of legal process, needed

to provide a deterrent effect, are lacking. Law
enforcement must do a better job of enforcing legal
provisions that criminalize the filing of knowingly
false copyright claims and ensure that penalties
are imposed on firms engaging in these types of
information operations. If abusive behaviour is
not deterred, then moderation mercenaries will
simply continue to thrive amid the expansion

of filtering and NTD provisions in copyright and
other laws. The failure to effectively address the
abuse of copyright and privacy laws not only
means that independent media face costly content
removals, account closures and legal challenges,
but also that the infrastructure of information
operations is left intact and free to profit.

Tech platforms should also report, in particular,

on how news media outlets are affected by these
specific content moderation efforts. To do so would
also require platforms being able to identify news

outlets online, underscoring the utility of improving
labelling and classification efforts. While some
platforms release transparency reports about
copyright and GDPR content moderation, only a
few contribute DMCA takedown notices to the
Lumen Database, which collects notices requesting
removal of allegedly infringing content based

on legal grounds such as copyright and privacy.

All social media companies, and ideally all OSPs,
should join Google in voluntarily forwarding copies
of all DMCA notices to the Lumen Database so that
there is a central repository for researchers that
can be cross-referenced with the transparency
reports from platforms. Access to this data enables
journalists and researchers to discover important
information with implications for human rights
and freedom of expression.*s Law makers should
require that companies report takedown requests
to a central, independent research database

and that they report on this type of content
moderation in their transparency reports.

Ensuring the sustainability of journalism and news
media should be a central concern of policy makers
seeking to shape the information ecosystem,
protect their citizens’ privacy and uphold IP

rights in the digital age. Countries with relatively
strong press freedom records and independent,
financially viable media are also those that have the
greatest influence over transnational technology
policies; thus it is incumbent that these countries
assess the risks their policies pose in countries
with poor press freedom records, or where media
sustainability is limited, and seek to mitigate them.

As this paper has shown, the visibility and viability
of independent news media sit in the crosshairs of
how we regulate copyright, privacy and content
moderation; the protections platforms enjoy

and the responsibilities they incur as they seek

to moderate content on their services; and the

trade offs made between different policy goals.
Legislation and voluntary codes developed in the
United States and the European Union have had an
outsized impact on the journalism field, particularly
on scrappy investigative journalism outlets and
independent digital outlets in countries with

poor press freedom records and small advertising
markets, by providing tools of repression that
contradict broader geopolitical and foreign policy
goals. As outlined above, these techno-legal regimes
contain modules that have become the building

45 See www.lumendatabase.org/media_mentions/search.
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blocks for other techno-legal approaches such

as the DSA, making it imperative that we fix the
problems before they further proliferate. The failure
to revise techno-legal regimes that are weaponized
to censor independent reporting not only threatens
the sustainability of public interest news media but
also detracts from efforts to combat disinformation
and improve public accountability. As “wicked
problems,” there are conflicting, iterative values,
and solutions that can turn out worse for other
parts of the system, which are all interconnected.
Therefore, bringing in the perspective of journalism
and news media sustainability is essential.
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