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Abstract: This article provides an initial analysis of the EU AI Act's (AIA) approach to regulating 
general-purpose artificial intelligence (AI) – such as OpenAI's ChatGPT – and argues that it marks a 
significant shift from reactive to proactive AI governance. While this may alleviate concerns that 
regulators are constantly lagging behind technological developments, complex questions remain 
about the enforceability, democratic legitimacy, and future-proofing of the AIA. We present an 
interdisciplinary analysis of the relevant technological and legislative developments that ultimately 
led to the hybrid regulation that the AIA has become: a framework largely focused on product 
safety and standardisation with some elements related to the protection of fundamental rights. We 
analyse and discuss the legal requirements and obligations for the development and use of 
general-purpose AI and present the envisaged enforcement and penalty structure for the (un)lawful 
use of general-purpose AI in the EU. In conclusion, we argue that the AIA has significant potential 
to become a global benchmark for governance and regulation in this area of strategic global 
importance. However, its success hinges on effective enforcement, fruitful intra-European and 
international cooperation, and the EU's ability to adapt to the rapidly evolving AI landscape. 
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Introduction 

The popularity of ChatGPT and similar systems based on artificial intelligence (AI) 
related technologies surprised European Union (EU) legislators in 2023 (Helberger 
& Diakopoulos, 2023; Zenner, 2023). After OpenAI launched version GPT-3.5 of its 
general-purpose chatbot based on a large language model (LLM) on November 30, 
2022 (Wiggers et al., 2023), the service quickly became hugely popular with an es-
timated 100 million monthly active users as of January 2023 (K. Hu, 2023). This co-
incided with increased popularity of similar “general-purpose”, “generative”, or 
“foundational” AI systems capable of producing text, code, audio, images, videos, 
and similar outputs usually based on text prompts of users. These developments 
have not only raised questions about the disruptive potential of such systems in 
the working environment – especially when it comes to the creative domain (El-
dagsen’s award-winning “promptography”; Whiddington, 2023), or functions typi-
cally taken up by women (Briggs & Kodnani, 2023; Kundu, 2024; McNeilly, 2023). 
While EU legislators already discussed the Commission’s proposal from April 21, 
2021 on the desirable and appropriate regulation of AI (Veale & Zuiderveen Borge-
sius, 2021; Gstrein, 2022, pp. 756–760), the unprecedented popularity of general-
purpose AI sparked a debate on whether it requires specific laws (Hacker et al., 
2023; Helberger & Diakopoulos, 2023), or even legally binding international 
treaties (Harris, 2023; Milmo & Stacey, 2023). 

Such requests are not surprising given that general-purpose AI systems are used 
naively at some times, even maliciously at others, potentially causing significant 
harm (Blauth et al., 2022). Maham and Küspert propose to divide the risks relating 
to the use of general-purpose AI in three different categories (Maham & Küspert, 
2023, pp. 2–5). According to their report, first there are risks stemming from unre-
liability and a lack of transparency. This results in discrimination and stereotyping, 
misinformation, privacy violations (Mukherjee et al., 2023), as well as accidents re-
sulting from the use and reliance on inaccurate information. At the time of writing, 
for example, there are reports of court cases in the United States (Weiser, 2023) 
and South Africa (Prior, 2023) in which lawyers used LLMs to produce written sub-
missions containing case law references that were entirely generated by the sys-
tem and therefore unreliable and irrelevant. Secondly, general-purpose AI systems 
should be considered as dual-use technology, capable of enhancing cyber-attacks 
and exacerbating (cyber-)security related risks (Casarosa, 2024; Europol, 2023). 
They might be used to generate text or code in support of large scale phishing at-
tacks, ransomware attacks, or similar types of cybercrime. However, these systems 
are also exposed to cyber-attacks themselves. Prompt engineering and prompt in-
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jection, as well as other techniques to circumvent ethical and legal safeguards 
built into AI systems, have proven effective (Perez & Ribeiro, 2022). This opens a 
whole new domain of risks for AI system providers where non-intended responses 
of AI systems can be elicited through creative code and prompt injection, poten-
tially circumventing safeguards that AI providers installed to prevent misuse and 
to fulfil requirements of laws such as the European Union's Artificial Intelligence 
Act (AIA). Third, there are systemic risks, as the emergence of general-purpose AI is 
being driven by a few powerful actors with considerable economic resources and 
expertise, leading to centralisation of power, societal disruption, and ideological 
homogenisation (Maham & Küspert, 2023, pp. 2–5). A study of 14 LLMs suggests 
that many popular systems are inherently biased when it comes to the answers 
they give to sensitive political questions, potentially mainstreaming certain ideolo-
gies, as well as fuelling societal unrest and division as their use becomes more 
widespread (Feng et al., 2023; Heikkilä, 2023). 

This article provides an initial analysis of the EU AI Act's approach to regulating 
general-purpose AI, arguing that it marks a significant shift from reactive to proac-
tive AI governance. While this may alleviate concerns that regulators are constant-
ly lagging behind technological developments, questions remain about the en-
forceability, democratic legitimacy and future-proofing of the AIA. In this study, we 
adopt an interdisciplinary perspective by taking engineering, governance, and legal 
aspects into account. Drawing from these perspectives, Section 1 highlights and 
summarises relevant technological and legislative developments before delving 
into definitions of central concepts, such as general-purpose AI, in Section 2. In 
section 3, we examine the proposed requirements and obligations for the develop-
ment and use of general-purpose AI. Section 4 focuses on enforcement, gover-
nance, and administrative fines related to the unlawful use of general-purpose AI 
in the EU. In the discussion Section 5, we attempt to reconcile the different disci-
plinary views presented in light of the compromise found by the legislators. We 
speculate on how the position of the EU as a proactive regulatory actor in this area 
affects its influence going forward – along the notion of the “Brussels effect” 
(Bradford, 2020) – and what potential the adopted stance has to shape the evolv-
ing landscape of developing and commercialising the use of general-purpose AI. 

Our findings are based on the legislative text adopted by the Council on May 21, 
2024 (Council of the European Union, 2024), following the adoption of the final 
political position on the AIA by the European Parliament on March 13, 2024 (Euro-
pean Parliament, 2024). This final version of the legislative text was published in 
the Official Journal of the EU on July 12, 2024 as Regulation (EU) 2024/1689, and 
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will become fully applicable as of August 2, 2026 according to Article 113 of the 
AIA. The rules relating to “prohibited AI practices” such as social scoring will apply 
already as of February 2, 2025, and the rules relating to general-purpose AI at the 
centre of this article apply as of August 2, 2025. To expand our analysis further, we 
took note of the draft AIA text as adopted by the European Parliament on June 14, 
2023 (European Parliament, 2023) – the first draft version of the AIA to fully take 
into account the significant developments around general-purpose AI. This posi-
tion also promoted a more fundamental rights centred approach (Chiappetta, 
2023, pp. 19–21), which was challenged by several EU Member States (including 
France, Germany, Italy, and Spain) during the trilogue negotiations held with the 
parliament and the European Commission in autumn 2023. The approach to the 
regulation of general-purpose AI was one of the most controversial aspects during 
these negotiations, which was eventually resolved on December 8, 2023 after an 
unprecedented 36-hour negotiation marathon resulting in a political compromise 
(Bertuzzi, 2023b, 2023c). In addition to these institutional developments, our con-
ceptual and doctrinal analysis takes into account the emerging body of testimony 
from civil society organisations and other relevant stakeholders, as well as the 
available academic literature, which will be presented throughout the following 
sections. 

Section 1: Context, framing, and scope 

To start with exploring the context of technological developments, Bommasani et 
al. (2022) classify recent developments in the field of AI into three different cate-
gories on the basis of underlying technical approaches employed to artificially 
mimic intelligence. Starting from the mid 2000s (or even earlier), the first category 
of AI comprises traditional machine learning (ML) models, which are often trained 
using an annotated dataset of significant features to learn unknown relationships 
between input and target variables (Géron, 2019). The learning process deter-
mined optimal weights (or values) of related model parameters and in turn en-
abled prediction type tasks (e.g. classification of unseen data samples or forecast-
ing of unknown values). This AI category is referred to as “task-oriented” or “fea-
ture-oriented” models, which often achieved reasonable performance in terms of 
prediction accuracy when using an optimal quality dataset and substantial model 
complexity. The limitation, however, is that a new annotated dataset and a new 
model are required for every unique task, resulting in intensive and time consum-
ing processes (Demrozi et al., 2023). The dependency of the model on the unique-
ness of task for which it is trained is often so significant that, for example, a well 
performing model detecting brain tumours in tomography scans collected from 
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one medical centre had a significant deterioration in performance when applied to 
similar types of scans collected from another centre (Garg et al., 2023). 

The second regime of AI models started with the introduction of deep learning 
(DL) in the early 2010s combined with the idea of transfer learning. In transfer 
learning, contrary to traditional ML models, the DL models were trained on large 
datasets to perform a certain task but then adapted to perform new tasks through 
necessary fine tuning of the model parameters, instead of training a whole new 
model from scratch (Thrun, 1998). Convolutional neural networks were a common 
type of DL models for computer vision application, which were broadly applied in 
the form of well known architectures such as AlexNet, VGG, and ResNet to address 
a variety of tasks with necessary domain adaptation (Alzubaidi et al., 2021). The 
DL research closely overlapped with the field of computer vision (LeCun et al., 
2015), as the models were initially trained on large amounts of imagery data. Later 
this approach was generalised to other data types referring to text, speech, etc. In 
addition to adapting to other applications, one prominent feature of DL models 
compared to first category ML models was their improved performance attributed 
to (i) the scale of data used for training and (ii) a deeper architecture of the models 
comprising millions of parameters. The second category of AI therefore remained 
“model-centric”, still focusing on developing better model architectures to outper-
form its counterparts. 

Starting from the 2020s, the third category of AI introduces a “data-centric” ap-
proach using foundation models (FM). This category is still developing. Instead of 
“deeper” models with more powerful architectures, FMs make use of existing ML 
methods such as supervised, unsupervised, and transfer learning to analyse an un-
precedented amount of data through large scale computing. In their own words, 
the proponents of the FM paradigm proclaim that “transfer learning is what makes 
foundation models possible, but scale is what makes them powerful” (Bommasani 
et al., 2022). Technically, two key attributes of foundational models i.e. “emer-
gence” and “homogenisation” distinguish them from previously discussed cate-
gories. Emergence refers to the process of achieving a certain behaviour of the 
model through induction of information within the model rather than explicitly 
constructing it through, for example, model architecture or model design. This 
means that the model produces its results as they emerge through knowledge dis-
covery within training data, which subsequently shifts the focus from model de-
sign to training data (hence, data centric). Homogenisation refers to the idea that a 
generic ML model – built through consolidation of methodologies – can be ap-
plied for a wide range of applications, instead of developing multiple models for 
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specific tasks. The consequence of homogenisation is a freedom from model de-
pendency on task, as was the case with the first category of AI. This results in a 
significant improvement in generalisability through the necessary adaptation to 
broader applications. Probably the most notable application of such general-pur-
pose systems are LLMs such as OpenAI’s ChatGPT, which take user questions as an 
input prompt and leverage their emergence capabilities to respond to a broad vari-
ety of questions in a human-like narrative. 

While the powerful potential of next-generation AI has been successfully intro-
duced to the mainstream in 2023, concerns around transparency, security, trust-
worthiness, fundamental rights (e.g. discrimination and data protection), as well as 
sustainability and energy use remain open. On March 13, 2024, the European Par-
liament voted in favour of a Regulation of the European Parliament and of the 
Council laying down harmonised rules on AI by a substantial majority of 523 votes 
in favour, 46 against and 49 abstentions (European Parliament, 2024). Following 
this vote, the text has been checked and edited through the “corrigendum” proce-
dure, before receiving approval of the member states on May 21, 2024 (Council of 
the European Union, 2024), and being published in the Official Journal on June 13, 
2024. This means that the AIA will apply in full from August 2, 2026, with some 
provisions – 12 months for general-purpose AI, 6 months for unacceptable risk ap-
plications (formally “prohibited AI practices”), introduced below – coming into 
force earlier, as outlined in the introduction (European Parliament, 2024). 

Initiatives to regulate or govern AI are also emerging in countries such as the Unit-
ed States, the People’s Republic of China, or Brazil (Engler, 2022; Roberts et al., 
2023; Schertel Mendes & Kira, 2023). Intergovernmental organisations such as the 
Organisation for Economic Co-operation and Development (OECD, n.d.), the G7 na-
tions (Schertel Mendes & Kira, 2023), or the Council of Europe – with its “Frame-
work Convention on artificial intelligence and human rights, democracy, and the 
rule of law” adopted on 17 May 2024 (Committee of Ministers, 2024) – are work-
ing on it. Nevertheless, it seems that the EU AI Act with its broad (“horizontal”) ap-
proach, more detailed provisions, and legally-binding nature takes the most promi-
nent position – at least a position which is not “too modest” (Mökander & Floridi, 
2022, p. 508). The AIA seems bound to become a global benchmark for AI regula-
tion. This is certainly also an objective of many EU representatives, as they hope 
that the AIA will manifest the “Brussels effect” once again, making the bloc the 
standard-setter in this regulatory domain of strategic importance as was the case 
with data protection (Gstrein, 2022, pp. 757–758). 

When it comes to the scope of the AIA, it is important to emphasise the centrality 
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of the much-discussed “risk-based approach”. The horizontally – in contrast to fo-
cusing on specific sectors such as health, insurance, finance, etc. – applicable AIA 
divides the application scenarios of AI systems into four different categories: unac-
ceptable risk, which leads to a prohibition of the specific AI application; high-risk, 
which results in increased regulatory requirements and scrutiny and takes up the 
lion’s share of the provisions in the act regulating substantive matters; limited risk 
applications, which come with certain transparency requirements; and low/mini-
mal risk scenarios, which mean that no specific obligations apply. As the argu-
ments for and against such an approach have already been comprehensively dis-
cussed in the literature (Madiega, 2024; Smuha et al., 2021; Veale & Zuiderveen 
Borgesius, 2021), this article will not delve further into this aspect. Rather, it will 
focus on the regulation and governance of general-purpose AI, which is not easy to 
fit in one of these categories since it is by definition not limited to a specific pur-
pose allowing it to attach to a certain risk category. 

The original proposal for the AIA was mainly concerned with the harmonisation of 
the legal framework for the uptake and use of AI systems on the EU single market 
(the prominent legal basis of the AIA was – and remains – Article 114 TFEU relat-
ing to market harmonisation, together with Article 16 TFEU relating to privacy pro-
tection). This also means that the AIA focuses on the “placing on the market, the 
putting into service, and the use of AI systems in the Union” according to Article 1 
par. 2 lit. a AIA, which also means that AI systems purely intended for scientific re-
search and development remain outside of its scope (see also recital 25). Never-
theless, this product safety approach drew criticism from civil society and some 
academics demanding more attention for fundamental rights aspects, specifically 
potential individual or collective harms resulting from AI deployment (European 
Digital Rights et al., 2023; Mantelero, 2022, pp. 83–85; Veale & Zuiderveen Borge-
sius, 2021, p. 112). The European Parliament started an attempt to reframe the ob-
jectives of the AIA in this direction throughout 2023. Those who feared that the 
AIA would break with the EU tradition of emphasising fundamental rights when 
regulating technology – specifically following the approach of the 2016 EU Gener-
al Data Protection Regulation (González Fuster, 2014, pp. 213–252) – will wel-
come this attempt to change the framing. Ultimately, the final text of the AIA can 
be seen as a hybrid regulation, with most of its provisions still focused on product 
safety, standardisation, and consumer protection. However, other provisions, such 
as those relating to unacceptable risks (“prohibited AI practices”) in Article 5 of the 
AIA, venture into the realms of non-discrimination, data protection, and even crim-
inal procedure law when it comes to safeguards against the misuse of “real-time” 
remote biometric identification systems in public spaces for law enforcement pur-
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poses. 

Section 2: Definition of (general-purpose) AI in the AI 
Act 

This article argues that the AIA marks a significant shift from reactive to proactive 
AI governance, which becomes particularly visible when considering the 68 defini-
tions enshrined in Article 3 AIA. For the better or worse, many of these definitions 
will become crucial reference points for AI governance going forward. They have 
been established through a democratically legitimised legislative procedure fol-
lowing a multi-stakeholder consultation process, in contrast to definitions purely 
focusing on technological developments, or economic opportunities. However, it 
might not come as a surprise that in absence of a universally agreed scientific defi-
nition of AI (Collins et al., 2021, p. 2), and with many of the subdomains of the 
field such as ML constantly evolving, it remains a complex task to create a useful 
legal definition of the regulatory subject (Hildebrandt, 2023). Besides the question 
on how to generally define AI or AI systems, three categories played an essential 
role in the discussion, namely: FMs, generative AI, and general-purpose AI systems. 
In a position paper relating to the trilogue negotiations the Future of Life Institute 
recommended that general-purpose AI systems include foundation models and 
generative AI systems, which should be reflected in the definitions used as well as 
the regulatory treatment (Brakel & Uuk, 2023, p. 4). 

According to Kai Zenner – the head of Office and Digital Policy Adviser of MEP Ax-
el Voss from the European People's Party (Christian Democrats) – throughout 2023 
the Parliament aimed at adopting a “holistic value chain” perspective with the in-
troduction of these new definitions and the accompanying provisions (Zenner, 
2023). Through proactive risk identification, enhanced testing and evaluation, as 
well as increased documentation requirements, the objective is to mitigate the 
challenges posed by the new AI based systems. In this way it should become pos-
sible to address potential harms such as language biases from an early stage of 
development, regardless of the final application of a general-purpose system. Sim-
ilarly, increased testing on aspects such as performance, predictability, safety, and 
cybersecurity should improve reliability. Finally, more available documentation 
should allow for a better understanding of the functioning of the systems to avoid 
the “black box society” effect of algorithmic decision-making (Pasquale, 2015, pp. 
191–195). The adopted European Parliament’s AIA version from June 2023 con-
tains a definition of FM, as well as a definition of a general-purpose AI system. 
Generative capabilities however are usually being discussed in connection with 
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FMs and are therefore not a separate legal category. This is also technically valid 
as generative systems are in fact a subclass of AI systems (Goodfellow et al., 
2014). Instead of assigning labels to unseen samples after training (as in case of 
discriminative models), the generative systems yield the probability of label as-
signment for a certain instance. 

The final AIA text, however, purely focuses on general-purpose AI and no longer 
makes a distinction between this category and FMs or generative AI. It defines 
general-purpose AI models in Article 3 par. 63 AIA as displaying “significant gener-
ality [...] capable of competently performing a wide range of distinct tasks regard-
less of the way the model is placed on the market and that can be integrated into 
a variety of downstream systems or applications”. Also, the exception for models 
used purely for research, development, or prototyping activities is emphasised 
here. Another definition exists for general-purpose AI systems mentioned in Article 
3 par. 66 AIA, which are based on the general-purpose models just defined, yet 
have “the capability to serve a variety of purposes, both for direct use as well as 
for integration in other AI systems”. This rather general definition will need more 
interpretation going forward, yet contains a lot of flexibility which might have ulti-
mately been the deciding factor for the legislators. Furthermore, “regular” general-
purpose AI systems have to be kept separate from those general-purpose systems 
using models with “systemic risk”. According to Article 3 par. 65 AIA this “means a 
risk that is specific to the high-impact capabilities of general-purpose AI models, 
having a significant impact on the Union market due to their reach, or due to actu-
al or reasonably foreseeable negative effects on public health, safety, public secu-
rity, fundamental rights, or the society as a whole, that can be propagated at scale 
across the value chain”. Hence, the AIA in its final version only refers to general-
purpose AI systems and models, which depending on their capabilities and impact 
are being classified as evoking “systemic risk” or not. This classification is associat-
ed with different regulatory requirements, which will be covered in more detail 
throughout Section 3. 

More generally turning to the definition of AI, the original Commission proposal 
contained an exceptionally broad definition adjustable via a specific regulatory ap-
pendix (Veale & Zuiderveen Borgesius, 2021, p. 109). The final text of the AIA now 
defines AI in the main text without using an appendix. This seems reasonable to 
avoid having an AI definition which is dependent on annexes, making it signifi-
cantly easier to understand and more legitimate from a democracy perspective. 
However, this choice also makes the regulatory text more abstract and less future-
proof, since a definition in an appendix can be relatively easily changed by the 
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Commission in collaboration with technical experts, whereas the change of a defi-
nition in the main text requires a cumbersome legislative procedure. Building on 
the standard established by the OECD in 2023 (Russel et al., 2023), Article 3 par. 1 
AIA defines an AI system as a “machine-based system that is designed to operate 
with varying levels of autonomy and that may exhibit adaptiveness after deploy-
ment, and that, for explicit or implicit objectives, infers, from the input it receives, 
how to generate outputs such as predictions, content, recommendations, or deci-
sions that can influence physical or virtual environments”. This coordination with 
the OECD could eventually pave the way to easier international alignment and co-
operation in AI governance (Bertuzzi, 2023a). Recently, also the Council of Europe 
in its Framework Convention on artificial intelligence and human rights, democra-
cy, and the rule of law has included a comparable definition in Article 2. The align-
ment of the OECD with its 38 member states geographically dispersed across Asia, 
Europe, and the Americas, the 47 Council of Europe member states plus 11 non-
member states working together on the AI convention, as well as the EU AIA ap-
proach might even signal an emerging international consensus on the definition of 
AI systems from a policy perspective. 

Section 3: Requirements and obligations 

Given the complexity of assigning a specific risk category to general-purpose AI 
systems due to the versatility of their application, it is perhaps not surprising that 
a separate chapter, separate from those for unacceptable, high-risk, and limited 
risk systems, was eventually included in the AIA, ranging from Articles 51 to 56. 
However, a notable addition to the provisions in this chapter is a transparency re-

quirement in Article 50 par. 2 AIA, which requires “providers”1 of general-purpose 
AI systems producing synthetic content (e.g. text, audio, video) to mark it as such 
in a machine-readable format. This should facilitate automated or human identifi-
cation of the output of general-purpose AI systems, helping to combat deep fakes 
and the spread of non-original content. While malicious content creators will likely 
find ways to circumvent this rule by manipulating the systems they use (e.g. 
tweaking open-source models, abusing models intended solely for research, or us-
ing models deployed outside the geographic scope of the AIA), its existence at 
least makes it possible to address this not only as an ethical violation, but also as 
a legal violation. It should be added that Article 85 of the AIA gives any natural or 

1. “Provider’ means a natural or legal person, public authority, agency, or other body that develops an 
AI system, or a general-purpose AI model, or that has an AI system or a general-purpose AI model 
developed, and places it on the market or puts the AI system into service under its own name or 
trademark, whether for payment or free of charge. 
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legal person the right to lodge a complaint with the competent national market 
surveillance authority if they have reason to believe that there has been an in-
fringement of the AIA, such as non-compliance with the transparency require-
ments for general-purpose AI systems. 

Given the reduction in definitions in the final version of the AIA compared to the 
version proposed by the EU Parliament in June 2023, as outlined in Section 2, it is 
perhaps not surprising that the provisions on requirements for placing general-
purpose AI on the market appear somewhat relaxed. The more fundamental rights 
focused approach of the Parliament clashed with a more industry friendly ap-
proach of the member states during the trilogue negotiations held during the sec-
ond half of 2023 (Bertuzzi, 2023b). In the final text, Article 53 par. 1 AIA contains 
four obligations for providers of general-purpose AI systems: first, they have to cre-
ate and publish a summary about the content used for training of the general-pur-
pose AI model (for this the supervisory authorities should provide a template). Sec-
ondly, they have to put in place a policy that allows them to comply with applica-
ble copyright legislation. Thirdly, they have to provide more detailed information 
and documentation to providers of AI systems who wish to integrate their models 
in their systems. Fourthly and finally, upon request they need to be able to provide 
documentation and information to oversight authorities in national countries, as 
well as the AI office established on EU level at the time of writing. Article 54 AIA 
contains a comparable set of rules for authorised representatives appointed by 
providers established in countries outside the EU. These politically agreed high-
level requirements have to be more detailed to be practically applicable. On the 
one hand, the AIA comes with Appendices XI and XII containing more detailed de-
scriptions of the elements that providers of general-purpose AI systems need to 
report to oversight authorities or other providers who wish to adapt a general-pur-
pose AI system. On the other hand, according to Article 53 par. 4 AIA and Article 
56 so-called “codes of practice” have to be developed and periodically adjusted by 
the newly established AI Office attached to the Commission, which will be covered 
in more detail in Section 4. 

The AIA favours providers of general-purpose AI models that release them under a 
free and open-source licence. They do not have to provide specific documentation 
to oversight authorities or providers who integrate their models into their systems, 
as it is assumed that this information is accessible by default. During the tense po-
litical negotiation process taking place throughout autumn 2023, there were ru-
mours that this exemption was also included to favour some European players. For 
instance, the French start-up Mistral AI is known for providing open-source mod-
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els, yet was later criticised for strengthening its cooperation with the American 
tech giant Microsoft (Hartmann, 2024). Regardless, some measures required now 
by the AIA are already widely adopted by the respective professional community. 
For example, open-source providers of popular AI frameworks (e.g. TensorFlow, 
SciKitLearn, OpenCV) maintain extensive documentation and detailed instruction 
of use on individual function level (TensorFlow, 2023). The same documentation 
combined with open availability of computational code is the fundamental re-
quirement for wider collaboration among a large number of developers. Similarly, 
version management systems combined with code debugging and revisions ad-
dress quality assurance requirements. This existing practice can be easily translat-
ed towards open-source AI models by additionally providing sufficient summary of 
training data (or metadata) in already existing standardised formats for data man-
agement and sharing. Hence, the AIA requirements related to documentation could 
be viewed as already “ingrained” in the open-source community to a large extent. 
Similarly, commercial providers of AI frameworks (e.g. SAS Analytics Software & 
Solutions) also provide comprehensive user documentation, often alongside inter-
active multimedia training for user base to provide sufficient instruction of use 
(SAS, n.d.). Given the commercial nature of their products, dedicated teams of pro-
fessionals maintain such systems through necessary updates and releases. 

Nevertheless, both open-source and regular general-purpose AI models have to 
comply with additional requirements in cases where their models are being classi-
fied as resulting in “systemic risk”. The criteria for this classification remain both 
vague and complex, and will need to be interpreted and updated by regulators 
along the 7 criteria provided in Annex XIII. Article 51 par. 1 AIA only loosely men-
tions concepts such as high-impact capabilities based on an evaluation of tools 
and methodologies including indicators and benchmarks, whereas par. 2 in con-
trast seems overly precise by stating that any model trained by means of a cumu-
lative amount of computation power – greater than 10^25 floating points precise-
ly – should fall into the systemic risk category. When considering this regulatory 
approach altogether, one can hardly avoid the impression that the legislators at 
some point stopped to consider technical details, and just put in the AIA what they 
had to in order to give executive authorities the means to start investigations re-
lating to the biggest and most capable models currently existing, and in addition 
to demand from the providers of those models that they take extra care when 
putting them on the market. This shift in power and responsibility becomes even 
more visible as, according to Article 52 par. 1 AIA, the providers of those general-
purpose AI models with systemic risk themselves need to notify the Commission 
that they meet the criteria. Alternatively, the Commission may decide to designate 
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a model as presenting systemic risk. 

While all of this may sound dramatic when considering legal certainty, closer 
scrutiny of Appendix XIII implies that the legislators try to target the very big and 
influential actors with these provisions, e.g. those having at least 10.000 regis-
tered business users, or those with access to very large amounts of computing 
power. Additional transparency on which models are considered systemic risk 
should be provided through a list that has to be published by the Commission in 
accordance with Article 52 par. 6 AIA. In conclusion, it remains to be seen how this 
dynamic set out by the AIA unfolds between the business community and the over-
sight bodies, namely the AI Office, the Commission, and the national oversight au-
thorities. A lot of details still need to be clarified, and the effectiveness of the ap-
proach will ultimately depend on actual enforcement practice. 

According to Article 55 AIA providers of general-purpose AI models with systemic 
risk have increased obligations to perform model evaluations and document ad-
versarial testing, need to assess and mitigate potential risks such as bias and dis-
crimination, need to document and report to the AI Office or national oversight au-
thorities whether serious incidents took place, and ensure an adequate level of cy-
bersecurity. All of this requires constant assessment and consideration of the po-
tential risks that might be associated with the commercial use of AI models . Ad-
vancements in prompt engineering and prompt injection pose significant chal-
lenges to complying with these obligations, particularly when it comes to ensuring 
safety and cybersecurity. Prompt injection, a vulnerability in LLMs, allows attackers 
to use malicious prompts which force a model to ignore its original instructions or 
perform unintended actions and leads to unauthorised access, data breaches, or 
manipulation of the model's responses (Shah, 2023). For instance, a data leak inci-
dent relating to Samsung highlights this issue. Samsung employees shared confi-
dential data with OpenAI’s ChatGPT, leading to sensitive information like semicon-
ductor equipment measurement data and source code becoming part of the AI's 
learning database, eventually accessible to anyone using ChatGPT (Petkauskas, 
2023). This incident underscores the potential for data breaches when using LLMs 
to review sensitive information, and the increasing obligation of providers of such 
models to make users aware of potential consequences in light of AIA adoption. 

Section 4: Enforcement, governance, and fines 

The product standardisation approach at the core of the original Commission pro-
posal for the AIA raised concerns around enforcement and finding the appropriate 
balance between a centralised/decentralised governance approach, as well as the 
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reliance on either public or private (e.g. self-certification) actors guaranteeing 
compliance (Veale & Zuiderveen Borgesius, 2021, pp. 111–112). In the final text, it 
seems that the legislators have opted for a model that centralises coordination, 
multi-stakeholder exchange, and expertise close to the Commission. Concretely, 
the facilitation of the implementation of the provisions of the AIA will have to be 
done by the newly established AI Office, which is attached to the Commission. The 
setup process of the AI Office started at the end of January 2024 (Kroet, 2024), 
which seems necessary in light of the fact that some provisions of the AIA start to 
become legally binding 6 or 12 months after conclusion of the legislative process 
and publication in the Official Journal. At the time of writing, there are concerns 
about whether enough experts can be found for the AI Office and whether the new 
structure will be able to work effectively with such time constraints (Gkritsi, 2024). 
Furthermore, at the Union level the European Data Protection Supervisor will play 
an influential role overseeing agencies such as Europol, Eurojust, and Frontex (see 
e.g. Art. 70 par. 9 AIA). Next to the roles for the new AI Office and the European 
Data Protection Supervisor, an Advisory forum representing multiple stakeholders 
including industry and civil society will be established (Article 67 AIA), as well as a 
scientific panel of independent experts (Article 68 AIA). 

Most enforcement powers – with the notable exception of the enforcement of pro-
visions relating to requirements and obligations concerning general-purpose AI as 
set out in Articles 88-94 of the AIA – will remain with member states and will be 
coordinated at national level through designated market surveillance authorities. 
The enforcement structure between member states will most likely differ strongly 
and become quite complex overall, as it is possible to have multiple national com-
petent authorities. Only the designation of a single point of contact is necessary 
(see Article 70 par.1, 2). Hence, within member states and according to their differ-
ent national administrative traditions, it is possible that the governance and en-
forcement will be divided across several existing or newly established authorities, 
as long as there is a single point of contact. It remains to be seen how data protec-
tion authorities try to position themselves in this debate. For instance, the Nether-
lands have already made clear that their data protection authority will also be in-
fluential in governing and enforcing the AIA (Autoriteit Persoonsgegevens, 2023), 
and the German data protection authorities have started to argue for a prominent 
role going forward (Krempl, 2024). The developments in the different member 
states should then be coordinated on European level through the newly estab-
lished European Artificial Intelligence Board (Article 65 AIA), which additionally 
has the tasks to collect and share technical expertise and best practices, develop 
advice on the implementation of the AIA, as well as issue recommendations and 
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written opinions, among others (Article 66 AIA). 

Reflecting on the proposed enforcement structure for a moment, and borrowing 
from the mixed experience in putting into place a comparable system for the en-
forcement of the 2016 European General Data Protection Regulation, critics might 
fear that too much competence remains in the nationally fractured domain of 
member states, which might have different political and economic priorities, dif-
ferent levels of AI related skills and literacy, as well as administrative traditions. To 
give a concrete example, over the last years the Irish data protection authority has 
been heavily criticised for being too cautious when engaging with American big 
tech companies, many of which have their European subsidiaries based in Ireland, 
clearly benefiting the local economy. This led to significant conflicts with the other 
national data protection authorities (e.g. relating to Meta and its policies around 
user consent for data collection), which were eventually moderated and settled 
through a dedicated procedure of the central European Data Protection Board 
(Daigle & Khan, 2020, pp. 20–21; Li & Newman, 2022, pp. 1707–1714; European 
Data Protection Board, 2023). Since the currently proposed enforcement structure 
for the AIA shows a similar decentralised pattern, and given that countries such as 
the Netherlands already indicated that their national data protection authority will 
be responsible for the supervision of algorithms and the AIA (van der Beek, 2023), 
it might not be unreasonable to be concerned that similar national differences in 
the interpretation and enforcement of the AIA will take place in the future. It is 
therefore notable that when it comes to enforcing the provisions relating to gener-
al-purpose AI, the legislator has placed the emphasis on more centralised enforce-
ment around the newly established AI Office and the Commission, perhaps on the 
assumption that very specialised knowledge and skills are required to carry out 
these investigations and procedures. 

Finally, to briefly address the potential fines for infringement of AIA provisions (Ar-
ticle 99), not respecting the rules around unacceptable risk can result in fines of up 
to 7% of the worldwide annual turnover for the preceding financial year for under-
takings, or alternatively maximum 35 million Euros of an administrative fine. This 
should probably be regarded as the consequence for unacceptable practices such 
as the creation of biometric databases by scraping the web as done by Clearview 
AI (Dul, 2022), or nudging and manipulating voters along the lines of the Cam-
bridge Analytica scandal (M. Hu, 2020). There are also types of fines which are 
lower and address less severe infringements of the AIA. Most relevant here is Arti-
cle 101 AIA, which addresses fines for providers of general-purpose AI models and 
where not the member states but the AI Office in collaboration with the Commis-
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sion plays a central role in model evaluation, especially when it comes to models 
categorised as systemic risk. In cases where the providers of those models infringe 
provisions of the AIA, supply incorrect, incomplete, or misleading information, or 
fail to cooperate with the AI Office and the Commission during an evaluation of 
the model potentially resulting in corrective measures or limiting market access, 
the Commission may, after a hearing, impose fines not exceeding 3% of annual to-
tal worldwide turnover in the preceding financial year, or a fine of 15 million Euros 
– whichever is higher. However, it should be noted that this Article 101 AIA will 
only apply as of August 2, 2026, whereas the other rules relating to general-pur-
pose AI will apply 12 months earlier as mentioned in the previous sections (see Ar-
ticle 113 lit. b AIA at the end). 

Section 5: Discussion: From reactive to proactive AI 
governance? 

AI Governance is probably one of the areas that most clearly demonstrate how 
challenging it has become to create respected and legitimate regulation in an in-
creasingly complex and diverse society, where perceptions of respect, fairness, sus-
tainability, and justice constantly shift (Taylor, 2023). Not only is the technology 
constantly changing and evolving in its capabilities but also the expectations 
about what it is supposed to achieve and for whom. In this context, it is worth 
carefully reflecting on the applicability of the AIA. Most notably, its rules will not 
apply to the area of national security and in particular the military sector (Bertuzzi, 
2023c), despite this sector being historically one of the main drivers in its develop-
ment (Morgan et al., 2020, pp. 3–5). Even more controversial than the regulation 
of general-purpose AI during the trilogue negotiations was the regulation of AI in 
the law enforcement context (Zellinger, 2023), an area which currently lacks guid-
ance as experiments relating to facial recognition and similar applications, such as 
emotion sensing, proliferate in many EU member states, such as France (Jasserand, 
2023). 

Despite these exceptions, many companies will find the stringent and horizontally 
applicable rules of the AIA limiting (Abecasis et al., 2024, pp. 24–25). Does the 
adoption of the AIA mean that the EU legislators stifle innovation, thereby hinder-
ing economic and societal progress? Given the complexity of the multi-dimension-
al AI governance landscape, this question fails to address the real issue at hand. 
Instead, one could ask whether innovation in a datafied society should only be dri-
ven by what is technically possible, leveraging short-sighted industry and econom-
ic objectives. In particular, general-purpose AI needs a more comprehensive vision. 
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In this sense, the adoption of the AIA could be seen as a shift from reactive to 
proactive AI governance, where democratically legitimised regulators – based on 
multi-stakeholder input – deliberate about and adopt definitions, establishing 
binding principles as guard-rails to steer AI market adoption. Here it should be re-
iterated that the AIA largely exempts general-purpose AI related research from its 
scope. In other words, the impact of AI and in particular general-purpose AI tech-
nologies on society has become too important to only have it steered by a few 
powerful players when it comes to reaping the economic benefits, and the re-
sponse of the EU is to leverage its internal market regulation power to create 
legally binding rules which go beyond ethical principles. 

From an EU-internal perspective and with the votes for the European Parliament 
having taken place in June 2024, regulation of AI systems seemed rather uncontro-
versial with a view to enhancing safety and trustworthiness. From an EU-external 
perspective, the already mentioned legislative efforts in the United States or the 
People’s Republic of China, as well as events such as the 2023 AI Safety Summit 
organised by the government of the United Kingdom on November 1 and 2, 2023 
(Sparkes, 2023), make it necessary for the bloc to strategically position itself in the 
global landscape. Considering these two perspectives, the shift from reactive to 
proactive AI governance seems to be an obvious choice, as it is quite likely that the 
EU legislators would also face severe criticism if they were simply not responding 
to the developments around general-purpose AI and leaving the definition of this 
space entirely to industry and big tech companies. 

However, the adoption of the AI Act and the rules for general-purpose AI also 
comes with many complex questions which need to be addressed in the years to 
come. First, the enforcement and enforceability of the rules requires the develop-
ment of sound administrative and market surveillance practices. This means that 
on the Union level new bodies such as the AI Office need to be adequately – both 
in quantity and quality of officials working there – staffed and integrated. Authori-
ties at member state level need to be defined and governance mechanisms mod-
elled to provide the right expertise to address complex standardisation and certifi-
cation issues and to provide easily identifiable points of contact and exchange for 
system providers. Next to that, the different efforts in the member states and at 
the Commission level need to be coordinated by the newly established European 
Artificial Intelligence Board, which also needs to develop guidance in the interpre-
tation of the rules and many Appendices of the AIA. However good and forward-
looking some of the substantive provisions of the AIA may be considered by the 
legislators who adopted it, without effective enforcement and governance, the 
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adoption of the AIA could ultimately lead to frustration among a population that 
sees the Union failing to deliver on its promises. 

Secondly, while the AIA may have considerable democratic legitimacy and authori-
ty mainly stemming from the broad consultation processes that have taken place 
at the initial development stage (Gstrein, 2022, pp. 756–758), it remains to be 
seen whether this will continue to be the case. Already the trilogue negotiation 
process in autumn 2023 was enormously stressful and required the adoption of 
many provisions and the making of considerable compromises in little time, as it 
seemed possible that the AIA would never be adopted (Bertuzzi, 2023b). On top of 
that, many of the current rules in the AIA – such as those relating to general-pur-
pose AI and the systemic risk category – require detailed interpretation by the Eu-
ropean Commission and the AI Office. Such delegation of powers comes with chal-
lenges to democratic legitimacy, as the actual decisions will eventually be taken 
by technocrats and not elected representatives. To name just one example to illus-
trate the challenge that comes with this approach, the phase-out process of the in-
candescent light bulb technology between 2009 and 2013 was based on broad 
guidelines set in the so-called Eco-Design directive adopted by the legislators and 
further interpreted and implemented by the EU Commission. Once regular citizens 
realised they needed to get rid of their seemingly beloved (conventional) light-
bulbs – because “the Commission” decided this – and replace them with more en-
ergy-efficient versions, this sparked a significant backlash policy-makers had to 
deal with (Stegmaier et al., 2021, pp. 16–19). The legislators might have learned 
from this experience since Article 97 AIA contains reporting duties for the Com-
mission, a potential sunset period for power delegation of five years, as well as the 
possibility of revoking the powers from the Commission for both the Parliament 
and the Council. 

Thirdly, and finally, probably the biggest uncertainty relating to the adoption of 
the AIA and its rules addressing general-purpose AI relate to the future-proofing of 
the act. It remains unforeseeable how the field will develop and to which extent 
the EU as a regulator will be able to influence this development. The future-proof-
ing of the AI Act needs to focus specifically on general-purpose AI and foundation 
models, as these types of AI are the most likely to be covered by the AIA exception 
for military and national security applications. This dual focus provides both ad-
vantages and disadvantages for governance. With proper guidance from the Euro-
pean Commission and the AI Office, it is possible to ensure that general-purpose AI 
and foundation models are developed with built-in ethics-by-design principles. 
However, the scope of regulatory interpretation by the Commission and the AI Of-
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fice may be constrained, as military and national security applications of these 
technologies could be siloed off into parallel processes. This bifurcation necessi-
tates clear delineation and robust oversight to balance innovation with ethical 
considerations and security requirements. 

Certainly, the regulators will hope that, similarly to the Brussels effect manifesting 
in data protection law with the adoption of the 2016 EU General Data Protection 
Regulation (Bradford, 2020, pp. 131–169), the AIA might become a regulatory 
“gold-standard” which will be copied in other jurisdictions around the world. How-
ever, data protection and AI regulation are clearly two very different fields, as the 
origin of the former lies in the 1970s, having had the time to develop incremental-
ly over decades, also through an EU directive adopted in 1995 (Gstrein & Zwitter, 
2021, pp. 2–3). In other words, the principles and individual rights at the core of 
data protection law were already well established once the work on the General 
Data Protection Regulation began. When it comes to AI and in particular general-
purpose AI, the field will most likely continue to develop very dynamically, and the 
position of Europe in comparison to other powerful actors such as the United 
States or China seems to be clearly less influential. It therefore probably does not 
come as a surprise that the biggest concern of many European corporations is not 
per se regulation in the form of the AIA but the lack of accessibility of capital to 
develop products and services (Abecasis et al., 2024, p. 25). Recently this was also 
confirmed by a report of the European Court of Auditors assessing the EU strate-
gies around research and investment in AI to become a leader in the field. It con-
cluded that the measures by the European Commission and the member states 
were not effectively coordinated, and that the investment in AI did not keep pace 
with their global counterparts (European Court of Auditors, 2024, pp. 4–6). 

Conclusion 

The EU AIA represents a paradigm shift in the governance of AI, moving from a re-
active to a proactive regulatory framework. This shift aims to address the rapidly 
evolving capabilities of general-purpose AI and ensure that regulation keeps pace 
with technological advances. As a hybrid regulation, the AIA combines many differ-
ent areas of law, with a predominant focus on product safety and standardisation, 
although elements of fundamental rights protection and even criminal procedural 
law can be found within this broad framework. The European Parliament's at-
tempts to put fundamental rights at the core of AI governance ultimately had to be 
compromised with the Commission's initial attempt to stick to a consumer protec-
tion focused legislative tradition which finds its legitimacy in internal market poli-
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cy, as well as the more industry and research-friendly perspective of the member 
states. Otherwise it might not have been possible to present the final act before 
the end of the legislative period. In this sense, it could be argued that the AIA 
seeks to balance innovation with ethical considerations. Nevertheless, complex 
challenges remain in terms of enforceability, democratic legitimacy, and future-
proofing. 

The implementation of the AI Act will face many challenges, particularly in terms 
of enforcement and governance. The establishment of the AI Office, together with 
the European Artificial Intelligence Board, is essential to provide the necessary ex-
pertise and coordination between member states. Effective enforcement will de-
pend on the ability to harmonise the different regulatory landscapes across the EU 
and ensure consistent application of the rules. In addition, the future-proofing of 
the AIA will require continuous adaptation to technological advances and emerg-
ing risks. Establishing the AIA in the absence of a universally accepted scientific 
definition of AI will remain a significant challenge, especially given the evolving 
nature of sub-areas such as ML. These efforts, in line with international standards 
such as those of the OECD, highlight the complex interplay between technical un-
derstanding and legal categorisation. In addition, the exclusion of military and na-
tional security applications from the scope of the AIA requires clear delineation 
and robust oversight to avoid regulatory loopholes. The EU's proactive stance, if 
successfully maintained, could set a global benchmark for AI regulation, influenc-
ing practices beyond its borders and promoting a balanced approach to AI gover-
nance. Looking ahead, the AIA has significant potential to set a global benchmark 
for AI regulation. However, its success will ultimately depend on effective enforce-
ment, fruitful intra-European and international cooperation, and the EU's ability to 
adapt to the rapidly evolving AI landscape. 
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