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Preface

The digital transformation profoundly impacts our economies. Advances in information
and communication technologies (ICT) that were deemed impossible just decades ago keep
bringing down the costs of collecting, storing, and transmitting information exponentially (see,
e.g., Leiserson et al., 2020; Mack, 2011). The impact and breadth of technological progress
is immense and not only spurred the invention of countless new products – some of which
quickly evolved into entire industries – but also revolutionized the way our economies are
organized (Greenstein, 2015; Bresnahan et al., 2002). The macroeconomic importance of
technology for continued economic progress is hard to underestimate, and the extent to
which new knowledge and information contribute to the creation of economic and societal
welfare has never been as high as today.1 At the same time, despite unprecedented efforts
to innovate and develop new technologies, knowledge creation and productivity growth are
slowing (see, e.g., Goldin et al., 2024; Park et al., 2023; Bloom et al., 2020; Gordon, 2017). It is
therefore paramount to study and understand the knowledge economy (see, e.g., Drucker,
1969; Mokyr, 2002; Powell and Snellman, 2004; Antràs et al., 2006) as a distinct yet interrelated
part of the economy in order to unlock the full potential of the digital transformation to the
benefit of our societies (Goldfarb and Tucker, 2019).

The rise of the knowledge economy and the digital transformation are inextricably linked to
each other and, at the same time, embedded in thewider economywhere they simultaneously
affectproduction, consumption, and labormarketswhile being intertwinedwith keyeconomic
developments. A fundamental principle of this complex transformation is that ICTs enable
the globalization of economic activity by reducing the costs of coordination and information
transmission over distance (see, e.g., Helpman, 2009; Freund and Weinhold, 2004). This
relaxes geographic frictions that have constrained economic activity to a particular location
formost of history. Consequently, the digital transformation is closely linked to the geographic
reorganization of the world economy that shapes the information age (Forman et al., 2018). In
previous decades, digital technologies facilitated the emergenceof complex global production
networks by fostering coordination between suppliers, firms, and their customers (Baldwin,

1 In line with canonical macroeconomic models (Aghion and Howitt, 2008; Romer, 1990; Arrow, 1962), ample
empirical evidence shows that the share of economic growth attributable to technological progress increases
(see, e.g., Helpman, 2009; Baily, 2002; Hall and Jones, 1999), and that improvements in ICT play a key role (see,
e.g., Draca et al., 2007; Lipsey et al., 2005; Baily and Lawrence, 2001; Jorgenson and Stiroh, 1999).
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2017). This triggered tremendous economic gains from exploiting comparative advantage
and fueled the concentration of the knowledge economy in advanced economies. As a result,
goods production is geographically highly fragmented, while knowledge work remains largely
localized and regions fiercely compete to attract global talent to work for local firms (Glennon,
2024; Kerr, 2020).

This might change with the current wave of technology-induced globalization. For a long
time, leading scholars have predicted the ‘death of distance’ in knowledge work enabled by
ICT (e.g., Cairncross, 1997; Baldwin, 2017; Baldwin and Dingel, 2022), but evidence supporting
this hypothesis remains scant (Glaeser and Ponzetto, 2010). In recent years, however, digital
technologies have developed further, and prominent new digital products have emerged that
specifically target the needs of white-collar officeworkers. For example, cloud-based software
enables knowledge worker teams to streamline and synchronize computer-based projects
online in real-time, such that anyone with an internet connection can access materials from
anywhere in the world (Choudhury, 2020; Choudhury et al., 2021). Digital technology not only
provides knowledge workers with online access to project material but also offers sufficiently
close substitutes for face-to-face meetings through tools for online virtual interaction, if used
appropriately (Karl et al., 2022; Samuel, 2015). A variety of digital products and services for
both asynchronous – e.g., chat rooms, forums, e-mail, or project feeds – and synchronous –
e.g., virtual audio and videomeetings – communication is available and widely adopted by
knowledge workers. Additionally, office closures during the pandemic acted as a catalyst for
the widespread uptake and acceptance of digital tools for virtual interaction, which further
increased remote collaboration and teleworking (OECD, 2021).

These and related technological and cultural developments significantly decrease the barriers
to remote work and collaboration, making it more likely than ever that geographic distance
becomes less important in knowledge work. First empirical evidence already points in this
direction (Emanuel et al., 2023; Chen et al., 2022). Still, it is essential to develop a thorough
understanding of whether and how digital technologies affect the geographic organization of
knowledge work since these developments will not only impact productivity and economic
growth but also, e.g., regional development, labor markets, office workplaces, and cities.
Additionally, with continuous progress at the technological frontier – think, for example, of
real-time capable team assistants based on artificial intelligence (Dell’Acqua et al., 2023) or
on-the-fly audio language translation (Megasis Network, 2023) – it is already foreseeable that
geographic barriers for collaboration in knowledge work will continue to fade (cf. Baldwin and
Dingel, 2022). Thus, we should learn from observing and studying the early-stage and limited
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application of such technologies in the knowledge economy today, as findings might provide
valuable insights for the broader roll-out and potential future developments. Producing
knowledge on these phenomena allows us to design effective, evidence-based policies that
shape these developments to the benefit of our economies and societies.

∗ ∗ ∗

In this dissertation, I empirically study economic impacts of digital transformation in
four essays. Within the context of digital transformation, all essays are linked through
their connection to the shift of labor markets towards knowledge work and how this
affects economic geography or vice versa. In the first essay, I show local information and
communication technology infrastructure, the basic precondition for connectivity, enables
places to grow their economies. Importantly, growth effects are associated with significant
structural change towards manufacturing employment in connected regions. The second and
third essay explore the role of geographic distance for knowledge worker collaboration and
differentiate between colocation, distance, and border effects while considering links to social
connectedness and culture. Finally, the fourth essay emphasizes the role of online platforms
in allowing knowledge workers to signal skill in the labor market from anywhere. Although
united by the common theme briefly outlined here, each essay addresses a specific research
question in digital economics and features a unique setting. Therefore this dissertation is
structured into four self-contained chapters that can be read independently.

The first chapter explores the effects of internet infrastructure provision on local economic
growth. Existing literature shows that broadband internet infrastructure, the basic
precondition to participate in the digital economy, fosters economic growth in countries
with a workforce that is highly educated (e.g., Czernich et al., 2011; Akerman et al., 2015). In
this chapter, together with Valentin Lindlacher, I show this finding extends to remote areas
in developing countries with a large informal sector and an low-skilled workforce. Further,
already low-speed internet connectivity accessed predominantly in cybercafés spurred a
significant increase in local economic activity. The accompanying structural transformation
of labor markets in connected regions towards manufacturing employment suggests digital
technology facilitates economic growth by enabling higher-productivity work in the formal
sector. These results document that internet availability, as the basic precondition for
digital transformation, is economically beneficial in various economic contexts. The digital
transformation critically depends on the presence or absence of physical infrastructure and,
therefore, is inherently intertwined with geography. As general-purpose technology and a
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fundamental building block for other technologies, internet availability shapes local labor
markets and fosters economic growth.

In the second chapter, I shift focus from the basic precondition for digitization to its frontier
and investigate the capability of digital technology to bridge regions by enabling remote
collaboration. In particular, I explore to what extent geographic distance still matters for
collaboration in one of the most digitized settings of the knowledge economy: software
development. I generally observe software developers to be highly concentrated in space and
collaboration is about nine times higher for colocated compared to non-colocated developers.
However, besides colocation, increased geographic distance is not significantly associated
with less collaboration, unlike in less digital social networks. Furthermore, despite colocation
being associated with higher collaboration rates, the colocation effect is much smaller than
for inventors or in the social network. Especially collaboration within large organizations and
weak ties are more distributed in space. These descriptive findings suggest the relevance of
geographicdistanceandcolocation is subdued inadigitalwork setting. As a result, digital tools
potentially integrate the digital economy’s workforce geographically and allow knowledge
workers to contribute and participate in projects from anywhere, although still not to the
same extent as colocated workers.

The third chapter continues to study knowledge worker collaboration across space and, in
particular, revolves around international collaboration in software development. It addresses
the question of whether cross-border collaboration of knowledge workers is subject to a
border effect, i.e., a reduction of collaboration across international borders. Border effects
are widely studied in economics and have been found sizable for various economic outcomes,
most prominently goods trade (e.g., Santamaría et al., 2023b; McCallum, 1995). For digital
knowledge work like software development, however, typical drivers of the border effect such
as transport costs do not apply, and hence, their absence could further facilitate globalization
in the knowledge economy. Data on open-source software developer collaborations reveals
a sizable border effect that is, however, about five to six times smaller as in trade. Further
results in this chapter, based on joint work with Lena Abou El-Komboz, demonstrate that the
remaining border effect is entirely explained by cultural factors such as a shared language or
overlapping interests. These findings are in line with the results from the second chapter and
point toward reduced barriers to collaboration in digital work environments. Specifically, the
results emphasize the importance of cultural factors for international collaboration in digital
knowledge work, where geographical and technological constraints are less prevalent.

IV
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Lastly, the fourth chapter focuses on knowledge worker labor markets and specifically
investigates if software developers signal skill through activity on public online platforms.
If valued by employers, skill signals on such platforms can be obtained independent of a
developer’s geographic location, in contrast to traditional signals such as formal degrees from
prestigious schools. In this sense, online activity on public open-source software platforms
is a less geographically discriminatory signal of skill and could potentially relax geographic
frictions in knowledge worker labor markets. An important economic phenomenon in this
setting is that such signaling activity generates significant positive externalities from open-
source software production. Generating open-source software is an increasingly important
and highly valuable public good (see, e.g., Korkmaz et al., 2024; Hoffmann et al., 2024).
Together with Lena Abou El-Komboz, in this chapter I find that private labor market incentives
in the formof software developers’ career concerns indeed spur significant activity on anopen-
source software platform, although the activity is less targeted towards the community and
more towards activity with high labor market value. This suggests digital technology enables
developers to successfully participate in the labor market independent of their geographic
location while, at the same time, generating societal value.

Overall, this dissertation documents inclusionary effects of the digital transformation. Digital
technology connects regions, economies, and most importantly: people. While local
connectivity is the precondition to participate in the benefits of the digital economy, internet-
based digital tools facilitate communication and information flows so that knowledgeworkers
can interact and collaborate more seamlessly. As a result, participation in the digital
economy becomes easier for people located anywhere, making the economic landscape
less geographically discriminating. At the same time, results show that geographic frictions
have, by far, not vanished yet – even in highly digitized settings. Naturally, this dissertation
does not aim to offer a holistic assessment of the net economic and societal welfare effects of
digital transformation. Other research regards negative effects of the digital transformation
and points out mitigation strategies. Here, I explicitly focus on the potential of digital
transformation to bring along economic benefits in the knowledge economy. In this spirit,
this dissertation highlights relevant settings in the digital economy that emphasize economic
benefits of digital transformation through technology that connects people across space.

∗ ∗ ∗

On ameta-note, digital transformation impacts not only our economies but also the way they
are studied. I thereforewant to highlight twogame-changingbenefits of digital transformation
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relevant to economic research, including this dissertation. First, digital technology opens
unprecedentedmethodological possibilities for social science research (Angrist et al., 2017).
Most importantly, computing power capable of analyzing large-scale datasets has become
accessible to researchers (Lazer et al., 2020). This sparked the creation of software packages
and empirical tools for data analysis and empirical research (Muenchen, 2012), bringing
down the fixed costs of conducting empirical economic research with observational data.
For example, this dissertation benefits from large-scale regression analysis implementations
with high-dimensional fixed effects (e.g., Correia, 2019; Berge et al., 2023), efficient memory
storage techniques (e.g., Morgan, 2022), and natural language processing algorithms (e.g.,
Wickham et al., 2024).

Second, digitization produces vast amounts of data, and although only a fraction of this
data is accessible to researchers, this produces nearly endless and previously unheard-
of opportunities to study societal and economic phenomena empirically (Varian, 2014).
For example, in this dissertation I use calibrated data on nighttime luminosity captured
by satellites (Li et al., 2020), allowing me to proxy economic activity at a high spatial
resolution anywhere in the world. In other projects, data from a large online code repository
platform provides access to detailed activity streams of new software developers worldwide
(Gousios, 2013), making it possible to study the production process of software in great
detail and observe knowledge workers’ spatial and temporal activity patterns at granular
scale. Moreover, extensive data on online behaviour collected by Obradovich et al. (2022)
allows me to observe overlaps in shared interests between social groups along hundreds of
thousands of dimensions, representing a novel bottom-upmeasure of cultural proximity with
unprecedented granularity and depth.

As a researcher, I am amazed and at the same time humbled by these possibilities for science
and evidence-based policy consulting enabled by digital transformation. In this spirit, I
attempt to distill both new and relevant knowledge from available data using state-of-the-art
empirical methods in this dissertation.

Keywords: digitization; software; knowledge work; culture; language; ICT; develop-
ment; nighttime light; Africa; growth; cybercafé; geography; networks;
knowledge economy; colocation; digital platforms; signaling; open
source; job search

JEL-No: F66; H40; J24; J30; J61; L17; L84; L86; O18; O30; O31; O33; O36; R11; R32
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1 Digital Infrastructure and Local Economic Growth:
Early Internet in Sub-Saharan Africa

Westudy if low-speed internet availability fosters local economic growth in rural areas of devel-
oping countries by analyzing remote towns in Sub-Saharan Africa. Wemeasure local economic
growth of each town by tracking nighttime light emissions. In a difference-in-differences
setting, we exploit exogenous countrywide shocks to internet availability induced by subma-
rine cable arrivals in the 2000s anduse the rollout of national inter-regional fiber cables to iden-
tify towns incidentally connected early. We find that internet availability induces economic
growth. Compared to a control group of similar but later connected towns, connected towns
experience 11 percent higher light intensity, which translates to 3.3 percentage points higher
annual economic growth in the years after internet connection. Additional results suggest this
is mainly driven by per-capita productivity growth and not bymigration into connected towns.
The effect is stronger in towns with better access to regional markets and internet availability
is associated with a shift from agriculture to manufacturing in regional employment.1
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1 Internet and Local Economic Growth

1.1 Introduction
In the last decades, the provision of digital infrastructure enabled widespread access and
adoption of the internet in most parts of the world. Evidence shows positive effects of
broadband internet availability on individual-level economic performance (see, e.g., Akerman
et al., 2015) and country-level economic growth (see, e.g., Czernich et al., 2011) for developed
countries. Hopes are high that internet access fosters regional economic growth in the
developing world as well (World Bank, 2016). For example, in Sub-Saharan Africa (SSA),
where impulses for economic growth are needed urgently to fight poverty, governments,
public-private partnerships, and private consortia alike invest large amounts of money in
internet infrastructure projects. However, provision of internet access is complex and costly
due to a lack of legacy infrastructure such as fixed-line telephony networks (see, e.g., Williams,
2010).2 Until 2020, SSA countries invested more than 28 billion USD into their national
internet backbone (Hamilton Research, 2020).3 Despite these enormous digital infrastructure
investments, a growth effect of internet in SSA is not assured. Low population density apart
from the mega-cities, missing hardware, financial constraints, and a lower willingness to pay
lead to low adoption rates (World Bank, 2016). At the same time, the potential of the internet
seems particularly high in SSA since alternative ICT is largely absent (ITU, 2019). Given the
large investment requirements and unclear economic benefits, it is crucial to understand how
internet availability affects regional economic development in SSA, especially in rural areas
where provision is particularly costly.

In this paper, we examine whether internet availability causes local economic growth in
remote areas of Sub-Saharan Africa and, as a result, contributes to rural development. In
contrast to the existing literature, we focus on the extensive margin of internet provision
in a developing-country setting featuring low literacy rates and agrarian, labor-intensive
economies. Specifically, we study remote towns during the initial introduction of the internet
in SSA through the first wave of internet-enabled submarine cables from 1999 until the mid-
2000s, enabling low-speed internet connectivity (0.5-2Mbps). At the time, people accessed the
internet predominantly in cybercafés, small community-based internet centers that provide
local communities with internet access using minimal infrastructure (see, e.g., Southwood,
2022). We track economic activity at the town level in response to plausibly exogenous shocks
in local internet availability. To assess potential mechanisms, we decompose growth of towns

2 Ngari and Petrack (2019) estimates that laying down one kilometer of fiber-optic cable in SSA costs between
USD 15,000 and 30,000.
3 Facebook announced an effort to build a new internet-enabled submarine cable (SMC) to Africa for one billion
USD in 2020 (Rascouet et al., 2020; Anderson and O’Connor, 2020). China plans to invest more than 60 billion
USD in Africa’s digital infrastructure as part of its ‘Belt and Road’ initiative (Invesco, 2019).
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into spatial expansion (extensive margin) and density of economic activity (intensive margin)
and interpret these components as pointing more towards population or productivity growth,
respectively. We corroborate this analysis with an assessment of changes in local population
density. In addition, we investigate changes in regional employment shares to study structural
transformation associated with internet availability.

Our baseline sample captures the evolution of 210 remote towns in 10 SSA countries provided
with (international) internet bandwidth between 1999 and the mid-2000s and a pre-existing
national backbone outside larger cities. We tap two main data sources. First, we measure
local economic growth, the key outcome of interest, using nighttime light (NTL) intensity
captured by satellite, a well-established proxy introduced by Henderson et al. (2011) at the
country level and validated by Storeygard (2016) on the city level for SSA. We compute yearly
economic activity of each town by assigning NTLs to individual agglomerations via built-up
areas from Africapolis. Second, we use data on the rollout of national internet infrastructure
backbones from Hamilton Research (2020) to measure internet infrastructure availability in
each town. The data comprises a comprehensive record of the locations of internet access
points in SSA. Because data only starts in 2009, we conduct an extensive review of national
backbone deployment projects to assign construction years to access points. This enables us
to study the early- andmid-2000s when the first wave of sub-marine cable arrivals brought
the internet to SSA for the first time at noticeable scale.

To identify the causal effect of internet availability on local economic growth, we exploit
quasi-random variation in the timing of country-wide internet access induced by the arrival of
the first wave of sub-marine cables (SMCs) in SSA. This approach was established by Hjort
and Poulsen (2019), who exploit an internet speed upgrade induced by the second wave
of SMCs with higher capacities. In a difference-in-differences framework, we additionally
exploit the national backbone expansion to define comparable treatment and control towns.
National backbone expansions aim to connect political and economic centers (Williams, 2010).
Importantly, towns locatedon-routebetween such ‘nodal cities’ typically receive accesspoints.
We assign treatment status to towns that were connected to the national backbone when
the internet became available country-wide, while the control group consists of similarly-
sized towns getting internet connection only later. In a fixed effects model with town and
country-year fixed effects, we then compare economic growth of towns with backbone access
at the time when internet becomes available country-wide for the first time to a control group
of similar towns getting access only later. Our key identifying assumption is that treatment
and control group towns would have evolved similarly in the absence of treatment. This
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assumption cannot be tested for, but we estimate a dynamic event-study specification of
our model to show that there are no differences in pre-treatment trends of economic activity
between treatment and control group towns.

We find that connection to the internet through an access point on average leads to a
11 percent increase in NTL emission of towns in rural SSA in the years after country-wide
connection compared to a control group of similar towns not connected through an access
point at that time. Applying the established light-to-GDP elasticity from Henderson et al.
(2012), this translates into about 3.3 percentage points higher economic growth. We then
decompose this overall effect into measures for intensive- and extensive-margin growth and
find higher statistical significance for intensive-margin growth, suggesting an increase of
per-capita productivity. Together with the fact that we do not find effects on population
growth, this points towards economic development rather than a spatial redistribution of
economic activity. Further, we find this effect accompanied by a shift in regional employment
shares. In regions with connected towns, manufacturing employment shares increase by
1.3 percentage points relative to regions getting connected later. This is consistent with the
literature on industry-bias of ICT towards high value added sectors (see, e.g., Baumol, 1967;
Ngai and Pissarides, 2007). Heterogeneity analyses with respect to different measures of
market access suggest stronger effects in towns better integrated into regionalmarkets, in line
with existing works that establish complementarity between ICT and trade (see, e.g., Baldwin,
2019; Steinwender, 2018).

To ensure that our results are indeed driven by internet availability, in addition to town and
country-year fixed effects, we control for the rollout of mobile GSM coverage.4 Our model
further takes into account potential changes in the importance of geographic factors over
time. Apart from absent pre-trends, placebo tests corroborate that the effect is tied to the
unique structure of the exogenous variation we exploit. It is therefore unlikely that treatment
is confounded by parallel infrastructure rollouts. Nevertheless, we assess this possibility
more directly using georeferenced survey data on electricity availability and find no evidence
in support of parallel expansion of electricity grids. We assess robustness of our results to
alternative model specifications, in particular regarding the composition of the control group
andmeasurement approaches. Finally, we estimate less demanding variations of our model
to assess robustness on larger sample sizes and external validity.

This study makes three main contributions. First, our unique settings allows us study the
4 During our observationperiod, all countries only hadbasic (GSM)mobile coveragewhich enables calls andSMS
messaging, but not surfing the web. Importantly, 3G coverage, and therefore mobile internet, was unavailable.
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causal effect of internet availability on local economic growth in a sample of remote towns in
rural SSA.Weare the first to showandquantify significant effects for rural SSAduring theperiod
when internet first became available in these areas, which feature labor-intensive, agrarian
economies. We show that internet availability has an effect on economic growth beyond
political and economic centers and thus contributes to rural development in developing
countries. Second, while most studies are concerned with broadband internet, we focus on
low-speed connectivity. As alternative means to access the internet in SSA were non-existent
or prohibitively expensive, especially in rural areas, our shock truly measures the extensive
margin of internet, from virtually no connectivity to speeds between 0.5 and 2 Mbps enabling
basic functionality like e-mail and web browsing. Third, people in rural SSA predominantly
access the internet via cybercafés during the 2000s before mobile internet spread to rural
areas from 2010 onward. We contribute by examining growth effects of the internet in the
context of these community-based and cost-efficient institutions, which are overlooked in the
literature with its heavy focus onmobile internet.

The remainder of this paper is organized as follows. First, we discuss related literature in
Section 1.2. Section 1.3 introduces the data. In Section 1.4, we present our empirical strategy.
Results are provided in Section 1.5 and Section 1.6 concludes with a discussion.

1.2 Related literature
Internet and economic growth. We contribute to three main strands of literature. First, we
add to the broad literature assessing the impact of the internet on economic growth. For
developed countries, the effect of digital infrastructure and especially (broadband) internet
has been assessed widely. For example, Czernich et al. (2011) identify an effect of broadband
infrastructure on annual per-capita growth in OECD countries. Bertschek and Niebel (2016)
find a firm-level productivity effect of mobile internet in Germany. For the US, Kolko (2012)
finds a positive relationship between broadband expansion and a host of local economic
outcomes such as population growth, employment, and wages. For developing countries,
Hjort and Tian (2021) survey the evolving literature on internet and growth. Much of this
literature is focused onmobile internet, as mobile phones are the main technology through
which individuals access the internet in developing countries at least since 2010 (see, e.g.,
Rodríguez-Castelán et al., 2021; Williams et al., 2011; Aker and Mbiti, 2010). Several recent
studies examined the effect ofmobile internet availability in developing countries in the 2010s
and quite consistently found an increase in consumption and a reduction in poverty, e.g., in
Nigeria (Bahia et al., 2020), Senegal (Masaki et al., 2020), and Tanzania (Bahia et al., 2021).
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Focusing onmobile internet use, Roessler et al. (2021) show smartphone use increased per-
capita household consumption significantly. In contrast, Suri and Bhattacharya (2022) find no
impact on a wide range of economic outcomes including employment and consumption in a
RCT distributing free phone data in Kenya. Haftu (2019) observe an effect of mobile phones
but not for internet availability on per-capita income at the country level. Similarly, Rotondi
et al. (2020) find an effect of mobile phone coverage and ownership on rural development
in developing countries. At the country level, Thompson and Garbacz (2011) finds stronger
effects of mobile internet in low-income countries, but no effects of fixed-line broadband.
Evidence on the channels through which economic outcomes in developing countries are
affected by the internet remains scant. Generally, the broader literature suggests internet
advances economic growth by reducing information frictions, improving themanagement
of supplies, increasing the productive efficiency of firms, and reducing transportation costs
(see, e.g., Aker, 2010; Hjort and Tian, 2021). In Brazil, Barbosa et al. (2021) find organizational
firm restructuring and employment losses in response to broadband availability. Hjort and
Poulsen (2019) study the employment effects of large increases of available international
bandwidth around 2010 in SSA and find a skill-biased and net positive employment effect at
the individual level. In a comment, however, Roodman (2024) questions the validity of these
results and ascribes them to geocoding andmeasurement errors.

Our study is the first to causally investigate growth effects of early, low-speed connectivity
when the internet first became available in rural SSA. This contrasts with the literature’s focus
onmobile internet after 2010, which leads to the previously prevalent institution of cybercafés
being largely overlooked. Cybercafés are important institutions that introduced the internet
to most individuals in SSA during the 2000s (Southwood, 2022). As cybercafés do not require
individual-level hardware, they are extremely cost-efficient and serve entire local communities
with minimal infrastructure. It is important to understand such community-basedmodes of
technology access as well as their economic effects in more detail. Especially in remote areas
orwhere legacy infrastructure is lacking, their scalability and cost-efficiency is a crucial feature
to achieve widespread adoption quickly. This work emphasizes that internet infrastructure
availability in a setting where cybercafés are the predominant access technology enhances
local economic growth in remote areas of developing countries.

ICT andmarket integration. A growing literature investigates the effects of information and
communication technologies on market integration. ICT facilitates the integration of markets
by improving communication and information flows. Reserach shows that, by reducing
information frictions, ICT enhances, e.g., the efficiency of labormarkets (Autor et al., 2015) and
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fosters trade (Leuven et al., 2021; Steinwender, 2018; Freund and Weinhold, 2004). Generally,
ICT is found to exhibit a skill- and sector-bias and therefore affects industries and occupations
differently (see, e.g., Michaels et al., 2014; Ngai and Pissarides, 2007; Autor et al., 2006; Baumol,
1967) and likely also has differential effects on trade (Grossman and Rossi-Hansberg, 2008).
For developing countries, the literature on the role of ICT for market efficiency is still slim.
Baldwin and Forslid (2023) argue digital technologies enable developing countries to pursue
a services-led growthmodel by exploiting comparative advantages in previously untradable
sectors. In their seminal paper, Jensen (2007) shows how price dispersion drops in response
to mobile phone adoption in rural India around 2000. Aker (2010) confirms this effect of the
introduction of mobile phones on prices between 2001 and 2006 in Niger. For Chinese firms,
Fernandes et al. (2019) observe increased exporting in response to internet availability.

This paper shows even remote towns in rural SSA benefit from internet availability. We add
to this literature not only with our focus on remote areas in developing countries but also
by explicitly analyzing low-speed, community-based internet connectivity. With the notable
exception of Jensen (2007), the literature neglects the important era when ICT technologies
became first available in the developing world. In line with existing literature studying
developed economies, our analyses suggest a complementary between (regional) trade and
ICT even in a setting with agrarian and labor-intensive economies and low literacy rates.

Regional development, geography, and infrastructure. There is a large body of related
literature on the effect of infrastructure provision on regional development. Infrastructure
provision is typically much less profitable and at the same timemore expensive in rural areas
(see, e.g., Chaurey and Le, 2022). There is an established literature for developing countries
for non-digital infrastructure, most importantly transportation (see e.g., Asher and Novosad,
2020; Banerjee et al., 2020; Aggarwal, 2018; Donaldson, 2018; Jedwab et al., 2017; Ghani
et al., 2016; Storeygard, 2016; Faber, 2014) and electricity (see e.g., Lee et al., 2020; Burlig and
Preonas, 2016; Chakravorty et al., 2014; Grogan and Sadanand, 2013; Rud, 2012; Dinkelman,
2011). Although not in all settings, this literature largely finds infrastructure beneficial for
regional development. For digital infrastructure, the literature on regional development
predominantly considers developed countries (see, e.g., Briglauer et al., 2019). Although
the regional digital divide is discussed widely (see, e.g., Lagakos, 2020; Fukui et al., 2019;
Buys et al., 2009), only few studies investigate settlements outside of the large cities in more
rural and remote areas (e.g., Hjort and Poulsen, 2019). Rotondi et al. (2020) acknowledge the
potential of mobile phones for rural development in poor countries. A more active strand
of literature assesses regional inequality in developing countries as with rapid urbanization
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(OECD, 2020) rural areas fall behind economically. Economic productivity is typically higher
in urban areas for several reasons including thick labor markets, knowledge spillovers, and
low transportation costs (see, e.g., Curiel et al., 2017; Albouy, 2016; Clark et al., 2002; Deller
et al., 2008). While studies mostly compare the economic progress in mega-cities versus
secondary cities, with inconclusive findings regarding inequality trends (e.g., Bluhm and
Krause, 2022; Christiaensen and Kanbur, 2017; Fetzer et al., 2016; Christiaensen and Todo,
2014), studies on rural agglomerations are lacking. Notably, Henderson et al. (2012) indicates
that the hinterland grows faster than coastal areas and primate cities do not grow faster than
their hinterland.

Our work contributes by showing that connectivity effectively contributes to narrowing
the digital divide in remote towns in rural areas of developing countries. Although we
cannot speak to the relative development with respect to secondary and primate cities, we
observe unconnected remote towns falling further behind compared to their incidentally
connected counterparts. We further corroborate findings in existing works of positive effects
of ICT infrastructure in rural SSA and show that individual-level effects sum up to significant
aggregate effects on economic growth at the local level of towns.

1.3 Data
To assess the impact of internet availability on local economic growth, we combine data on
economic growth and internet infrastructure at the level of towns in Sub-Saharan African
(SSA) countries.5

1.3.1 Local economic growth
For SSA countries, comprehensive sub-national or even city-level records of economic activity
is lacking, especially panel data is unavailable. Therefore, we use night-time light (NTL)
emissions as a proxy for economic activity. NTL data is available worldwide from 1992
until 2013 from the U.S. Air Force Defense Meteorological Satellite Program’s Operational
Linescan System (DMSP-OLS). The instruments of DMSP-OLS satellites measure light intensity
on an integer scale from 0 to 63 with pixels covering 30 arc-second grid cells, an area of
.86 square kilometers at the equator. In most years, at least two satellites are deployed to
capture NTL; DMSP-OLS data averages measurements and reports yearly composites. The

5 We define Sub-Saharan Africa as themainland of the African continent without the Northern African countries,
Algeria, Egypt, Libya, Morocco, Tunisia, and Western Sahara. We exclude South Africa as economically more
developed country due to lack of comparability.
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remote sensing community acknowledges the usefulness of NTL data to measure economic
activity (see, e.g., Levin et al., 2020; Levin and Duke, 2012), but emphasizes the importance to
correct DMSP-OLS composites for various sources of measurement error such as saturation
(Ma et al., 2014) and atmospheric light (Määttä and Lessmann, 2019; Wei et al., 2014). Recently,
shortcomings of the raw data like the lack of calibration are increasingly recognized in
economics (see, e.g., Roodman, 2024; Gibson et al., 2021). We use the harmonized version
of the yearly DMSP-OLS composites from Li et al. (2020), who extract only light emitted by
human settlements by excluding night lights from aurora, fires, gas flares, boats, and other
temporal lights unrelated to human settlements and make the data temporally consistent via
an exhaustive inter-calibration procedure.

NTL data is an established proxy for local economic growth (see, e.g., Asher et al., 2021; Bluhm
and McCord, 2022), especially where official statistics are lacking or unreliable (Donaldson
and Storeygard, 2016; Nordhaus and Chen, 2015; Chen and Nordhaus, 2011). In general, NTL
emission by human settlements represents mostly outdoor use of light typically associated
with human consumption or production activities, which is, in turn, closely related to income
and GDP (Levin et al., 2020). However, this relationship is complex, indirect, and noisy; and by
using it we abstract frommany issues such as public versus private light emissions, tracing
specific sources of light, or classifying light emission of settlements into consumption versus
investment activities. Yet, there is an empirically well-established relationship between NTL
and economic growth. In the economic literature, Henderson et al. (2012) demonstrate the
(linear) relationship betweenGDP growth andNTL growth at the country level and subsequent
studies (see, e.g., Määttä et al., 2022; Storeygard, 2016; Chen and Nordhaus, 2011) validate
that this also holds at the sub-national, grid, or city level. Bluhm and McCord (2022) find NTL
data more suited to capture changes in GDP at lower baseline levels of GDP and population
densities, and Mellander et al. (2015) shows NTLs tend to slightly overestimate economic
growth in largeurbanareas andunderestimate growth in rural areas. Other concerns regarding
NTL data like blurring and top-coding are concentrated in cities andmetropolitan areas (see,
e.g., Gibson et al., 2021; Bluhm and Krause, 2022). NTL data therefore is especially well-suited
for our analysis, targeting mid-sized towns in remote areas of SSA.

The key advantage of NTL data is its geographic specificity. Tomeasure local economic growth
at the town level, wemapNTL data to human settlements using built-up areas from Africapolis
(OECD, 2020).6 This database contains the geographical delineation of 7,496 SSA towns and
cities with more than 10,000 inhabitants in 2015. By integrating small towns into the data and

6 Africapolis: https://africapolis.org, accessed on 01/05/2023.
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combining satellite imagery with various census and administrative sources, Africapolis data
is the first to provide comprehensive geographic information on the agglomeration landscape
in SSA. Themedian size of an Africapolis agglomeration in 2015 is about 21,000 inhabitants
and around 90% of towns feature less than 100,000 inhabitants. In 2000, agglomerations
were considerably smaller with a median population of about 10,000, and about 90% of
agglomerations inhabited by less than 45,000 people.

1.3.2 Internet infrastructure
Wemeasure internet availability across time at the town level by combining two data sources.
Our first source is Africa Bandwidth Maps, a database maintained by Hamilton Research and
sourced directly from network operators.7 The database contains a comprehensive record of
internet access points and their locations on the African continent and covers the period from
2009 until today, updated yearly. The data represents a detailed record of national fiber-optic
internet infrastructure rollout in SSA. Before construction of such cables, internet access in
SSA was extremely limited and prohibitively expensive (see, e.g., LeBlanc and Shrum, 2017;
Williams, 2010; Gitta and Ikoja-Odongo, 2003).8 Consequently, national internet backbone
access constituted the first viable and affordable way to go online for the vast majority of SSA
people, especially in rural areas (see, e.g., Kitimbo, 2023; LeBlanc and Shrum, 2017).

An internet access point is a node in the (usually fiber-optic) backbone of a nation’s internet
network. From the access points, internet users in the surrounding area are reached by
local (wired or wireless) ‘last mile’ infrastructure. Although geodata on fiber cable lines is
available and often used (e.g. in Hjort and Poulsen, 2019), drawing on the exact locations of
access points on these lines is a superior measure as local networks branch out from there
and have a limited reach (Roodman, 2024). At the time, users in rural Sub-Saharan Africa
predominantly accessed the internet via cybercafés (see, e.g.,Williamset al., 2012; Southwood,
2022). Cybercafés (or: internet cafés) are community-based centers with wired internet access
typically in the form of small shops or rooms with computers (LeBlanc and Shrum, 2017).
Internet access was offered at pre-paid hourly rates in cybercafés (Southwood, 2022). In the
2000s, cybercafés usually were the only way to access the internet in rural SSA (Williams et al.,
2012), and people not only used cybercafés for communication and entertainment but also for
professional purposes such as maintaining business contacts andmanaging the delivery of
goods and supplies (see, e.g. Gitta and Ikoja-Odongo, 2003; Mbarika et al., 2004). We provide

7 Africa Bandwidth Maps: http://www.africabandwidthmaps.com, accessed on 04/11/2023.
8 Technologies used prior to national backbone access were either satellite- (e.g., VSAT) or telephony-based via
narrowband dial-up modems (Williams, 2010; Nyezi, 2012).
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further background on last-mile transmission technologies and cybercafés in Sub-Saharan
Africa in the 2000s in Section A.1.2 in the Appendix.

We leverage the Africa Bandwidth Maps data on access points to measure local internet
infrastructure availability. Using the geolocation information, we compute the geographic
distance between each Africapolis town and the nearest access point to define towns aswithin-
reachwhen being locatedwithin a distance of 10 kilometers to an access point.9 Note that this
measure of internet infrastructure availability does not ensure local adoption at the town level
as we do not directly observe the presence of cybercafés nor other means of local end-user
uptake. Therefore, similar to other studies exploiting local internet infrastructure availability,
our results are best interpreted as intention-to-treat effect (ITT). The ITT effect is typically of
particular interestwhen estimating aggregate effects as it takes into account adoption rates. In
addition, ITT effects in this institutional settingmight be particularly strong. The predominant
accessmode through cybercafés at the time did not require individual hardware adoption and
nearby presence of a cybercafé is highly likely in locations with internet availability (Williams
et al., 2012). Therefore, cybercafés have the potential to serve entire local communities with
internet access efficiently (Southwood, 2022).

We infer the construction date of access points from the first year they show up in the data. For
access points already present in the first data year, 2009, we conduct an extensive review of
internet backbone deployment projects for each SSA country to determine their construction
date, going back until the late 1990s. Although it is not always possible to determine the exact
year of construction, we are able to determine which access points were constructed until the
year the countrywide internet connection was established, which is sufficient information for
our analysis.10 Figure A.9 maps of all 2,708 access points and their construction year.11 We
provide a brief overview of each countries’ national backbone expansion in Table A.2, and
Section A.1.1 details a country example as well as further background information on national
backbone rollouts in SSA.

Our second data source is the Submarine Cable Map by TeleGeography, a comprehensive

9 According to the literature (see, e.g. Ngari and Petrack, 2019) as well as interviews with industry experts,
this is an appropriate (average) distance. Robustness checks with alternative distance cut-offs supports this
information (Table A.20 and Table A.19).
10 Documentation of our review of deployment projects, including a source register, is provided in Table A.23 in
Section A.4.
11 About half of themwere constructed after 2013 and larger cities are typically served by more than one access
point, usually for bandwidth reasons. This implies that, for example, in 2019, although 189 new access points
were constructed, only 27 cities and towns were first connected. In total, around 900 Africapolis cities and towns
are within-reach of an access point in the most recent year of our data (2020).
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Figure 1.1: SMC connection and internet adoption
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internet connection in each country and then aggregated taking
the weightedmean. Weights are population size in 2000. Sources:
Submarine Cable Map, ITU, WDI.

collection of information on global submarine cables.12 Submarine cables are fiber-optic
cables for large-scale international data transmission over long distances and form the
backbone of the international internet infrastructure. SMC construction typically is a joint
effort of governments, private investors, and/or multinational organizations (Williams, 2010).
The arrival of the first wave of internet-enabled SMCs in SSA countries from 1999 until themid-
2000s first brought internet connection to Sub-Saharan Africa at noticeable scale. The largest
SMC from the initial wave is SAT-3 which started operating in 2001 and featured landing points
in nineWest African countries.13 Before SMC arrival, the number of SSA internet users was tiny,
with only 0.2 million users in 1998, while in 2002 already 3.2 million people used the internet
(Southwood, 2022). With the first wave of SMCs, international bandwidth constraints that
previously kept prices high relaxed considerably. Figure 1.1 shows that internet adoption rates
jump inSSA countries after SMCarrival, although still remaining at relatively low levels.14 SMCs

12 Submarine Cable Map: https://www.submarinecablemap.com, accessed on 04/11/2023.
13 SSA countries connected by SAT-3 are Angola, Benin, Cameroon, Côte d’Ivoire, Gabon, Ghana, Nigeria, Senegal,
and South Africa. The cable originates in Sesimbra, Portugal, and Chipiona, Spain, and routes via the Canary
Islands in Alta Vista. Building costs for SAT-3 are estimated at USD 650million (Southwood, 2022).
14 See Table A.1 for country-specific connection years. Before the first SMCs landed on SSA shores, the only
way to connect to the internet on the continent was via satellite or telephony cables. Telephony cables are
unavailable in the vast majority of SSA, especially in rural areas. While being largely unconstrained by geography
and local infrastructure, satellite connection is costly and allows only for narrow bandwidths. South Africa,
which we do not study here, was connected in 1993 through an internet-enabled SMC (SAT-2) that preceded an
old co-axial telephone cable from 1968 (SAT-1).
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of the first wave provided capacities for internet at basic speeds, i.e., connections featuring
around 0.5 to 2Mbps (Hjort andPoulsen, 2019; Agyeman, 2007). Between 2009 and 2012, these
SMCs were proceeded by the next generation of SMCs with much higher capacities enabling
higher-speed internet connectivity.15 Landings of SMCs are often described as transformative
moments for SSA countries (see, e.g., Graham et al., 2015).

For our empirical analysis, we use the date on which first-wave submarine cables connecting
SSA counties start operating, the so-called ready-for-service (RFS) date as well as information
on the exact landing point in each SSA country from the Submarine Cable Map. The RFS year
of the first SMC in a country marks the year in which international internet connection was
established. Connection to the international internet network is crucial for SSA countries
since, especially at the time under study, the vastmajority of web pages and applications used
in SSA are hosted on servers located in North America or Europe, and thus almost all African
internet traffic is routed inter-continentally (Kende and Rose, 2015; Chavula et al., 2015).16

We geolocate the landing points and relate each of them to an Africapolis agglomeration. For
countries that established international internet connection through a neighboring country
(mostly landlocked countries), the date at which a border access point was establishedmarks
the connection year.

We exploit RFS dates as differences in the timing of SMC arrival introduce quasi-random and
country-wide variation in internet availability. Hjort and Poulsen (2019) introduced this shock
in the economic literature. Three features of this setting come together that are important
for the identification strategy in this paper. First, the need of SSA internet traffic to be routed
intercontinentally. Second, the fact that each SSA country has a single national backbone
networkwith roughly equal (technically feasible) speed irrespective of the distance to the SMC
landing point. This implies that each SSA country has a specific and country-wide treatment
date – the year of SMC arrival. Third, the order in which SSA countries are reached by SMCs is
geographically determined. This generates quasi-random variation in the timing of internet
availability across SSA countries.

1.3.3 Supplementary data
To take into account simultaneous expansionof other digital infrastructure, wedrawonmobile
coverage data from Collins Bartholomew. TheirMobile Coverage Maps provide information
on the availability of mobile signal and differentiate between the cellular technologies GSM
15 Country-specific years of this ‘speed upgrade’ are reported in Table A.1.
16 This is true even for ‘local’ content like websites of SSA businesses and organizations as hosting infrastructure
such as data centers within SSA is lacking, especially at the time we study.
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(2G), UMTS (3G), and LTE (4G). During our observation period, GSM (2G) mobile signal became
available in SSA countries and none of the countries in our sample started rolling out internet-
enabled UMTS technology. From the yearly shape files provided in the data, we compute,
for each town in our sample, the share of its built-up and 2 kilometer buffer area covered
with GSM signal in each year. Typically, this town areas are either fully covered or no signal
is available, i.e., the resulting value is either 0 or 1. While not enabling mobile internet, GSM
signal implies the availability of basic communication functionalities such as making calls or
sending short text messages.

We further tap time-varying geographic data on local population density from Gridded
Population of the World (GPW) provided by the NASA Socioeconomic Data and Applications
Center (SEDAC). GPW data models the distribution of human population counts and densities
on a continuous global raster surface. This data offers the same spacial resolution as the
DMPS-OLS NTL data (30 arc-second grid cells), but comes only in a time resolution of five-year
intervals. We proxy town-level population similarly to economic activity by aggregating pixels
within buffered built-up areas and applying the natural logarithm.

Data on employment by industry originates from census data in the IPUMS International
database.17 We aggregate this household-level data to the sub-national regional level (Admin-
2) and caluclate employment shares by industry, i.e., agriculture, manufacturing, and services.
Censuses are carried out roughly every ten years and at different points in time for different
countries. For details on census years by SSA country, see Table A.8 in the Appendix.

We obtain additional geographic information from various sources. From OpenStreetMap
(OSM), we source information on the status as national or regional capital and link it to
Africapolis towns.18 To assign the status as economic center to a town, we use population
information in the year 2000 from Africapolis. Furthermore, we use OSM to collect the location
of financial, health, and educational infrastructure, as well as rivers. We obtain information
on other transportation infrastructure from Natural Earth Data (roads and railroads) and the
World Port Index (shipping ports).19 Africapolis provides information on each town’s altitude
and population density. In addition, we source data on terrain ruggedness in 30 arc-second
resolution from Nunn and Puga (2012).20

17 IPUMS International: https://international.ipums.org/international/, accessed on 04/12/2023.
18 OpenStreetMap: https://www.openstreetmap.org/.
19 Natural Earth Data: https://www.naturalearthdata.com/, accessed on 04/12/2023; World Port Index:
https://msi.nga.mil/Publications/WPI, accessed on 04/12/2023.
20 Nunn and Puga (2012) data: https://diegopuga.org/data/rugged, accessed on 04/12/2023.
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1.3.4 Combining the data
We are interested in the development of remote towns in SSA countries in response to an
exogenous shock in internet availability. To this end, we trackNTL emissions of each townover
time by assigning DMSP-OLS NTL pixels to Africapolis towns andmeasure internet availability
in each of these towns via access points from Africa Bandwidth Maps and SMC arrival dates
from the Submarine Cable Map. As we focus on incidentally connected remote towns, ‘nodal
cities’ – national and regional capitals as well as economic centers – are excluded. Specifically,
we define economic centers as cities with more than 50,000 inhabitants in 2015 according to
Africapolis.21

Our subjects of interest are remote towns in Sub-Saharan Africa. During our observation
period, by far not all remote towns receive internet access points. We thus define our
comparison group using two criteria. First, we select remote towns, i.e., non-nodal cities, for
which an internet access point becomes available until the end of our data period in 2020.
Second, we include only towns that remain unconnected until the end of our five-year post
period, so that there are no compositional changes in treatment and control group during
the observation period, which would confound our analysis. As a result, there is a trade-off
between the length of our observation period and comparability of treated and control towns.
To make sure our specification is appropriate, we show parallel trends and robustness to
changes in the specification with respect to observation period definition (see Section 1.5.2).

NTLs are the best available measure to track economic growth of remote towns in SSA
countries for two main reasons. First, NTLs provide the necessary geographic resolution
to measure local economic growth of each town. Second, remote towns lie far enough away
from each other to clearly separate lights emitted by nearby towns. Panel (a) of Figure 1.2
shows Dassa-Zoumè in Benin in 2004, a typical town for our sample with around 19,000
inhabitants in 2000, according to Africapolis estimates. The contiguous area of gray pixels
represent NTL emissions of Dassa-Zoumè and can clearly be attributed to the town, with
lighter gray pixels indicating stronger light emissions. Roads leading through Dassa-Zoumè
are depicted as red lines and railroads in dark red.

We require a town to emit NTL in each year of observation avoid measurement error due to
background noise in the data (Chen and Nordhaus, 2011). This ensures that the data captured
represents an appropriate proxy for economic growth at the town level, but comes at the
expense of losing the smallest towns. With this measurement method, we are able to trace

21 Robustness tests with respect to this choice are presented in Table A.16 and Table A.17.
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the economic growth of Africapolis towns with on average around 16,000 inhabitants in 2000
and a distribution ranging from 10,000 to 50,000 excluding nodal cities. Figure A.13 displays
the density distribution for towns in our sample. An additional advantage of the stable light
emission requirement is that included towns likely have electricity connection over the whole
observation period (Falchetta et al., 2020; Dugoua et al., 2018), precluding electricity grid
expansion as a confounding factor in our analysis. Nevertheless, we perform robustness
analyses with respect to this requirement in Table A.11 and Table A.12.

Figure 1.2: Data example Dassa-Zoumè, Benin (2004)
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Note: Panels (a) through (c) show a data example for Dassa-Zoumè, Benin, in 2004. Panel (a) shows
NTL emissions for the year 2004, three years after the SMC connection year of Benin. Light intensity is
shown by lighter grays. The red triangle indicates an internet access point is present in 2004 (built in
2001, in this case). Red linkes representmajor roads and dark red lines railways. Panel (b) additionally
shows Dassa-Zoumè’s built-up area in dark blue. Panel (c) adds a 2 kilometer buffer around the built-
up area in light blue. Sources: Li et al. (2020), Africapolis, Open Street Map, Natural Earth Data, Africa
Bandwidth Map.

DMSP-OLS NTL emitted by human settlements blurs out to adjacent pixels, so NTL extend
beyond towns actual geographic expansion, measured by their respective Africapolis built-up
areas. Panel (b) of Figure 1.2 shows this for the town Dassa-Zoumè in Benin in 2004. The NTLs
(gray) extend out of the towns’ built-up area (blue). This phenomenon is known as ‘blurring’ or
‘overglow’ (Abrahams et al., 2018). We account for NTL blurring by extending the built-up area
by a buffer area of 2 kilometers in order to capture all NTLs emitted by a town. As illustrated
for Dassa-Zoumè by Panel (c) of Figure 1.2, this allows us to include all relevant NTL pixels.22

For each town-year, wemeasure NTL emissions by summing up the light intensities of pixels
within a town’s area as defined above. This method of local NTL aggregation was proposed
and validated by Storeygard (2016) and accounts for both increased light intensity and
geographical expansion. Changes in NTL emissions over time are a measure of economic
growth as shown in Henderson et al. (2012) and Storeygard (2016). Specifically, Henderson
22 For robustness, we also show the results for a specification without a buffer as well.
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et al. (2012) observe a stable linear relationship between changes in NTL and GDP growth both
in a worldwide sample of countries and for low- andmiddle-income countries in particular,
with an estimated light-to-GDP elasticity of around 0.28. This implies that a 10% increase in
NTL from one year to the next translates to a 2.8% increase in GDP year-on-year.

In addition to this composite NTL measure, we derive two other measures from NTL. First, we
compute the average light intensity of all pixels in a town’s area as an indication for per-capita
GDP growth (intensive margin). Second, we calculate the sum of all lit pixels in a town’s area
as a measure of population growth through spatial expansion (extensive margin). Although
noisy and imperfect, these measures provide suggestive evidence on the underlying source of
economic growth. As an alternative to the NTL-basedmeasure of intensive-margin growth, we
separately analyze changes in population via high-resolution grids from the GPW database.

Lastly, for each town in each year we compute if there is an internet access point within-reach,
i.e., within 10 kilometer distance. According to available information (see, e.g., Ngari and
Petrack, 2019) and interviews with telecoms experts, this is an appropriate average reach of
technologies at access points used at the time. If a town is located less than 10 kilometers
away from an access point, we record a town as connected to the national backbone. In Dassa-
Zoumè, for example, there is an access point within-reach in 2004 (built in 2001), marked by
red triangles in Figure 1.2. Together with the information of the date when a SMC first arrives
in the respective country in which a town is located, we know when internet first became
available in each town.

1.3.5 Descriptive statistics
Our analysis is focused on mid-sized, remote towns. With our measurement technique,
we identify 510 agglomerations in 10 SSA countries emitting NTLs each year. Thereof,
70 agglomerations (13.7%) are classified as nodal cities and 118 towns (23.1%) are still
unconnected to an internet access point at the end of our data period in 2020. 112 towns
(21.9%) received access to the national backbone during the five-year post-period after SMC
arrival and are excluded in our main specification as their treatment confounds the control
group. Thus, our main sample contains 210 towns in 10 SSA countries, where there are
both treated and control towns, with yearly NTL emission in the observation period and
eventually receiving access to the national backbone in their country. This represents 41% of
agglomerations detected via NTL and 18.9% of all Africapolis towns in the studied countries.23

23 The Africapolis data records a total of 1,113 agglomerations with less than 50,000 inhabitants in 2000 in
countries with both treated and control towns.
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In our sample, 97 towns (46.2%) were already connected to the national backbone via an
access point prior to country connection via SMC or a neighboring country and therefore
form the treatment group. The remaining 113 towns constitute the control group and receive
access to the national backbone, too, but after the five-year post period. Table A.3 reports
summary statistics for our sample.

Our identification builds on a comparison of remote towns receiving connection prior to SMC
arrival due to their location on-route between nodal cities, and remote towns connected to
the national backbone only later. On average, treated towns have 16,595 and control towns
16,314 inhabitants. Treated and control group towns are not only almost identical in their
averagepopulationbut also in their populationdistribution (Figure A.13). In addition, we show
our comparison captures similar towns by analyzing the expansion of national backbones
that connects more cities and towns over time. Panel (a) of Figure A.2 plots the average
population size in each year relative to the country connection year for towns in our sample
as well as nodal cities. Nodal cities connected earlier are much larger and average population
size declines quickly at first and more slowly after about five years post-connection. This
shows that national backbone expansions prioritize larger nodal cities. Panel (b) of Figure A.2
focuseson treatedandcontrol townsandshows that there is noclear associationofpopulation
size and connection timing for control towns. Average population size of control towns lies
between 11,000 and 19,000, with no clear time trend relative to the country connection years.
This points to the absence of selection into treatment and supports the notion of incidental
connection of on-route towns.

1.4 Empirical strategy
Internet availability is not randomly assigned to locations. Our identification strategy aims
to break the correlation between internet availability and unobserved determinants of local
economic growth by exploiting two sources of exogenous variation: the staggered rollout
of, first, the national internet infrastructure and, second, international sub-marine internet
cables. This generates quasi-random spatial and temporal variation in internet availability
conditional on town and country-year fixed effects as well as geography controls.

Our baseline fixed-effects panel data regression model to estimate the relationship between
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internet availability and local economic growth is a difference-in-differences specification:

𝑦𝑖𝑐(𝑖)𝑡 = 𝛽0 + 𝛽1(connection𝑐(𝑖)𝑡 × access𝑖) + 𝛽2GSM𝑖𝑡 + 3(X′
𝑖 × connection𝑐(𝑖)𝑡)

+ 𝛼𝑖𝑐(𝑖) + 𝛼𝑐(𝑖)𝑡 + 𝜀𝑖𝑐(𝑖)𝑡,
(1.1)

where 𝑦𝑐(𝑖)𝑡 is economic growth of town 𝑖 in country 𝑐(𝑖) in calendar year 𝑡 as proxied by
nighttime light (NTL) intensity. Internet is available in town 𝑖 in calendar year 𝑡 if two conditions
hold simultaneously: the country has a sub-marine cable connection and the town has access
to the national backbone. The variable connection𝑐(𝑖)𝑡 indicates if country 𝑐(𝑖) has internet
connection in calendar year 𝑡 via a sub-marine cable, and access𝑖 is an indicator if town 𝑖 has
internet connection, defined as being located within 10 kilometers (geodesic) distance to an
access point at the time of SMC arrival in country 𝑐(𝑖). Consequently, the interaction term
connection𝑐(𝑖)𝑡 × access𝑖 indicates internet availability in town 𝑖 in country 𝑐(𝑖) in calendar
year 𝑡.24 The coefficient of interest is 𝛽1 and captures the effect of internet availability on local
economic growth.

This specification mimics a hypothetical situation where internet availability is randomly
assigned to towns. The model essentially compares ‘treated’ towns that are connected
to the national backbone at the time of SMC arrival to other (‘control’) towns that receive
connection to the national backbone at a later point in time. We argue that this exploits two
types of exogenous variation. First, we use exogenous variation in internet availability at the
country level from the quasi-randomness in the timing of SMC arrival. SMCs arriving in SSA
countries at the time under study come from Europe and typically feature one landing point
in each SSA country they passed. Thus, SMC arrival time is mainly geographically determined
(Hjort and Poulsen, 2019). Together with separate national backbones in each country, this
generates temporal variation in country-wide internet availability: at the ready-for-service
date, internet becomes available in all locations within a country that are connected to the
terrestrial backbone network.

The second source of exogenous variation in internet availability comes from the rollout
of national backbones, during which remote towns typically receive an access point only
when they lie on the route between nodal cities. The routes between nodal cities are built
at different speeds due to geographic, political, or other reasons related to the nodal cities.
Importantly, backbone expansion planning typically does not consider on-route towns due to
their insignificant population size compared to nodal cities (see, e.g., Williams et al., 2011).

24 To not confound our control group, we do not consider towns getting an access point in the post period as
control towns in our main specification.
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As a consequence, some remote towns exogenously benefit from their location on the route
between nodal cities that are connected before SMC arrival. Note that the comparison group
are other remote towns that often lie on route between nodal cities, too, but are connected
later. Thus, the staggered nature of national backbone rollouts creates spatial variation in
internet availability at the time of SMC arrival for remote towns in SSA. We discuss a typical
country example in detail in Section A.1.1.

To factor out further confounding factors, we include two types of fixed effects as well as
additional controls. Time-constant differences across towns are captured by town fixed
effects 𝛼𝑐(𝑖). Differences across calendar years common to all towns within a country are
absorbed by country-year fixed effects 𝛼𝑐(𝑖)𝑡. Note that this allows for country-specific time
trends such as differential growth rates and also captures variation in satellite sensor quality
over years. In addition, we account for mobile internet network expansion by using spatial
coverage of each townwithGSM signal, GSM𝑖𝑡. Lastly, we include a set of geography controlsX𝑖

interactedwith the connection indicator connection𝑐(𝑖)𝑡 to allow for time-variation in the effect
of geographic factors related to town-level growth. Geography controls include indicators for
local availability of and (logarithmic) distance to the capital, road, railroad, and port. We use
robust standard errors clustered at the level of access points to account for serial correlation
in the error term 𝜀𝑖𝑐(𝑖)𝑡.

The key identifying assumption for 𝛽1 is that treated towns would have evolved similarly to
control towns in absence of treatment, i.e., if internet had not become available. The same
underlying trends assumption cannot be tested. Its plausibility can, however, be examined by
investigating pre-treatment differences in time trends between the treatment and the control
group. It is a necessary, although not sufficient, but testable condition for same underlying
trends that there are no trend differences between treatment and control group before the
treatment. To this end, we conduct an event study and analyze the dynamic impact of internet
availability on local economic activity by running the regression

𝑦𝑖𝑐(𝑖)𝑡 = 𝜇0 +
𝑇

∑
𝑗(𝑐(𝑖))=𝑇

[𝜇1𝑗(𝑡𝑗(𝑐(𝑖)) × access𝑖)] + 𝜇2GSM𝑖𝑡 + 3(X′
𝑖 × connection𝑐(𝑖)𝑡)

+ 𝛿𝑖𝑐(𝑖) + 𝛿𝑐(𝑖)𝑡 + 𝑒𝑖𝑐(𝑖)𝑡,
(1.2)

where 𝑡𝑗(𝑐(𝑖)) indicates the year relative to treatment year, i.e., the year when internet became
available in country 𝑐(𝑖), starting in relative year 𝑗(𝑐(𝑖)) = 𝑇 and ending with relative year
𝑗(𝑐(𝑖)) = 𝑇. The treatment year is normalized to 𝑗(𝑐(𝑖)) = 0. We omit 𝑗(𝑐(𝑖)) = −1 as the
reference point. The interaction 𝑡𝑗(𝑐(𝑖)) × access𝑖 indicates if town 𝑖 in country 𝑐(𝑖) is part of the
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treatment group and restricts the coefficient to relative year 𝑗(𝑐(𝑖)). Thus, the coefficients 𝜇1𝑗

capture the dynamic effect – i.e., the effect for each relative year – of internet availability on
local economic growth.

We further assume that there is no other time-varying within-country variation net of controls
that correlates with the interaction of SMC arrival and backbone access and affects local
economic growth independently of internet availability. There are three main threats to
identification: measurement error, omitted variables, andmodelmisspecification. We discuss
all of these in Section 1.5.2.

1.5 Results
We use the difference-in-differences model in Equation 1.1 to estimate the average treatment
effect on the treated (ATT) of Internet availability on local economic growth at the town level.
The regression results are presented in Table 1.1. In line with our expectations, we find a
positive relationship between Internet availability and local economic growth. Models (1) to
(3) show a statistically highly significant effect of Internet availability on the standard light
intensity composite measure – the logarithmic sum of light intensities of a towns’ pixels. We
translate these effects into GDP growth effects by using the elasticity between changes in night
time light and GDP growth from Henderson et al. (2012) of 𝜖GDP, light = 0.283. The resulting
GDP growth effects are reported in the last row of Table 1.1 and are economically significant in
size. The effect from our preferred specification inmodel (3) corresponds to a 3.26 percentage
point higher GDP growth in connected towns in the five years after SMC connection relative to
control towns connected later.

The time-varying control for GSMmobile coverage is only weakly statistically significant but
still economically sizable yet smaller than the main Internet effect. Its inclusion leads to more
precise estimation of the main effect, which increases slightly. As mobile Internet is the main
alternative formof Internet infrastructure in rural Sub-Saharan Africa at the time, this suggests
that the Internet access points and complementary last-mile infrastructure are in fact driving
the main effect and not by simultaneous expansion of mobile coverage in treated towns. We
discuss the role of mobile coverage in more detail in Section 1.5.2.

Increasing model flexibility by including geography controls interacted with an indicator for
the post-connection period in model (3) improves model fit and reduces size and precision in
the estimates of Internet access effects. This specification allows the effects of geographic
factors such as distance to transport infrastructure ormarkets to vary over time. In fact, recent
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literature suggests market access and travel times have become less important over the
last decades in developing countries (see, e.g., Henderson and Kriticos, 2018; Brülhart et al.,
2020). There is also evidence that ICT contributes to decreasing importance of geography
as it improves communication with and thereby increases integration into larger markets
(Steinwender, 2018). Model (3) shows that the main effect is not driven by changes in the
economic benefits from geographical factors common to all towns.

To assess the plausibility of the same underlying trend assumption as well as the dynamics of
the effect, weplot the estimated event study coefficients 𝜇1𝑗 from the regression in Equation 1.2
in Figure 1.3. We omit the year before SMC arrival as reference point. There are no differences
in pre-trends between connected and unconnected towns before SMC arrival, depicted by
insignificant estimates close to zero for all pre-treatment years. About two years after SMC
arrival the trends diverge and connected towns start to grow substantially faster compared to
unconnected towns, conditional on controls. From the third post-treatment year onwards
these dynamic estimates are significant. We exploit a shock in Internet availability and
therefore it is expected that there is a lag until an economic effect materializes as adoption or
behavioral adjustments take time. Our dynamic results suggest a sustained growth advantage
due to internet availability in connected towns up to five years post treatment, the end of our
observation period, but do not speak to the persistence of the growth advantage beyond this
period.
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Figure 1.3: Dynamic effect of internet availability on local economic growth
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Note: The figure plots event study coefficients 𝜇1𝑗 based on Equation 1.2.
The outcome is the logarithmic sum of light intensities. Bars represent 95%
confidence intervals using robust standard errors clustered at the level of the
closest access point. Sources: Africa Bandwidth Maps, Submarine Cable Map,
Li et al. (2020), Africapolis, Collins BartholomewMobile Coverage Maps, Open
Street Map, own calculations.

1.5.1 Mechanism
We investigate potential mechanisms behind the main effect in three ways. First, we
decompose NTL into proxies for intensive- and extensive-margin growth. Second, we
consider migration via changes in high-resolution population grids. And third, we explore
effect heterogeneity with respect to market access, transport infrastructure, and sectoral
employment.

Growthmargin. Our composite NTLmeasure includes nightlight emissions as a result of both
geographic expansion due to more lit pixels (‘extensive’ growthmargin) and increased light
intensity of previously lit pixels (‘intensive’ growthmargin). Both channels are suggestive of
different sources of growth. An increasing number of lit pixels pointsmore towards potentially
increased population, especially as rural towns in SSA typically do not accommodate
population by increased inhabitants per square kilometer but through geographic expansion
(Sakketa, 2023). In contrast, increased light intensity suggests growing economic activity. We
distinguish these channels by estimating separate models for the number of lit pixels and
average light intensity in models (4) and (5) in Table 1.1. Results show both channels play
a role, but the intensive growth margin plays a more important role in terms of statistical
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significance.

As the extensive margin measured via NTL data might be confounded by blurring intensive-
margin pixels, we study the extensivemarginmore explicitly using high-resolution population
grids. For each town, we compute population estimates from the Gridded Population of the
World data available every five years and use its logarithmic values as outcome variable in our
baseline specification. Table A.15 reports the results for different sample specifications. We
find insignificant but mostly slightly positive point estimates, although the sign is not stable
in all specifications. We interpret these results as pointing to a subordinate role of migration
to connected towns, i.e. the extensive growth margin, consistent with the NTL-based finding
of a more pronounced intensive growth effect.

Market access. Market access has been identified as key complement to ICT (Freund and
Weinhold, 2004). We therefore assess heterogeneity with respect to multiple market access
measures in Table 1.2. First, we estimate the impact of a standard deviation increase in
distance to the next port on the treatment effect by a triple interaction on SMC connection,
internet availability, and (standardized) distance to port. The estimate suggests a statistically
weakly significant negative effect of 6.6 percentage points reduced economic growth when
distance to port increases by a standard deviation (290 km). Second, we calculate a market
access measure following Baragwanath et al. (2021) fromweighted geographic distances to a
country’s population as

MA𝑖 = ∑
𝑖≠𝑗

pop𝑖
(dist𝑖,𝑗)2 , (1.3)

for each town 𝑗 and settlements in the country 𝑖 using the 2015 Africapolis location and
population data. We exclude town 𝑗when calculating thismeasure (Donaldson andHornbeck,
2016). Relative to the othermeasures used, thismetric givesmoreweight to local and regional
markets and less to distant but largermetropolitan areas. A standard deviation increase in this
market access measure yields a 3.7 percentage point higher growth effect that is statistically
more precisely estimated. As third proxy for market access, we use landlocked status on
the country level and find a large but statistically only marginally significant heterogeneity.
The point estimate suggests that the effect on towns in landlocked countries on average is
only one quarter the size compared to towns in coastal countries. Together, the results on
market access lack statistical power but point towards market access as a key complement
to improved connectivity, in line with existing literature (see, e.g., Steinwender, 2018). Our
findings suggests that the growth effect is present particularly in townswith local and regional
market access, although internationalmarket access seems important too, e.g. for landlocked
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Table 1.2: Internet availability andmarket access

(1) (2) (3)

Connection × access 0.110*** 0.101*** 0.205***
(0.0378) (0.0367) (0.0721)

Connection × access × distance port -0.0667*
(0.0400)

Connection × access × market access 0.0369**
(0.0175)

Connection × access × landlocked -0.145*
(0.0807)

Town FE × × ×
Country × year FE × × ×
GSM coverage × × ×
Geography controls × connection × × ×

Observations 2,310 2,310 2,310
Countries 10 10 10
Towns 210 210 210
Share treated .462 .462 .462

Adjusted R2 0.943 0.942 0.942

Notes: NTL intensity is measured as the logarithmic sum of light intensities.
Geography controls include indicators for local availability of and (logarithmic)
distance to the capital, road, railroad, and port. Geography controls are constant
over time and enter themodel as interactionwith the connection indicator. Robust
standard errors clustered at the level of the closest access point are reported in
parentheses. *** 𝑝 < 0.01, ** 𝑝 < 0.05, * 𝑝 < 0.1. Sources: Africa Bandwidth Maps,
Submarine Cable Map, Li et al. (2020), Africapolis, Collins Bartholomew Mobile
Coverage Maps, Open Street Map, own calculations.

countries.

Transport infrastructure potentially affects economic growth (Boopen, 2006). As market
access seems important for the growth effect of connectivity, other infrastructure is potentially
complementary. We investigate heterogeneity with respect to road and railroad access in
two ways. First, we estimate triple interactionmodels with distance to roads and railroads
in Table A.6. Results show insignificant estimates implying no different effect for connected
towns that are closer to infrastructure. Second, we vary our sample and include only towns
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with access to roads or railroads, finding similarly-sized and statistically indistinguishable
effects. These results donot support a high relevanceof transport infrastructure for harnessing
the growth effects of connectivity. However, it is important to acknowledge limited statistical
power due to the vast majority of sample towns being located alongside roads.25 The
significantly higher point estimate for townswith railroadaccess, where there ismore variation
in our sample, is suggestive of some relevance of transportation infrastructure.

Structural change. ICT typically impacts sectors differently and is more complementary to
services andmanufacturing than agriculture (Acemoglu and Autor, 2011). We use individual-
level employment from repeated cross-sectional surveys to investigate if internet availability
is associated with different patterns of structural transformation. For five SSA countries, there
is a survey for both before and after SMC arrival.26 Data is geolocated at sub-national regional
level. Therefore, we switch to the regional level for this analysis and define treated regions as
regionswith at least one access point during the observation period. Figure A.16 plots regional
employment shares by sector and treatment status. Agricultural employment dominates with
over two thirds of respondents, followed by services andmanufacturing employment.

Regression results of our baseline model with industry shares as outcome show that regions
with internet availability experience a shift in employment shares different to regions with
no internet availability. Specifically, regions with internet availability at the time of SMC
arrival feature an about 1.3 percentage point higher share of manufacturing workers in the
survey after countrywide SMC connection. Given the spatial and temporal coarseness of the
available data and the large informal sector, themarginal statistical significance of this finding
is expected. While no economically and statistically meaningful effect is detected for service
employment, there is an economically significant reduction in agricultural employment,
although statistically insignificant. Overall, these results suggest a slightly faster structural
transformation of regional economies towards manufacturing employment in connected
regions. With manufacturing employment only at 11% on average, a 1.3 percentage-point
increase reflects a sizable employment-based growth of 12% of the manufacturing sector.

1.5.2 Robustness
Measurement. Measurement is a key challenge in our setting (cf. Section 1.3). Therefore we
conduct a battery of robustness checks with respect to the measurement choices implicit in
our preferred specification. Importantly, we vary our choice regarding the buffer around built-
25 Note that this is a direct result of our empirical strategy focusing on on-route towns and a reassuring property
of the sample.
26 Table A.8 reports survey years for available countries.
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Table 1.3: Internet availability and sectoral employment

(1) (2) (3)
Sector: agriculture manufacturing services

Connection × access -0.0194 0.0129* 0.00642
(0.0163) (0.0074) (0.0107)

Region FE × × ×
Country × year FE × × ×
GSM coverage × × ×

Observations 956,454 956,454 956,454
Countries 5 5 5
Regions 99 99 99
Share treated .208 .208 .208

Adjusted R2 0.128 0.039 0.100

Notes: Employment shares are measured at the region level. Robust
standard errors clustered at the level of the closest access point are
reported in parentheses. *** 𝑝 < 0.01, ** 𝑝 < 0.05, * 𝑝 < 0.1. Sources:
Africa Bandwidth Maps, Submarine Cable Map, IPUMS International,
Africapolis, Collins Bartholomew Mobile Coverage Maps, Open Street
Map, own calculations.

up areas (Table A.10), the population threshold for nodal cities (Table A.16 and Table A.17),
and the required distance to an access point (Table A.20 and Table A.19). Furthermore, we
re-estimate our baselinemodel using different specifications tomeasure the intensivemargin
growth effect (Table A.7) and on a larger sample, relaxing our requirement for town-level NTL
data every year (Table A.11 and Table A.12). All robustness checks are extensively discussed in
the dedicated Section A.1.3 in the Appendix. Our checks demonstrate the robustness of the
results with respect to measurement choices.

Omitted variables. Factors affecting the outcome and correlated with treatment are a
potential threat to identification. In our context, parallel infrastructure rollout is a potential
concern. Other infrastructure that boosts local economic activity and is built in treatment
but not control towns at the time of SMC arrival confounds our estimates. Except for mobile
internet infrastructure, time-varying local infrastructure data are unfortunately unavailable.
Therefore, we resort to alternative ways to assess robustness for possibly growth-enhancing
infrastructure other thanmobile connectivity.
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Mobile connectivity. Our main specification already accounts for changing connectivity due
to improved mobile signal. Generally, fiber infrastructure improves mobile signal as well,
but at the time most cell towers in rural SSA are too far from the fiber network and relied
on satellite or microwave transmission technology (Ngari and Petrack, 2019). In Table A.22,
we additionally account for the possibility of time lags before improvedmobile connectivity
affects economic activity. We achieve this by introducing lagged mobile GSM coverage to
the model. Results show that the main effect remains robust in all lag specifications. The
strongest effect of mobile coverage on economic growth is estimated with a lag of one year.
Afterward, the point estimate shrinks and loses statistical significance.

Electricity. Electricity is often found growth-enhancing in developing countries (see, e.g., Best
and Burke, 2018; Rud, 2012). Consequently, simultaneous rollout of the electricity grid in
treated but not control townsmight be a thread to isolate the effect of internet availability.
Their stable NTL emission of towns in our sample suggests electricity availability in the whole
period (Falchetta et al., 2020; Dugoua et al., 2018). Nevertheless, to empirically test for
spatial and temporal simultaneity, we draw on georeferenced survey data from Afrobarometer
(BenYishay et al., 2017).27 From the repeated cross-sections, we select data from the first
four rounds of the survey between 1999 and 2009.28 We aggregate household-level electricity
availability to the town level and estimate our baseline model with town-level electricity
availability either weighted and unweighted by sample size. The resulting samples are small
both in terms of towns and countries. We therefore relax other sample restrictions. The
specification and data are discussed in detail in Section A.1.3. Results provide no indication
for an overlap in the expansion of electricity grid and internet backbone. Additionally, we
estimatea triple interactionmodelwithdistance to theelectricity grid in column (3) of TableA.6
to assess effect heterogeneity with respect to electricity access and find an insignificant on
growth.

Placebo tests. Identification concerns regarding simultaneous expansion of other infrastruc-
ture are warranted only if they affect economic growth in treated but not control towns at the
same time as a SMC arrives in a country. This means that simultaneous infrastructure rollouts
nationally for internet and other infrastructure alone, for which we find no evidence, does not
threaten our empirical design. The growth effect of simultaneously rolled-out infrastructure
additionally would have to be systematically related to SMC arrival, which we consider highly
unlikely. To assess empirically to what extent the captured effect is indeed specifically related

27 Afrobarometer: https://afrobarometer.org/, accessed 07/12/2022.
28 We restrict the data to country-years to the time before the major SMC upgrades.
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to our empirical design we conduct two types of placebo exercises relating to the exogenous
variation from national backbone rollout and SMC arrival.

Figure 1.4: Access and connection placebos
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Note: The figure depicts the estimated kernel density function for the t-test statistics of the main
effect for 1,000 permutations of our baseline specification with randomly assigned treatment years.
Sources: Africa Bandwidth Maps, Li et al. (2020), Africapolis, Collins BartholomewMobile Coverage
Maps, Open Street Map, own calculations.

For the first placebo, we randomly assign treatment status to towns while maintaining each
country’s connection date. We then follow Chetty et al. (2009) and re-estimate our preferred
specification on 1,000 permutations. Panel (a) of Figure 1.4 plots the density distribution of
the resulting t-statistics. The vertical red line indicates the t-statistic of the estimate from our
preferred (true) specification. The t-statistics of the randomly assigned hypothetical access
samples are normally distributed and center around zero. Only in 18 of 1,000 permutations
of internet access (1.8%) a higher t-statistic than in the true sample is observed. Similarly,
we conduct a second placebo exercise randomly allocating the country connection years.
Again, the distribution of t-statistics for 1,000 permutations plotted in panel (b) of Figure 1.4 is
normally distributed, centering around zero. Only 1 out of 1,000 permutations (0.1%) yields a
higher t-statistic than our true estimate. This implies the effect we find is statistically highly
specific to both the exact timing of countrywide SMC arrival and town-level internet access at
the time of SMC-arrival. Alternative growth-enhancing shocks are therefore unlikely to drive
our effect if they do not exhibit a very similar structure both temporally and spatially.

Model specification. We assess robustness regarding model specification in various ways.
Importantly, our empirical design considers a selected sample of treated and control group
towns following a conservative approach focused on clean identification. The difference-
in-differences setting generally allows for different outcome levels and relies on the same
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underlying trends assumption. We already established that treated towns are somewhat
larger; see Figure A.13. Nevertheless, common event study pre-trends point towards a robust
design.

Sample balance. Still, a potential concern is that initially connected towns differ in terms of
an economically more favorable location. The exogenous shock is at the country level and in
Figure A.1 we point out that the timing of the countrywide internet connection is associated
with countries’ rollout progress. As the rollout of national internet networks is not random, we
test whether observable time-invariant geographic controls correlate with treatment status
in the cross section, given country fixed effects. If treatment status cannot be predicted
from the controls, this adds additional credibility to our identification as it implies a like-
for-like comparison. Figure A.5 show results of cross-sectional balance tests with respect to
initial internet access. Internet access point rollout typically follows existing (transportation)
infrastructure. Unsurprisingly, we therefore find a negative correlation between initial access
and distance to capital cities, roads, and railroads. Our preferred specification includes all of
these geographic factors interacted with the connection indicator to allow for changes in their
importance for economic growth over time. There is no statistically significant correlationwith
other observables such as geographical characteristics and points of interest like educational
or health infrastructure (Figure A.5 and Figure A.4).29 We conduct a similar balance test at
the country level using (weighted) averages of the same observables and their relation to
connection year. We report the largely similar results in Figure A.6.

Control group. Designing a control group from towns getting an access point only after the
post-treatment observation period ensures access points established near or in control towns
during the post-treatment period do not contaminate the control group. However, this design
also leads to a gap in the connection years between treated and control towns. In Table A.21
we re-run our baseline model not allowing late connected towns in the control group to
have access points after certain calendar years (columns (1) to (4)) and with different post-
SMC cutoff years (columns (5) to (7)). Although this significantly impacts sample size, the
effect remains relatively stable and significant. Going into the other direction, relaxing this
restriction further by allowing also late-connected or (to date) untreated towns in the control
group increases sample size. Results are robust to these changes, too, and are reported in
columns (2) and (3) of Table A.10.

29 An exception are colleges, which show amarginally significant association with treatment status. At the same
time, other educational infrastructure such as universities and schools are insignificantly related to treatment
status.
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Further specifications. National backbone expansion typically focus on major trade routes
from the landing point in or near the capital to the second-largest economic center such
that the treatment group often includes towns on these routes. Our baseline specification
controls for town fixed effects as well as changes in importance of geography over time. At
the same time, heterogeneity analyses points to market access as important amplifier of the
growth effect of connectivity. In column (3) of Table A.9 we exclude towns on a countries’main
trade corridor to address concerns the effect is purely driven by a selected group of favorably
located towns. Despite significant reduction in sample size, the effect remains stable. We
provide more detail and report further robustness tests with respect to model specification in
Section A.1.3 in the Appendix. These include econometric model choice like standard error
clustering, effect stability regarding countries, and additional industry heterogeneity results.

1.6 Conclusion
Digital infrastructure is a key precondition for locations to harvest digital dividends from
internet connectivity. In rural areas of SSA, infrastructure provision is particularly costly due to
remoteness and low population density. At the same time, due to differences in the structure
of rural economies it is unclear if such locations are able to reap similarly high benefits from
connectivity and therefore if closing the digital divide simultaneously narrows the economic
gap between rural areas and economic centers. In this study, we exploit the unique setting
when internet first became available in SSA with the arrival of sub-marine cables during the
2000s. We show that even low-speed internet predominantly accessed in community based
internet centers, cybercafés, significantly improves economic development of remote towns
in rural SSA.

In particular, we study the arrival of the first sub-marine internet cables in ten SSA countries
in the 2000s, which first brought international bandwidth and therefore internet connectivity
to SSA countries. We assess the causal effect of internet availability on local economic growth
using a difference-in-difference setup that additionally makes use of the rollout of national
backbone infrastructure to design appropriate treatment and control groups. Our quasi-
experimental comparison relies on incidentally connected towns on-route between economic
centers connected by national internet backbones at the time of country-wide internet arrival.
Together with plausibly exogenous variation in the timing of SMC arrivals, this allows us
to causally estimate the effect of internet availability by comparing initially connected on-
route towns to a control group of similar towns not (yet) connected to the national digital
infrastructure but that get an access point later. In this comparison, we track economic activity
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of each town using nighttime lights as a proxy measure.

We find that the connection of remote towns in SSA to theWorldWideWeb, on average, leads to
an increase in light emissions of about 11 percent, relative to similar towns not (yet) connected.
This translates into about 3.3 percentage points higher growth in terms of GDP. Moreover, we
decompose light emissions into growth in lit pixels (extensive margin), and in light intensity
(intensive margin) and find higher significance for intensive-margin growth. Together with an
assessment of changes in population showing no effect, this is more in line with growth in
per capita productivity in connected towns rather than a spatial redistribution of economic
activity. Further analyses suggest higher effects in towns with better market access and show
local internet availability is associated with a shift in regional employment shares towards
manufacturing. Overall, our results suggest significant effects even of low-speed internet in
remote towns in rural SSA that are predominantly served via cybercafés.

Our findings have several implications for policy makers. Importantly, that internet
infrastructure drives economic growth in remote towns beyond the large urban areas of
developing countries. Internet infrastructure investments therefore are an important lever
for regional development policy aiming to narrow the digital and economic divide within
the developing world. When planning national backbone expansions, decision makers
should take into account positive spillovers of connectivity on smaller, on-route towns and
consider maximizing the number of access point along routes between nodal cities of the
backbone. Evidence suggests there is a complementarity between internet infrastructure
andmarket access. Moreover, our findings point to significant economic growth effects even
with low-speed internet and through a low-cost local access mode that does not require high
investments in ‘last mile’ infrastructure.

33





2 Bit by Bit: Colocation and the Death of Distance in
Software Developer Networks

Digital work settings potentially facilitate remote collaboration and thereby decrease
geographic frictions in knowledge work. Here, I analyze spatial collaboration patterns of
some 191 thousand software developers in the United States on the largest code repository
platform GitHub. Despite advanced digitization in this occupation, developers are geograph-
ically highly concentrated, with 79.8% of users clustering in only ten economic areas, and
colocated developers collaborate about nine times as much as non-colocated developers.
However, the colocation effect is much smaller than in less digital social or inventor networks,
and apart from colocation geographic distance is of little relevance to collaboration. This
suggests distance is indeed less important for collaboration in a digital work setting while
other strong drivers of geographic concentration remain. Heterogeneity analyses provide
insights on which types of collaboration tend to colocate: the colocation effect is smaller
within larger organizations, for high-quality projects, among experienced developers, and for
sporadic interactions. Overall, this results in a smaller colocation effect in larger economic
areas.1

Keywords: geography; digitalization; networks; knowledge economy; colocation
JEL-No: L84; O18; O30; R32

1 Versions of this chapter have been published as ifo Working Paper No. 386 and CRC Discussion Paper 422.
I thank Lena Abou El-Komboz, Dany Bahar, Raj Chetty, Thomas Fackler, Oliver Falck, Richard Freeman, Ed
Glaeser, Shane Greenstein, Ricardo Hausmann, Anna Kerkhof, Bill Kerr, Frank Nagle, Giacomo De Nicola, Megan
MacGarvie, Johannes Stroebel, Enrico Vanino, and Johannes Wachs as well as seminar participants at the 6th
CRCRationality and Competition Retreat, Harvard Growth Lab, ifo Institute, the 2nd CESifoWorkshop onBig Data
and the 12th European Meeting of the Urban Economics Association for valuable comments and suggestions. I
am grateful to Lena Abou El-Komboz and Thomas Fackler for sharing data. Further, I thank Lara Mai, Raunak
Mehrotra, Svenja Schwarz and Gustav Pirich for excellent research assistance and gratefully acknowledge public
funding through DFG grant number 280092119.
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2 Colocation in Digital Knowledge Work

2.1 Introduction
Digitization and the ICT revolution allow shifting collaboration entirely into the digital space
leading to the ‘death of distance.’ This hypothesis has been prominently put forward by
Cairncross (1997) at the heyday of the IT boom and has recently gained traction again through
Baldwin (2019) while being further fueled by the rapid uptake of remote work during the
pandemic. Unlike previous transformations in the labor market, online collaboration affects
especially white-collar occupations in the knowledge economy that are driving innovation
and, thus, long-run economic growth (Romer, 1986; Harrigan et al., 2021, 2023). However,
compelling empirical evidence supporting the ‘death of distance’ argument is scant, while
there are numerous studies finding increased spatial concentration of knowledge-intensive
economic activity in a few large centers (see, e.g., Chattergoon and Kerr, 2022; Moretti, 2021;
Catalini, 2018; Forman et al., 2016). Scholars proposed various explanations for this, including
the importance of face-to-face interaction (Atkin et al., 2022; Battiston et al., 2021), positive
industry-cluster spillovers (Arkolakis et al., 2023; Greenstone et al., 2010), and benefits from
local labor market size (Moretti and Yi, 2023; Dauth et al., 2022; Manning and Petrongolo,
2017). Still, with digital tools rapidly evolving and their growing adoption, it remains an open
question whether ‘distance is dying.’

Knowledge work is expected to be particularly susceptible to the ‘death of distance’ since
many tasks are already digitized, as shown by high computer and internet use in related
occupations (Alipour et al., 2023). Here, I look at software development as an integral and
increasingly important part of the knowledge economy: software is not only a key sector on its
own but also an omnipresent element of other products (Nagle, 2019; Andreessen, 2011). Yet,
comprehensive empirical evidence on spatial collaboration of software developers is lacking.2

Not only is software development a crucial and often overlooked industry, but it also offers
a characteristic setting of knowledge work in general typically being a collaborative effort
(see, e.g., Jones, 2021), which research suggests is increasingly the case in many high-skilled
professions aswork becomesmore specialized and complex (Jones, 2009;Wuchty et al., 2007).
This makes collaboration an important driver of high-skilled labor productivity (Hamilton
et al., 2003; Simon, 1979; Arrow, 1974). Additionally, even within the knowledge economy,
the ‘death of distance’ argument applies particularly strongly to software development for
two reasons: First, software development is already routinely performed using an ecosystem
of digital tools that facilitate cloud-based collaborative development in teams. Thus, it is
a prototypical setting where collaboration theoretically can be shifted completely into the

2 Themain reasons for this are that software is generally harder to patent and easy to keep as a trade secret, and
therefore incompletely and selectively observed in widely-used patent data (Jedrusik and Wadsworth, 2017).
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virtual space (Emanuel et al., 2023).3 Second, software development is by nature codified to
a higher degree than other knowledge work, which facilitates knowledge transmission over
distance (Carlino and Kerr, 2015).

In this paper, I ask if there is empirical evidence of a subdued relevance of geographic
distance in a highly digitized work setting at the core of the knowledge economy, i.e., software
development. Drawing on detailed georeferenced network data from the largest code
repository platform, GitHub, I analyze regional concentration and collaboration patterns of
some191 thousandU.S. software developers in public projects between 2015 and 2021. I focus
on the U.S. here as a large and integratedmarket with relatively few cultural and language
barriers and, thus, lower barriers to collaboration across space. The data is representative
of the overall activity of software developers and offers unique and comprehensive insights
into the industries’ production process and team collaboration. In a first step, I provide
descriptive evidence and fit gravity-type regressionmodels to explain spatial collaboration
patterns and distinguish the benefits of being colocated in the same economic area from the
general relevance of increased distance. In a second step, I compare the observed patterns to
two other networks that are arguably less digital, albeit to a different degree: the (computer
science) inventor network and the social network. A third step aims to unravel the drivers of
the observed spatial collaboration pattern characteristic to the digital setting in the software
developer network. To this end, I leverage detailed information on the type of collaboration
and individual characteristics and estimate the group-specific impact of geographic factors
on collaboration depending on organizational affiliation, user and project characteristics, as
well as collaboration intensity and quality.

Results show high spatial concentration with 79.8% of users clustering in only 10 of 179
U.S. economic areas. This is a stronger concentration than for computer science inventors
(68.9%) and compares to only 32.2% of the population in the same economic areas. The
inter-regional collaboration network exhibits a strong skewness towards large clusters, most
notably the Bay Area. Binned scatter plots show collaboration is strongly associated with
economic-area characteristics, especially cluster size and bilateral collaboration potential.
This points to significant spillover effects in line with recent findings (Emanuel et al., 2023;

3 Occupation-level estimates by Dingel and Neiman (2020) report 100% of jobs in related occupations can be
done remotely. Related SOC occupations include e.g. Computer and Information Research Scientists, Computer
Systems Analysts, Computer Programmers, Software Developers (Applications), Software Developers (Systems
Software), WebDevelopers, and Database Architects. High potential towork remotely has been confirmed during
the COVID-19 pandemic when the IT sector ranked among the industries with the highest work-from-home
take-up in the United States (Dey et al., 2020).

37



2 Colocation in Digital Knowledge Work

Abou El-Komboz and Fackler, 2022) and suggests productivity spillovers being at least partly
drivenby an increase in direct collaborations (as opposed tomore indirect colocationbenefits).
Abstracting from these cluster size effects reveals two central facts: First, there is still a large
benefit from colocation in digital knowledge work. Holding economic-area characteristics
constant, gravity-type regression analyses suggest colocation is on average associated with
about nine times higher collaboration among software developers. Second, geographic
distance is of little importance to collaboration apart from the large benefit of colocation.

Although the benefit from colocation is still large for software developers, compared to
less digital networks it is much smaller: First, the colocation effect in the closely related
collaboration network of computer science inventors is about three times larger while both
networks feature a dichotomous geographic pattern with a large colocation effect but further
increased geographic distance being of little relevance. As the general mode of working and
underlying population overlap, these results are in line with higher face-to-face interaction
requirements as computer science inventors work onmore creative, novel, and innovative
projects (Akcigit et al., 2018). Second, the colocation effect for software developers is about
four times smaller than in social networksof thegeneralworking-agepopulation, abenchmark
network where physical proximity is essential. And while further increased geographic
distance is of little relevance in the knowledge worker networks, it remains a strong and
defining force for regional connectedness probabilities in the social network.

Estimating the colocation effect for spatial collaboration in different sub-groups discloses
considerable heterogeneity, which informs about potential drivers of the colocation premium
to collaboration. Overall, there is a strong and systematic decline in the size of the colocation
effect with increasing cluster size. The largest economic areas feature a colocation effect
that is more than ten times smaller than the average effect. This relationship is even
better predicted by the presence of large firms that have the potential to facilitate remote
collaboration across multiple establishments through their organizational structure. Granular
data on the type of collaboration reveals that, indeed, collaborating users colocate less
if they belong to the same (large) organization. Moreover, sporadic collaboration is less
colocated than intensive interactions, suggesting it is harder to establish and maintain in-
depth work relationships remotely. I further find high-quality collaboration less colocated
than lower-quality links, which points to potentially significant productivity gains from
remote collaboration opportunities. Further, inexperienced users tend to collocate more
than their experienced peers and users match with similarly experienced peers locally while
they typically findmore experienced developers remotely, pointing to a trade-off between
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benefits from improvedmentor quality and costs arising from remote mentorship.

These findings have important managerial implications, notably for the governance of
knowledge worker teams, especially in the information technology sector in the context
of the spatial organization of work. Most importantly, findings suggest that it is less important
for collaboration in digital knowledge work to be colocated compared to less digital settings.
However, heterogeneity in colocation prevalence indicates that (fully) virtual collaboration is
feasible to a different degree for different types of collaboration and in different environments.
Results point to a crucial role of large organizations in facilitating remote collaboration, and
that high-quality projects are often associated with spatially distributed teams. Conversely,
data points to colocation still being important for intensive collaboration while non-colocated
collaborations typically remain sporadic. For inexperienced workers, colocation with their
teams seems to be essential. These findings have wider implications for policy making, in
particular that, due to lower colocation requirements for digital collaboration, ICT could play
a significant role in attenuating the strong agglomeration forces in high-skilled labor markets.
Not only management but also innovation policy makers should consider in their design of
policy andorganization, that different typesof collaboration, evenwithin knowledge-intensive
areas, might require different degrees of colocation.

The remainder of this paper is organized as follows. Section 2.2 discusses related literature.
In Section 2.3, I provide a brief background on digital collaboration in software development
and present the data. The empirical analysis in Section 2.4 first explores the role of colocation
and distance for collaboration in the highly digital setting of software developer networks
(Section 2.4.1), compares the observed spatial collaboration pattern to less digital networks
(Section 2.4.2), and explores the drivers colocated collaboration (Section 2.4.3). Section 2.4.4
presents robustness assessments and Section 2.5 concludes with a discussion.

2.2 Related literature
Agglomeration effects and local spillovers. This work relates to the literature on geographic
proximity on economic activity, which originates from the trade literature (Tinbergen, 1962;
Bergstrand, 1985). Inspired by the gravitymodel, other fields adopted similar research designs
and find geographic distance relevant, e.g., in scientific research (Catalini, 2018; Head et al.,
2019; Waltman et al., 2011), patenting (Jaffe et al., 1993; Thompson and Fox-Kean, 2005),
knowledge transfer (Keller and Yeaple, 2013), and business relations (Cristea, 2011; Coscia
et al., 2020; Bahar et al., 2022). Especially complex activities tend to cluster (Balland et al.,
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2020). Research on software development, where new ICT and digital tools are used heavily,
shows strong spatial clustering in Europe (Wachs et al., 2022) and suggests increased distance
matters for global collaboration, but less than for trade flows (Fackler and Laurentsyeva,
2020).4

While these studies provide consistent evidence for spatial clustering in a diverse set of
economic activities, comprehensive insight into spatial collaboration patterns in a settingwith
the potential to be fully virtual is lacking. This article is the first to show comprehensive and
representative evidence for such a setting and reveals a dichotomy with respect to geography
in the sense that there is a large colocation effect, but apart from that geographic distance is
not an important driver of collaboration.

Although distance explains geographic clustering well it is unclear to what extent physical
proximity per se is a requirement for collaboration. Economic theory suggests benefits
from geographic proximity arise mainly from costs for moving goods, people, and ideas
(Marshall, 1920), and such costs are often but not necessarily a function of geographic distance.
Empirically, studies find a high degree of localization of spillovers for productivity (Greenstone
et al., 2010; Baum-Snow et al., 2020), in customer-supplier relationships (Arkolakis et al., 2023;
Ellison et al., 2010), for knowledge transmission (Glaeser et al., 1992; De La Roca and Puga,
2017), and in labor markets (Moretti and Yi, 2023). Recent evidence shows strong positive
spillovers from agglomeration in knowledge-intensive settings, e.g., for inventor (Moretti,
2021), firm (Nagle, 2019) and software developer productivity (Abou El-Komboz and Fackler,
2022), as well as for entrepreneurship (Wright et al., 2023). Empirical work validates that
travel cost reductions due to cheap flights (Catalini et al., 2020) and new bridges (Dutta et al.,
2022) lead to increased collaboration in science. At the same time, Azoulay et al. (2010)
and Waldinger (2012) find physical proximity in scientific publishing less important than
intellectual distance.

This study confirms that local characteristics are a key driver of collaboration in digital
knowledge work while geographic distance itself is of little relevance. Especially cluster
size in terms of the number of local peers explains a large part of spatial agglomeration
of collaboration, confirming agglomeration benefits in software development found by
Abou El-Komboz and Fackler (2022). Results further suggest more opportunities for

4 In computer science, there is some anecdotal evidence of a colocation effect in software development driven
by face-to-face interaction (Bird et al., 2009; Al-Ani and Edwards, 2008) and papers investigating the network
structure of online coding platforms (Badashian et al., 2014; Thung et al., 2013) as well as specific features of
particular platforms (Blincoe et al., 2016).
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direct collaboration (as opposed tomore indirect spillovers) in large clusters contribute to
agglomeration effects, in line with Azoulay et al. (2010).

Geography and knowledge flows in organizations. Previous work revealed considerable
challenges for remote collaboration. For example, distributed teams find it difficult tomaintain
mutual knowledge (Cramton, 2001), are more prone to conflict (Hinds and Bailey, 2003; Hinds
and Mortensen, 2005), feature a lower sense of belonging (Fiol and O’Connor, 2005), shift the
perceivedownership of knowledge from theorganization to the individual (Griffith et al., 2003),
and risk being divided by subgroup dynamics (Polzer et al., 2006). The literature suggests
firm organization andmanagement play an important role in addressing these challenges
and facilitating collaboration over distance (Zammuto et al., 2007; Majchrzak et al., 2000). For
example, Glaeser et al. (2023) find monitoring and managerial guidance lead to increased
innovation, which results in an innovation premiumwhen located closer to headquarters. For
themanufacturing sector, Giroudet al. (2022) show that local productivity spillovers propagate
through plant-level networks within organizations, thereby overcoming distance. Even in the
context of improved ICT, Gray et al. (2015) find it beneficial to colocate R&D andmanufacturing.
Furthermore, the current consensus is that hybrid work organization is most effective (Bloom
et al., 2022) and it has long been established that at least occasional face-to-facemeetings are
important for virtual teams (Maznevski and Chudoba, 2000).

While existing work focuses on the discussion of challenges for organizations in managing
remote teams and tools to facilitate collaboration over distance, evidence that compares
collaboration within organizations to collaboration between or outside firms is scarce.
In contrast, my findings emphasize the role of large organizations in facilitating remote
collaboration as opposed to collaboration outside or between organizations. Large
organizations, and especially big tech firms, are systematically associated with much smaller
colocation effects. This is in line with recent findings by Duede et al. (2024) for intellectual
influence in scienceand thedescriptive findingson the internal geographyof firmsbyBartelme
and Ziv (2024). At the same time, data suggests that there is still some cost associated with
remote collaboration as it tends to be less intense than colocated interactions.

Remote collaboration and technology. Studies on the impact of technology on economic
exchange show that improved ICT generally fosters inter-regional trade (Steinwender, 2018;
Jensen, 2007), research and innovation (Agrawal and Goldfarb, 2008; Ding et al., 2010;
Forman and van Zeebroeck, 2019), and entrepreneurship (Agrawal et al., 2015). However,
geographically close exchange tends to increase disproportionately, for example in research
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collaboration (Agrawal and Goldfarb, 2008) and bilateral trade (Akerman et al., 2022), in
line with theoretical considerations that ICT and geographic proximity are complements
(Gaspar and Glaeser, 1998). And although ICT helps to increase remote collaboration, it is
unclear if existing technology fully eliminates the benefits of physical proximity. In non-
collaborative office settings, remote work is feasible and may even increase productivity
(Bloom et al., 2015; Choudhury et al., 2021). However, studies find that face-to-face is still
valuable in Silicon Valley firms (Atkin et al., 2022) as well as for communication in white-collar
teams (Pentland, 2012). Yang et al. (2022) show that remote collaboration of knowledge
workers makes information sharing harder. Similarly, Gibbs et al. (2023) estimates a sizable
productivity loss for IT professionals who work remotely which they attribute to increased
communication costs. In the lab, Brucks and Levav (2022) demonstrate virtual interaction
comes with a cognitive cost for creative idea generation. There is first evidence that the costs
of distributed teams tend to fall over time as remote collaboration technology improves and
learning effects materialize (Chen et al., 2022). Within firms, Forman and Zeebroeck (2012)
show Internet adoption leads to more geographically dispersed inventor teams.

Apart from the direct effects of remote collaboration on productivity, studies point to physical
proximity being central to human-capital development (Glaeser and Mare, 2001; De La Roca
and Puga, 2017; Eckert et al., 2022; van der Wouden and Youn, 2023). For inventors, Akcigit
et al. (2018) show interaction with successful peers is crucial for innovation. Likewise, Lee
(2019) find workspace proximity facilitates individual-level exploration in an office setting in
the e-commerce industry. Even among software developers, who regularly interact online
and use digital tools, colocation, and online learning are complements such that for firms, a
trade-off between short-term productivity gains and long-term human capital development
arises (Emanuel et al., 2023).

Here I present comprehensive empirical evidence that shows collaboration is less colocated
in a setting of digital knowledge work compared to less digital settings. Furthermore, by
exploring colocation of certain types of collaborations I am able to provide nuanced insight
into potential drivers of colocation. Evidence points to colocation being especially valuable
for inexperienced workers for whom human capital development is important. And the fact
that remote collaboration tends to be more high-quality and less intense is in line with higher
costs associated with remote collaboration.

Social networks and connectedness. Increased data availability allows researchers to
measure interpersonal connectedness in great detail and comprehensively. Bailey et al.
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(2018b) construct regional connectedness from Facebook data. Analyses of this data reveal
a high degree of spatial clustering in social networks (Bailey et al., 2020a) and a strong
association with travel (Bailey et al., 2020b) and trade (Bailey et al., 2021). Also drawing on
Facebook data, Chetty et al. (2022a,b) compute social capital measures showing substantial
regional variation in social connectedness between people with high and low socio-economic
status.

I add to this literature by providing comprehensive insights into the professional networks of
software developers, a key and increasingly important group of knowledge workers at the
forefront of digital technology adoption. By comparing spatial connectedness patterns to
existing comprehensively recorded human networks I show similarities and differences: while
all networks exhibit spatial clustering both the functional relationship andmagnitude differ
widely. Connectedness in less digital social and inventor networks is much more spatially
concentrated than in the highly digital software developer network and for the professional
networks, there is a dichotomy between colocated and non-colocated collaboration whereas
social networks exhibit a much smoother behavior with respect to geography. Further, the
knowledge worker network presented here provides much richer insights regarding the
nature of collaboration compared to existing professional networks that are comprehensively
captured.

2.3 Data
Background. In the last two decades, the adoption of new digital tools for collaborative
software development drastically improved workflow and organization of software develop-
ment projects and enabled developers to work together both on-site and remotely in teams
via cloud-based online code repositories. These repositories are maintained using the inte-
grated version control software git. Version control with git can be highly customized in
combination with local code repository copies and is controlled conveniently via the native or
GUI-integrated command line. GitHub is by far the largest online code repository platform.
It was founded in 2008, reached 10 million users by 2015, and in 2021 reported 73 million
users worldwide (GitHub, 2021; Startlin, 2016). Since many developers routinely engage
in open-source software development, a large number of repositories are public. Survey
evidence generated by GitHub in 2021 suggests that approximately 19% of code contributions
on the platform are to open-source projects (GitHub, 2021). Due to the nature of the version
control system git, a detailed history of code changes and contributing users is available and
openly visible online for public repositories. GitHub provides access to public user profiles
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and repositories via API.

Data. Data analyzed in this paper originates from GHTorrent, a research project by Gousios
(2013) that mirrors the data publicly available via the GitHub API and generates a queryable
relational database in irregular time intervals.5 The resulting snapshots contain data from
public user profiles and repositories as well as a detailed activity stream capturing all
contributions to and events in public repositories. This paper relies on ten GHTorrent
snapshots dated between 09/2015 and 03/2021, i.e., roughly one snapshot every seven
months.6 Overall, the data contains 44.1 million users worldwide. For this spatial analysis of
software developer collaboration in the United States, the sample of GitHub users is selected
from this data according to three criteria:

– the user reports a location that refers to a city-level location within the United States;

– the user is active in the observation period, i.e., contributes at least once in two time
intervals between data snapshots;7 and

– the user collaborates, i.e., contributes to at least one project with another in-sample
user.

On their GitHub profile, users can indicate their location. This self-reported indication is
voluntary and is neither verified nor restricted to real-world places byGitHub. It is thus difficult
to examine the accuracy comprehensively. However, researching user profiles online that
can be linked to further personal information, e.g., due to use of real name on the platform,
allows to verify location from other sources such as LinkedIn or personal websites. Anecdotal
evidence from such searches suggests that those whomake a location available on GitHub to
a large extent provide their correct location.8 As GitHub also functions as a social network for
software developers, users have an incentive to report their correct location for networking
purposes since they are thenmore easily found by their local peers.

About 5.2% of users captured in the data (2.30million) include a self-reported location in their

5 GHTorrent data contains potentially sensitive personal information. Information considered sensitive (e.g.,
e-mail address or user name) has been de-identified (i.e., recoded as numeric identifiers) by data center staff
prior to data analysis by the author. Data from the GHTorrent project is publicly available at ghtorrent.org,
last accessed 02/15/2023.
6 Snapshots are dated 2015/09/25, 2016/01/08, 2016/06/01, 2017/01/19, 2017/06/01, 2018/01/01, 2018/11/01,
2019/06/01, 2020/07/17, and 2021/03/06.
7 New users in the last time interval are regarded as active if they contribute in this time interval.
8 Due to de-identification of user names, the user profiles cannot be linked to other data to a larger extent in
order to verify this anecdotal impression. I perform further aggregate plausibility checks below.
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public user profile. Thereof, 34% (778 thousand) can be georeferenced to a locationwithin the
United States.9 This roughly corresponds to a survey conducted by GitHub in 2021, reporting
a share of 31.5% of users being located in North America (GitHub, 2021). Of these users
located in the United States, a portion of 46% (354 thousand) is active in public repositories,
which I define as contributing at least once in two time intervals between subsequent data
snapshots.10 Finally, 54% of active U.S. users contribute in at least one project to which
multiple users contribute in the observation period. This leaves a sample of 190,637 active,
collaborating users geolocated in the United States during the observation period from 2015
to 2021. For the remainder of this paper, I refer to users and their activity in this sample.

For the purpose of regional analysis, each user is assigned to one of 179 economic areas in
the United States as defined by the Bureau of Economic Analysis based on the self-reported
geolocation on her user profile. Locations are georeferenced via exact string matching to
U.S. cities in theWorld Cities Database and then assigned to respective economic areas via
their latitude and longitude and Bureau of Transportation Statistics’s economic-area shapes.
This regional level is chosen such that it is both sufficiently detailed to study colocation and
distance effects and provides an adequate level of aggregation given the number of users in
each economic area. The Bureau of Economic Analysis economic areas define the “relevant
regional markets surroundingmetropolitan or micropolitan statistical areas” (Johnson and
Kort, 2004). Economic areas are similar to metropolitan statistical areas (MSA) in most cases.
To capture entire economic regions, economic areas tend to be larger than corresponding
MSAs for big cities.

Summary statistics. In-sample users contribute to about 4.29 million repositories, i.e., open-
source code projects on the platform. In total, they make roughly 97.3 million single code
contributions to these projects, so-called commits. Themost popular programming languages
usedon theplatformare JavaScript, Python, aswell asCand related languages (seeFigureB.1).
As typical for digital platforms, activity in GitHub’s open-source projects is highly skewed,
meaning that only a fraction of users contributes the majority of content.11 See Figure B.3 for
a visual impression.

Each user on average contributes to 28.5 projects (median: 14) in the observation period. 28%
of projects are one-time uploads with one (inital) commit. To projects that are not one-time
9 This processing step also confirms above impression that most users provide correct location, as non-sense
locations like, e.g., “the moon,” together with other locations for which georeferencing to a country was
unsuccessful, only make up 1.4% of users with non-empty location.
10 New users in the last time interval are regarded as active if they contribute in this time interval.
11 See, e.g., Luca (2015) for a review of user content generation on social media platforms.
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uploads, users make on average 37.2 code contributions (median: 7). About 90% of observed
projects are personal, i.e., only one user contributes to them. This leaves around 430 thousand
projects run by teams. Although team projects account for only one tenth of all observed
projects, they make up 45% of commits (≈43.3 million). Team projects have on average 3.6
(contributing) members (median: 2). In the observation period, a user on average makes 510
code contributions (median: 156), with an average of 18.4 commits in each of her projects
(median: 3). 31% of commits are one-time contributions to a project.

Figure 2.1: Relation between software developer and inventor collaboration network
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Note: Plots show the relationship between the number of inter-regional collaborations between
economic areas in the software developer and inventor network. Panel A compares software
developer collaborations to all collaborations in collaborative patents and Panel B to collaborative
computer science patents. Collaborations are transformed logarithmically. Bubble size represents
the multiplication of economic-area size in terms of users after logarithmic transformation. Red
lines are best linear fits fromweighted log-log regressions. Sources: GHTorrent, PatStat, Bureau of
Economic Analysis, own calculations.

I define users as being linked or collaborating with each other if they contribute to at least
one joint project in the observation period. There are 10.07 million links between users in
the sample. Each user on average is linked to 45.2 other in-sample users (median: 4). Overall,
12.4% of links are between users in the same economic area. For the average user, 34.7% of
collaborations are with other local users (median: 14.3%) and two thirds of team projects
are fully colocated, meaning that all contributing in-sample users are located in the same
economic area. I define links between users that have more than one joint project strong ties.
19% of links between users are strong ties. More detailed summary statistics are reported in
Table B.1. To distinguish different types of collaboration I use information provided in the data
on the organizational affiliation, forks, stars, and followers (see Section B.1 in the Appendix
for more details).

46



2 Colocation in Digital Knowledge Work

Representativeness. I validate the plausibility and representativeness of the sample
in two ways. First, I compare the observed regional concentration pattern with other
regional data. For this, I rely on types of data associated with the regional concentration
of knowledge workers and their activity footprint across U.S. economic areas: GDP, inventors,
establishments, employees, and employee payroll. Where available, I use these metrics both
for professional, scientific, and technical services and for computer science. I find a precise
and strong positive association for all benchmarks.12 Relating GitHub users to thesemeasures
in simple user-weighted log-log regressions explains 77.5 to 90.1% of regional variation and
yields an average slope coefficient of 0.99 ranging from 0.74 to 1.20, all highly significant.
Relationships are plotted in Figure B.2. These tight and linear relationships centering around
one-to-one are reassuring and mitigate potential concerns regarding regional bias in the
sample.

Second, I compare the number of connections between users in the software developer
network to connections between inventors of collaborative patents in PatStat. Although
inventors are presumably more focused on creative, novel, and innovative activities resulting
in a patent and only represent a subset of the broader community of software developers
active on GitHub, one would expect to see at least some overlap of the two networks; the fact
that regional concentration of inventors and software developers is highly correlated supports
this presumption (see Figure B.2). Figure 2.1 shows the correlation between inter-regional
collaborations of in-sample users and inventors, with all inventors in Panel A and inventors of
computer sciencepatents inPanelB. Similar to thedefinitionof a link in the softwaredeveloper
network, I define inventors as linked if they patented jointly at least once.13 Naturally, there are
much less inventors than developers and thus many economic-area pairs feature zero or few
inventor links. Despite the differences, there is a strong positive and statistically significant
relationship between inter-regional collaboration in the networks which provides additional
reassurance of the samples’ representativeness also on the (regional) network level.

2.4 Empirical analysis
2.4.1 Main results
Concentration. Users are extremely concentrated in space. Figure 2.2 maps the number of
active, collaboratinguserswith geolocation in theUnitedStates for eacheconomic area. 79.8%
of users concentrate in ten economic areas, all of which contain (at least) one major city: San

12 For detailed information on supplementary data used here see Section B.1 in the Appendix.
13 For detailed information on supplementary data used here see Section B.1 in the Appendix.
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Francisco, New York, Seattle, Los Angeles, Boston, Chicago, Washington D.C., Denver, Austin,
and Atlanta. This is an even higher concentration in the largest hubs relative to inventors of
computer science patents, where 68.9% cluster in the respective ten largest economic areas
(Moretti, 2021). For comparison, the largest ten economic areas in terms of users account for
only 32.2% of U.S. inhabitants.

Figure 2.2: Geographic distribution of users

Notes: Map shows the number of (in-sample) users per economic area. The remote
economic areas Anchorage, AK, and Honolulu, HI, are not shown. Sources: GHTorrent,
own calculations.

Concentration is high even among the largest economic areas. While the largest economic
area, the Bay Area, hosts over 53 thousand users, only 16.3 thousand users are located in
the fifth-largest economic area containing Boston, and less than nine thousand users in the
tenth-largest economic area which includes Atlanta. On average an economic area contains
1,895 users with the median economic area hosting 302 users. Normalizing these numbers by
economic area population size reveals user density in the general population. Three places
stand out here: San Francisco, Austin, and Seattle; all with around 0.5% (in-sample) users in
terms of population. Density is less than 0.25% for all other economic areas, for most of them
much lower. Collaboration – measured in terms of the number of links users in an economic
area are part of relative to the total number of links – is evenmore concentrated at the top
than users. See Figure B.5 for more complete information on the largest twenty economic
areas according to these metrics.

Collaboration. Figure 2.3 provides an overview of the spatial structure of U.S. software
developer collaboration network by mapping inter-regional links with above 20,000
collaborations. The strength of inter-regional links is indicated by the width of the blue lines,
which is scaled by the logarithmic number of between-economic area user links. Naturally,
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Figure 2.3: Inter-regional collaboration of users

Notes: Map shows the structure of the U.S. software developer collaboration
network. Important edges of the network, defined as links between economic
areas above 20,000 connections, are shown in blue and scaled by the logarithm
of the number of links. Economic areas shown in gray with their centroids
as nodes in red, scaled by overall links to other economic areas. The remote
economic areas Anchorage, AK, and Honolulu, HI, are not shown. Sources:
GHTorrent, own calculations.

central nodes correspond to the economic areas with the highest numbers of users (see
Figure 2.2). The strongest inter-regional links are formed between the largest economic areas,
with the Bay Area as the central hub. As a result of the location of the central nodes, many
important inter-regional links span long distances between centers on opposite coasts.

A notable property of collaborations is the extent towhich they are local. Although the average
economic area contains only 0.6% of users, an average of 4.7% of all links of economic-area
users are local, i.e., betweenusers that are both locatedwithin the economic area. This implies
collaborations are, compared to random link formation, on average over-proportionally local
by a factor of 7.8. Overall, 12.4% of all links are between users in the same economic area.
For the average user, 34.7% of collaborations are with other local users (median: 14.3%), and
two-thirds of team projects are fully colocated, meaning that all contributing in-sample users
are located in the same economic area. The ten largest economic areas in terms of users
are involved in 67.9% of cross-economic area collaborations, a number with relatively little
variation across economic areas.14 Note that this is less than their combined user share of
around 80% implying an disproportionally high share of local collaboration relative to other
economic areas.
14 See Figure B.6 for a distribution plot.
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Figure 2.4: (Local) collaboration and distance
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Notes: Plots depict localization patterns in the software developer network. Panel A shows the
relationship between the share of collaborations of an economic area’s users in all collaborations.
The red line represents the best linear fit weighted by total collaboration share as economic-
area size measure. Panel B shows the deviation of the economic area user collaboration share
from the benchmark of being equal to the percentage share in all collaborations. The horizontal
red line (=0) represents this ‘flat-world’ benchmark. Economic areas above the benchmark line
feature a higher local collaboration share than their share in total collaborations, economic areas
below the benchmark line have a lower share of local collaborations than their share in total
collaborations. Bubble size indicates the collaborations of economic area users. Sources: GHTorrent,
own calculations.

The larger an economic area, measured by total collaboration share, the more of its users’
collaborations are typically local. This strong relationship can be intuitively explained by
increased opportunity for collaboration in a larger pool of users. However, smaller economic
areaswith respect to their size disproportionately collaboratemorewith other local users. This
is shown by a strong negative relationship of economic area size and collaboration relative to
a hypothetical situation with random sampling, i.e., where links occur with equal probability
irrespective of geography. These findings, illustrated by Figure 2.4, point to high relevance of
being colocated for collaboration.

Cluster size, colocation, and distance. To assess the role of cluster size, colocation, and
distance in spatial collaboration patterns, I construct binned scatter plots. Panel A of Figure
2.5 shows a binned scatter plot for the median number of links between economic areas
dependingongeographic distance,with onepoint for eachpercentile of bilateral collaboration
counts. Geographic distance in all specifications is the centroid-based geodesic distance
between economic areas; Figure B.7 plots the distance distribution. The graph shows a U-
shaped relationship with a stronger increase in collaborations on the right. This pattern
is driven by collaboration between the large economic areas on opposite coasts, which
reemphasizes that cluster size is a major driver of collaboration.
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To disentangle the effect of cluster size and distance, I construct another binned scatter
plot (Panel B) after controlling for a set of variables measuring user size of each economic
area pair: the number of users and users squared (to allow for nonlinear effects) for the two
economic areas, respectively, and the number of users multiplied for each economic-area
pair as a representation of bilateral collaboration potential. Factoring out cluster-size effects
yields a collaboration pattern that is essentially flat over the whole distance range, with the
notable exception being in the first distance percentile, which captures colocation, for which
(residual) collaborations are much higher.15 Excluding the first percentile, residual medians
range between 308 and 409 with a mean of 343. Being colocated (i.e., in the first distance
percentile) increases median collaboration by a factor of 2.8 relative to the mean of other
percentiles to a (residual) collaboration median of 951, conditional on user size controls. This
suggests that, for region pairs with similar cluster size, being colocated is associated with
almost three times more collaborations at the median.

Figure 2.5: Collaboration and distance
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Notes: Figure shows binned scatter plots of the median number of collaborations and the geographic
distance between economic-area pairs. The number of bins is 100, i.e., each point represents one
percentile of economic-area pairs. Panel A plots the binned scatter without controls. Panel B plots
the binned scatter after controlling for the following variables: users and users squared for both
economic areas, respectively, and the multiplication of users of each economic-area pair. Means are
added back to residuals before plotting. Within-economic area collaborations as well as Honolulu, HI,
and Anchorage, AK, economic areas are excluded. Sources: GHTorrent, own calculations.

To complement the above analysis of the relationship between colocation, distance, and
collaboration, I run simple gravity-type regression analyses of the form

links𝑖,𝑗 = 𝛽0 + 𝛽11{coloc𝑖,𝑗} + 𝛽2dist𝑖,𝑗 + Xi3 + Xj4 + Xi,j5 + 𝜖𝑖,𝑗 (2.1)
15 Themean centroid-based distance between economic-area centroids in the first distance percentile is 28.6
kilometers.
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where collaborations are explained by a colocation indicator marking collaboration between
users in the same economic area, 1{coloc𝑖,𝑗}, a distance term, and origin and destination
economic-area characteristics.16 In all specifications I include the continuous centroid-based
distance, dist𝑖,𝑗. As control variables, I either include origin and destination economic-area
characteristics, Xi and Xj, or origin and destination economic-area fixed effects. Explicit
controls include the number of users, GDP, and population. To control for collaboration
potential between two economic areas, I further add the multiplication of origin and
destination users, Xi,j.

Table 2.1: Collaboration, colocation, and distance

Collaboration [log] (1) (2) (3) (4) (5) (6)

Colocation 2.825*** 2.354*** 2.298*** 2.371*** 2.286*** 2.329***
(0.223) (0.176) (0.177) (0.171) (0.153) (0.071)

Distance 0.024*** -0.006*** -0.006*** -0.001 -0.006*** -0.004***
(0.002) (0.001) (0.001) (0.001) (0.001) (0.001)

Users × × × ×
Users, multiplied × × × ×
GDPs × ×
Populations ×
Origin FE ×
Destination FE ×

Observations 31,329 31,329 31,329 31,329 31,329 31,329
Adj. R2 0.016 0.409 0.409 0.469 0.595 0.922

exp(𝛽colocation) − 1 15.87 9.53 8.96 9.71 8.83 9.26

Notes: The outcome variable is the natural logarithm of collaborations between two economic areas
plus one. Colocation indicates collaboration between users in the same economic area. Distance
is scaled in 100 kilometers. Users, GDPs, and Populations refer to the respective variables for both
origin and destination. Users, multiplied, is the multiplication of the number of users in origin and
destination. Collaboration with Anchorage, AK, and Honolulu, HI, are excluded. Robust standard
errors are reported in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Sources: GHTorrent, Bureau of
Economic Analysis, own calculations.

The main results confirm collaboration is strongly positively associated with being colocated.
16 To deal with unconnected economic areas, I follow a common solution from the trade literature and avoid
omission by adding one before the logarithmic transformation of the number of links between each economic
area pair.
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Estimates in Table 2.1 are remarkably stable overall specifications. The effect size for
colocation is large and statistically highly significant, suggesting colocated users collaborate
about 8.8 to 9.7 times as much as users that are not colocated, holding economic-area
characteristics constant. Further, there is only a very weak, statistically significant negative
relation with distance. Depending on the specification and given equal economic-area
characteristics, results suggest 0.1% to 0.6% fewer collaborations when distance increases
by 100 kilometers. The fixed-effects model controlling for the multiplication of origin and
destination users in column (6) is my preferred specification. In line with the literature, the
large colocation effect points to direct collaboration with other locals as an important driver
of local spillover effects in agglomerations while the importance of other cluster-size controls
indicates it is not the only explanation.

Results confirm that economic-area characteristics play a major role for collaboration. The
naïve model in column (1) of Table 2.1 without controls illustrates this: In line with the
descriptive finding that a large part of collaborations happens within and between large
hubs, this specification overestimates both the role of colocation and distance, even suggests
a positive relation between distance and collaboration, and generally is not able to explain
variation in collaboration well. Once control variables for economic-area characteristics are
subsequently added, the results are robust and stable, while explained variation increases
to around 40%with user controls and 60%with GDP and population controls. Adding origin
and destination fixed effects that capture also unobserved economic-area characteristics
further improves model fit to 92%. This implies that around 90% of the variation in regional
collaboration is explained by economic-area characteristics, especially cluster size.

2.4.2 Benchmarks
I am interested in whether the spatial collaboration pattern exhibits less concentration in a
digital work setting like software development. As spatial clustering is typical for all human
networks, I compare spatial collaboration patterns among software developers to two less
digital human networks: the (computer science) inventor collaboration network and general
social networks. Both benchmark networks are less digital than software development
because they are more intensive in face-to-face interaction, but arguably to very different
degrees. And although there are other differences than their degree of digitization as well,
these comparisons can offer suggestive evidence on the impact of digital work settings and
provide more context to the observed colocation effect in the software developer network.
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Inventor networks
Inventors are a natural comparison group for software developers for multiple reasons. First,
both groups are comprised of high-skilled individuals. Second, both perform similar work that
is mostly characterized by non-routine cognitive tasks. Third, both typically work in an office
setting with high computer use intensity. Hence, I put the colocation effect size observed
for software developers in context by comparing the regional collaboration pattern in the
software developer network to the pattern in the inventor network.

Inventor collaboration network. I combine data from PatStat from 2015 to 2021 with
inventor geolocations from the Seliger et al. (2019) and select inventors of collaborative
patents located in the U.S. With this information, I define an inventor collaboration link,
similar to the definition of software developer collaboration, as having filed at least one joint
patent in this period. To get a sample that is as similar as possible to software developers,
I select inventors of computer science patents.17 I arrive at a sample of around 17,000 U.S.
inventors that filed a collaborative computer-science patent in this time period.

Network relatedness. Panel A of Figure 2.6 plots the relation between software developer
and computer-science inventor networks and differentiates between (blue) andwithin (green)
economic-area collaborations. Marker size represents a measure of economic-area size.
There is a strong linear relationship between the two networks. This high inter-regional
network overlap means that software developers and inventors exhibit similar inter-regional
collaboration patterns.18 This is an indication that computer science inventors indeed are a
viable comparison group for software developers.

Colocation and distance. There is a parallel shift to the right of the green observations
in Panel A of Figure 2.6, representing within-economic area (i.e., colocated) collaborations.
This parallel shift in logarithmic values means that, while exhibiting a comparable pattern
otherwise, inventor collaborations are systematically more colocated than collaborations
in the software developer network. Parallelism also implies that this logarithmic effect is
relatively homogeneous across economic areas.

To quantify the difference in colocation effect size between the two networks, Panel B of
Figure 2.6 shows the relationship between collaboration and geographic distance in a binned
scatter plot for both software developers (blue) and computer-science inventors (red) after
controlling for economic-area characteristics. Residual values are normalized by themean

17 More information on data preparation is provided in the Appendix.
18 Figure B.11 shows a similar plot for all inventors, a larger sample of around 76,000 individuals.
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Figure 2.6: Colocation effect relative to inventors
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Note: Panel A shows the relationship between the number of collaborations between economic
areas in the software developer and computer-science inventor network. Collaborations are
transformed logarithmically. Blue bubbles depict between-economic area collaborations and green
bubbles represent within-economic area collaborations. Bubble size represents the multiplication of
economic-area size in termsof users after logarithmic transformation. Theblue andgreen line are best
linear fits fromweighted log-log regressions for within- and between-economic area observations.
Panel B shows binned scatter plots of the median number of collaborations and the geographic
distance between economic-area pairs for both computer-science inventors (red) and software
developers (blue). The number of bins is 15. Plots show residuals after controlling for the following
variables: users and users squared for both economic areas, respectively, and the multiplication of
users of each economic-area pair. Residuals are normalized to the mean of bin values, excluding
the first distance bin. Means are added back to residuals before plotting. Unconnected economic
areas as well as collaborations with Honolulu, HI, and Anchorage, AK, economic areas are excluded.
Sources: GHTorrent, PatStat, own calculations.

values of all distance bins but the first (which represents colocation). There is a clearly visible
colocation effect in both networks while increased distance is essentially irrelevant thereafter.
The colocation effect is much higher in the inventor network, shown by the larger elevation in
median collaboration in the first distance bin for inventors compared software developers.
This comparison implies the colocation effect is about 2.7 times larger in the computer-science
inventor network relative to the software developer network. Regression analyses in Table
B.5 confirm this descriptive finding and also point to a two to three times larger colocation
effect for inventors, who are about 26 to 28 times more likely to collaborate locally.

Intuitively, a larger colocation effect for inventors of computer science patents compared to
software developers is explained by the differences between the two groups. Inventors’ work
results in a patent (filing) and therefore always claims novelty and, as a result, requires more
creativity and innovation in collaboration processes. Andwhile software development is often
a creative and innovative process, as well, this is not always necessary to the degree required
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for a patent grant. Software consists of program code and thus software development tends to
be, by nature, more codified than inventing. All these factors make inventing an activity that
is more intensive in face-to-face interaction and thus less susceptible to remote collaboration
in an entirely digital work setting.

Social networks
Compared to both the inventor and the software developer network, social relationships
are arguably evenmore demanding in terms of physical proximity even though digital tools
such as online social networks greatly facilitate (remote) communication. In that sense,
they are the least digital setting among the three networks studied here. A comparison
of spatial collaboration patterns in software developer and social networks can inform on
differences between (mostly) work-related digital collaboration networks and face-to-face
intensive general social networks.

Connectedness indices. To study social networks, I use data on regional connectedness from
Facebook. Connections on Facebookmap to a large extent to real-world friendship, family
and acquaintanceship ties. As such, observed regional network data constructed form active
users on Facebook are an adequate representation of real-world social networks.19 Bailey
et al. (2018a) construct a regional index of social connectedness for the United States. The
so-called Social Connectedness Index (SCI) measures the relative probability of connection
between users in two regions by

index𝑖,𝑗 =
links𝑖,𝑗

users𝑖 ∗ users𝑗
. (2.2)

Importantly, the index is independent of region size and scaled to numbers between 1 and
1,000,000,000. I similarly compute a scaled index using the GHTorrent data sample, which I
call GH Connectedness Index (GHCI).20 Figure B.12 shows histograms of scaled GHCI and SCI.

Regional network overlap. Interestingly, the two regional connectedness indices are
essentially orthogonal to each other, with a low Pearson’s correlation of 0.0248 which is
not statistically significantly distinguishable from zero. This is also shown by Panel D of Figure
2.7; a data example for the economic area containing Los Angeles in Figure B.14 provides an
illustration. While the (weighted) number of collaborations on GitHub is strongly associated
with large clusters, this relationship vanishes for the GHCI since it is constructed analogous

19 See Bailey et al. (2018b) for a detailed discussion.
20 For details on index construction and aggregation see Section B.1 in the Appendix.

56



2 Colocation in Digital Knowledge Work

to the SCI and, therefore, is independent of economic-area size. This shows that software
developer and general friendship networks measured through size-independent indices such
as GHCI and SCI feature no significant regional overlap.21 Intuitively this is explained by
general friendships typically being muchmore tied to one’s geographic center of life.

Comparing spatial decay. Data confirms the presence of a strong colocation effect in both
networks. Figure 2.7 plots raw data from scaled GHCI (Panel A) and SCI (Panel B) after
logarithmic transformation. A large colocation effect is already clearly visible in the raw
data, represented by the sharp upward shift of the (logarithmic) distribution at a distance of
zero for both indices. Apart from the colocation effect, GHCI is essentially independent of
distance, in line with the previous findings. In contrast, the SCI features strong and decreasing
spatial clustering as depicted by the continued decrease over the whole distance range. The
decrease in social connectedness with increasing distance is particularly strong for distances
smaller than 500 kilometers.

For a model-based comparison of the relationship of the indices to geographic distance, I fit
fractional polynomial regressions to flexibly model the relationship in the data.22 Panel C of
Figure 2.7 graphs the predicted relationships and their fit to the underlying data. The fitted
curve in blue represents the relationship between the scaled GHCI and geographic distance
while the fitted curve in red shows the same relationship for the scaled SCI. For both indices,
there is a clearly visible colocation effect, represented by a discontinuity at a distance of zero.
Comparing predicted index values at a distance of zero to the smallest non-zero distance
allows me to quantify the colocation effect. The quantification yields an 11.2-fold increase in
relative connectedness probability for GHCI. This is larger but comparable to the colocation
effect estimated above, which includes more controls. For SCI, the colocation effect is 41.4,
i.e., 3.7 times larger than for GHCI. Given further strong spacial decay in SCI and not for GHCI
this multiple represents a conservative estimate.

Spatial decayof the relativeprobability of a connection ispresent inboth indices. It is, however,
muchmore pronounced for predicted SCI and barely visible for the GHCI; Figure B.13 plots the
predicted absolute and logarithmic index values with and without the colocation effect on
different scales. The data shows that software developer connectedness remains at a much
higher (relatively stable) level with increasing distance as compared to social connectedness,
which strongly and continuously decreases in distance.

21 SCI data is constructed so that it is impossible to tease out the underlying inter-regional network. As a result,
network overlap before accounting for region size similar to Panel A in Figure 2.6 cannot be analyzed here.
22 See Section B.1 in the Appendix for detailed information on the fractional polynomial model used.

57



2 Colocation in Digital Knowledge Work

Figure 2.7: Relative collaboration probability and distance

Note: Upper Panels show scattered values of scaled GHCI (Panel A) and scaled SCI (Panel B) after
logarithmic transformation. Both indices are scaled between 1 and 1,000,000,000. Scaled SCI
from Bailey et al. (2018a) is mean-aggregated from county-county level weighted by multiplied
populations of each county-pair and rescaled between 1 and 1,000,000,000. Panel C shows the
predicted relationship between scaled GHCI (blue) and scaled SCI (red) indices and distance as
estimated by a fractional polynomial regression. Logarithmic values of scaled GHCI and SCI are
depicted by blue and red markers, respectively. Panels A to C show connected economic-area
pair observations. Panel D shows the correlation between scaled GHCI and SCI after logarithmic
transformation with within-economic-area collaborations excluded. Sources: GHTorrent, Bailey et al.
(2018a), U.S. Census Bureau, own calculations.
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This evidence suggests that connectedness is generally associated with geographic factors in
the social network compared to knowledge worker networks. While the colocation effect is
larger, as well, looking at colocation alone would be misleading since, additionally, there is a
strong and continued spatial decay in connectedness for social networks that is not present
in knowledge worker networks. I interpret these findings as evidence that even though the
colocation effect in knowledgework is large, it is relatively smallwhen compared tonon-digital
general social networks.

2.4.3 Heterogeneity
Collaboration is potentially colocated to a different extent depending on the type of user
and/or project. I use the rich data on user activity as well as their affiliation to organizations to
measure and classify collaborations along the following dimensions: organizational affiliation,
quality, user and project types, and collaboration intensity. This allows me to study which
factors are systematically related to a stronger or weaker colocation effect and, hence, to gain
further insights into the drivers of andmechanisms behind the observed overall colocation
effect.

The descriptive findings in Figure 2.4 already suggest that the colocation effect might be
particularly strong in smaller economic areas and weaker in large hubs. Regression analyses
that include interaction terms of the colocation indicator and economic-area characteristics
presented in Table B.10 confirm this descriptive finding. The colocation effect is 28% smaller
in economic areas with an above-median number of users compared to a below-median
number of users and only 94% smaller in the 10 largest economic areas compared to the rest.
There are several potential explanations that lead to this effect heterogeneity at the aggregate
economic area level.

Organizations. One potential channel through which this heterogeneity might occur is large
organizations (Duede et al., 2024; Giroud et al., 2022), i.e. in large economic areas there are
also larger firms with multiple establishments that are able to facilitate remote collaboration.
For a first indication of this, I run model specifications that interact the colocation indicator
with the number of local technology or software firms with above 1,000 employees from
County Business Patterns. Indeed, the colocation effect is 70% smaller in economic areas with
an above-median number of technology firms and 87% smaller in economic areas with an
above-median number of software firms. Thus, economic-area characteristics support this
view of large firms as facilitators of remote collaboration.
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Table 2.2: Colocation effect heterogeneity

Dimension colocation relative relative to
effect effect baseline

Panel A: Organizations
intra-organization 5.26 1.41 0.57
inter-organization 3.73 0.40
within big-tech firm 0.13 0.65 0.01
big-tech firm involved 0.20 0.02
within multi-establishment firm 3.48 0.99 0.38
multi-establishment firm involved 3.51 0.38
within large firm 0.59 0.76 0.06
large firm involved 0.78 0.08

Panel B: Quality
above-median followers 6.64 0.72 0.72
below-median followers 9.16 0.99
above-median forks 8.97 0.81 0.97
below-median forks 11.07 1.20
with stars 6.49 0.41 0.70
no stars 15.80 1.71

Panel C: User type
above-median user experience 6.00 0.62 0.65
below-median user experience 9.75 1.05
above-median experience differential 4.36 0.39 0.47
below-median experience differential 11.08 1.20
common programming language 8.02 0.99 0.87
no common programming language 8.13 0.88

Panel D: Collaboration intensity
strong tie, via project 11.23 1.57 1.21
weak tie, via project 7.16 0.77
above-median project commits 13.00 4.36 1.40
below-median project commits 2.98 0.32
strong tie, via commits 13.05 2.54 1.41
weak tie, via commits 5.12 0.55

Panel E: Project type
above-median users 6.13 0.33 0.66
below-median users 18.47 1.99
above-median commits 8.64 0.69 0.93
below-median commits 12.47 1.35
above-median project age 6.38 0.38 0.69
below-median project age 16.99 1.83

Notes: Table shows estimated colocation effects frommodels similar to the baseline model (6) in Table 2.1. The models

are estimated using different outcome variables, i.e., the number of links between economic areas, according to various

heterogeneity dimensions. Where applicable, relative effects shown refer to effect size ratios between two related models

that count collaborations above and below a threshold value of a variable of interest. Relative to the baseline effect is the

ratio to the colocation effect from the preferredmodel of 9.26. More detailed information on eachmodel is provided in

separate tables in the Appendix. Sources: GHTorrent, Bureau of Economic Analysis, own calculations.
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To investigate this channel more directly, I draw on user-indicated affiliation in the data.
Around 30% of in-sample users provide their affiliation to an organization. Constructing the
economic-area collaboration network from only links between users that both indicate their
affiliation and estimating the baseline model specification yields a colocation effect of 5.67,
meaning that links of userswith affiliation information are 39% less colocated compared to the
baseline. This indicates that the sample of users that provide their affiliation generally exhibits
a collaboration pattern that is less local. To investigate the role of organizations in facilitating
remote collaboration, I distinguish within- and between-firm links within the sample of users
that provide their affiliation information. I also classify organizations into groups using the
number of affiliated users, big tech firm affiliation, and the number of economic areas of
affiliated users. For each of these indicators, I construct two economic-area-level networks
according to a decision criterion. For example, I compute the collaboration network for intra-
and inter-organizational links at the economic area level. The resulting estimates of the
colocation effect from the baseline model specification shown in Panel A of Table 2.2 are 5.26
for the network of intra-organizational links and 3.73 for the inter-organizational network.
This suggests that links within organizations are actually more colocated by 41%.

However, many firms are relatively small and thus have little scope to facilitate remote
collaboration.23 Therefore, it is more appropriate to compare inter- and intra-organizational
links of users affiliated with large firms in particular. Defining large organizations as firms
with more than 200 affiliated users, I find generally smaller but significant colocation effects
of 0.59 for within-large firm collaborations and 0.78 for between-firm collaborations where
at least one user is affiliated with a large firm. This implies a 15% smaller colocation effect
for intra-organizational collaboration in this group. Results are shown in Panel A of Table
2.2. Similarly, looking at only users affiliated with one of the big tech firms (Amazon, Google,
Apple, Microsoft, or Facebook) yields within-firm collaborations 35% less colocated compared
to between-firm links with involvement of a big tech firm user. Generally, big tech firm users
exhibit even smaller colocation effects. Interestingly, not all multi-establishment firms seem
to facilitate remote collaboration. Defining multi-establishment organizations as firms with
users in more than five different economic areas and computing the respective inter- and
intra-organizational collaboration networks yields no differences in the estimated colocation
effect but a generally small colocation effect of around 3.5. Overall, these findings provide
direct evidence that in particular the largest organizations seem to be successful in facilitating
remote collaboration which is in line with the more indirect effects derived from economic-
area characteristics in Table B.10. Detailed regression results are presented in Table B.6 in the
23 The organization size distribution is plotted in Figure B.4 in the Appendix.

61



2 Colocation in Digital Knowledge Work

Appendix.

Quality. Colocated and non-colocated collaboration potentially systematically differs in
quality. Theoretically, there are two opposing forces at play (Lahiri, 2010). On the one hand, if
high-quality projects require more creative and innovative collaboration and, therefore, are
more intensive in face-to-face interaction, the colocation effect is expected to be larger for
high-quality collaboration (Lin et al., 2023). On the other hand, if remote collaboration ismore
costly because face-to-face interaction is still cognitively easier (Yang et al., 2022; Brucks and
Levav, 2022), remote links would tend to form only when there are large expected benefits
(i.e., high-quality projects) suggesting a weaker colocation effect for high-quality projects.

On GitHub, there are multiple quality indicators. First, users can be followed by other users
so that they receive updates on their latest work on the platform. Using a similar approach
as for organizational affiliation to directly measure link quality, I construct economic-area
collaboration networks for links between user pairs with an average number of followers
that lies above or below the median compared to all links and compare the colocation effect
estimates. The results shown in Panel B in Table 2.2 suggest the colocation effect is 28%
smaller for high-quality links with above-median followers. A second measure of quality
on GitHub is forks. Users can fork (public) projects on the platform, i.e., copy the current
version to another repository. This is done in cases where the original project is useful in
other projects and, therefore, indicates user interest and usefulness in the community. This
metric is especially insightful since most new knowledge today recombines existing works
(see, e.g., Uzzi et al., 2013; Weitzman, 1998). Using the same method as before, I compute
two collaboration networks: one for user pairs that have at least one joint project with an
above-median number of forks and one for links where users only have joint projects with a
below-median number of forks. Using forks as a quality measure, high-quality collaborations
are less colocated by 19%. As the last quality measure on the platform, I use stars. Users can
award stars to repositories on GitHub to bookmark them and find the project more easily via a
list of starred projects. Hence, stars on a project can be interpreted as an indication of interest
in the project by the developer community and thus a sign of project quality. Most projects
do not receive any stars so this measure is a quite strong sign of quality. Therefore, I construct
collaboration networks for links where at least one joint project has received a star and links
where none of the joint projects received a star. In line with the previous results, high-quality
collaborations feature a smaller colocation effect. But with a 59% smaller colocation effect,
this effect is even larger using this measure. All in all, the data provide support for the view
that the team formation cost effect dominates the face-to-face requirement for high-quality

62



2 Colocation in Digital Knowledge Work

projects. Detailed regression results are presented in Table B.7 in the Appendix.

User type. Another dimension along which the colocation effect might differ is user
characteristics. Apart from self-indicated location and affiliation, there are no additional
characteristics of users available in the user profile data. However, users’ activity data contains
useful information that helps to distinguish user types. First, I calculate each user’s tenure on
the platform from the month of her first commit. Experience with digital collaboration on the
platformmight lead to learning effects as users get more andmore familiar with collaborating
remotely. As a result, the colocation effect is potentially smaller for more experienced users. I
investigate this hypothesis by computing networks for above- and below-median experience,
measured by the average tenure for each user pair. The results in Panel C of Table 2.2 confirm
the hypothesized prediction and suggest the colocation effect is smaller among experienced
users by 38%.

Second, links are often formed between users with different experience levels. Compared to
links between equally experienced peers, these links are especially beneficial for both the
experienced and the inexperienced user: the experienced user gains from the assistance of
the inexperienced user while the inexperienced user profits from the other users’ experience
by observing how to run a project on the platform. If it is true that these links are
more valuable to users (Akcigit et al., 2018), they might also be more willing to incur the
remote collaboration cost. Thus, remote collaboration is expected to bemore prevalent for
links with higher experience differentials between users. I test for this by computing this
differential and comparing estimated colocation effects for links with above- and below-
median experience differentials. In fact, collaboration between users with an above-median
experience differential colocate less by 61% as shown in Panel C of Table 2.2.

Lastly, software developers often specialize in certain programming languages and potentially
benefit from division of labor in joint projects where different programming languages are
needed. Therefore, links between users with different skills in terms of their programming
languages might be especially valuable and hence remote collaboration costs might be less
relevant for these links, leading to a lower colocation effect in cross-language collaborations.
For each project, the data indicates the programming language a user most often committs in.
I define a user’s main programming language as the language that most often occurs as the
programming language of a project and use this information to identify if collaborating users
feature the samemain programming language. I then estimate the colocation effect for the
network of users with a sharedmain programming language versus the collaboration network
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of userswithdifferentmainprogramming languages. Results suggest that the colocationeffect
does not differ significantly in the two networks. Detailed regression results are presented in
Table B.9 in the Appendix.

Collaboration intensity. Another dimension along which it is likely that the colocation effect
varies is collaboration intensity. There is a vast literature originating from Granovetter (1973)
that discusses the role of strong versus weak ties. In this literature, weak ties have been
identified as especially valuable in social networks for information transmission (Rajkumar
et al., 2022) and especially to gain new non-redundant information (Yang et al., 2022). If there
are costs associated with remote collaboration but at the same time out-of-network links
are disproportionately valuable, a natural solution for developers is to engage in remote
collaboration, but not as intensively as for more easily to sustain local collaborations, i.e.,
through weak ties.

A first approach to assess this hypothesis is to use measures of collaboration intensity rather
than the number of links between economic areas as outcome variable. Table B.12 presents
the regression results frombaselinemodel specification for the number of project and commit
links between economic areas as well as the intensity measures commits per project link and
commits per user link. Results show that both project links and commit links are colocated
to a greater extent than user links. Project links feature a colocation effect that is 2.3 times
larger than for user links and commit links are even 9.7 times more colocated than user links.
Consequently, collaboration intensity as measured by commits per project is 6.6 times higher
locally than non-locally. Measured as commits per link, collaboration intensity is still 2.5 times
higher for colocated collaboration.

An evenmore direct way to study heterogeneity with respect to collaboration intensity is to
compute link-level collaboration intensity measures and generate economic-area networks
for different collaboration intensity levels. Panel D of Table 2.2 presents the results for three
differentmetrics of collaboration intensity. First, I use the number of joint projects to calculate
a collaboration network for strong and weak links, where weak links are defined as users who
collaborate on only one project. I find a 57% stronger colocation effect for strong ties. Second,
I distinguish collaboration intensity within joint projects by the average number of commits
in joint projects of a user pair and compute networks for above- and below-median project
commits. Also here results show that more intense collaborations are more local, but to an
even higher degree of 4.4 times. Lastly, I define weak ties via a minimum number of commits.
The idea behind this definition is to capture sporadic contributions to other (open-source)
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projects that do not represent any in-depth collaboration or interaction. Specifically, I label a
link as a weak tie when, in all joint projects, a user does not commit more than twice. In line
with the other definitions, I find a 2.5 times higher colocation effect for strong ties. Detailed
regression results are presented in Table B.11 in the Appendix.

These results suggest that not only do users collaborate much more locally, but also that
these local collaborations typically aremuchmore intense than non-colocated collaborations.
In fact, colocated and non-colocated collaborations might be of quite different nature in the
sense that non-colocated collaboration is of much more sporadic nature, pointing rather
towards occasional contributions to other (open-source) projects than to core project team
membership.

Project type. Colocation effect size is likely to differ across project types, especially between
small and large teams or projects (Wu et al., 2019). There are multiple reasons for this
presumption. First, larger projects might be more visible and more useful to a broader
developer community because they attract a lot of attention and often provide crucial
public goods to the community. Second, it might be easier to contribute to large-scale
software development effort that has the organizational mechanisms and contacts in place
to allow other users to contribute easily. Third, teams on projects that require a large
number of contributing developers might expand their search pool for new teammembers
geographically.

I assess this by constructing networks for large and small projects in terms of users, commits,
and project duration. Results are presented in Panel E of Table 2.2 and support the above
hypotheses. Links in projects with below-median team size are muchmore local than larger
teams; the colocation effect for collaborations in small teams is 77% smaller. Similarly,
smaller projects in terms of commits exhibit a 31% smaller colocation effect. Longer-running
projects are also colocated to a lower degree. They feature a colocation effect that is 72%
smaller than for younger projects. Detailed regression results are presented in Table B.8 in
the Appendix. These results confirm that large and long-running projects are organized more
spatially distributed while small and shorter-running projects are more likely to be colocated.

Relatedness. It is important to assess the degree to which the discussed dimensions are
interrelated in thenetwork. Ahighdegreeof collinearity amongvariables that areused to tease
out heterogeneous effects would lead to inability of the econometric model to distinguish
the drivers of heterogeneity in the colocation effect size. I assess the relatedness of link
characteristics by computing the bivariate correlation matrix of the metrics used to construct
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the networks for the above heterogeneity analyses. The matrix is shown as a heat map in
Figure B.15. In general, the variables are not correlated to a worrying degree. In fact – apart
from obviously related alternative measures for the same underlying concept like stars and
forks for quality or large firm and big tech firm – variables are only very weakly correlated with
each other. Thismitigates potential concerns regarding collinearity issues in the heterogeneity
analyses.

2.4.4 Robustness
I run further analyses to assess the sensitivity of the results to changes in the model
specification. I start by checking the sensitivity to alternative specifications of colocation.
There is no universal method to conceptualize colocation, but literature suggests that
commutable geographic distances are often economically meaningful for economic
applications and colocation effects are even stronger at the microgeographic level. Here
I opt for economic areas for two reasons. First, they represent commutable economicmarkets
surrounding cities. Second, users often indicate their location as a city’s “metropolitan
area” or “area”, so that there typically is not more precision in their exact location available.
However, since economic areas are of different geographic size, a potential concern is that
small neighboring economic areas might be commutable and therefore should be included
in the definition of colocation. Therefore, I run model (6) from Table 2.1 with alternative
definitions of colocation. The results are shown in Table B.2. Including centroid-based
distances of less than 100 kilometers captures only seven economic-area pairs but leads
to a substantially smaller colocation effect of 7.73. Allowing distances up to 200 kilometers
includes 207 economic-area pairs and causes a sharp drop in the estimated colocation effect to
1.38. This confirms that the colocation effect is indeed confined to small geographic distances
and decays rapidly after 100 kilometers.

In the main specification, I impose a (linear) functional form assumption on the distance
effect. A potential concern here is that the relationship between collaboration and distance
exhibits a different, possibly non-linear, pattern. To check for this possibility I increase model
flexibility by specifying distance in a non-parametric way, i.e., using indicator variables for
different distancebins. FigureB.8 plots the resulting coefficient estimates of these distancebin
indicators. The coefficient for distances greater than 3200 kilometers is omitted as reference.
Also here, the colocation effect clearly stands out, measured by the coefficient on the first
indicator for distances equal to zero. The other distance bins are of little importance in
comparison. The bin for distances between zero and 100 kilometers is estimated less precisely
than others and is not significantly different from zero. Except for the last estimate, the

66



2 Colocation in Digital Knowledge Work

coefficient estimates tend to gradually become smaller for higher distances. This shows that
the colocation effect is confined to small distances only and essentially vanishes thereafter,
confirming findings from Panel B in Figure 2.5. The results thus provide further support of the
colocation definition and, given the generally monotonous behavior with increasing distance,
justify a simple parametric distance specification. Other parametric models that allow for
non-linear distance effects by adding a squared distance term do not improve model fit or
impact the main effect significantly (Table B.3).

Alternative model specifications are individual-level probability models, which I avoid as
main specification for two reasons. First, at the individual level, the largest part of a
developers’ network is unobserved in the data while at the economic-area pair level, the
representativeness is given and validated. Second, data becomes extremely large and sparse
as the adjacency matrix features less than 0.5% non-zero values, a known characteristic of
social networks. Nevertheless, I run several probability models for a specification with non-
parametric distance. To be computationally efficient I draw a random sample of about 20,000
userswhich yields amodel with about 5.6%of collaborating users and 33million observations.
All three types ofmodels (linear probability, Poisson pseudo-maximum likelihood, and Probit)
presented in Table B.4 exhibit a similar pattern with respect to distance as the preferred
specification (see Figure B.9).

This study follows a cross-sectional approach for multiple reasons. First, a cross-sectional
approach makes it possible to obtain the necessary sample size for robust estimation and
extract a meaningful and stable network representation. Second, during the observation
period from 2015 to 2021 GitHub experienced high activity and user growth, and thus changes
in the composition of users likely confound dynamic analyses. And third, there are nomajor
events during the observation period that led to aggregate level shifts in platform usage. As a
result, I expect to see only gradual dynamic changes, if any, in the colocation effect. As an
indication of this, Figure B.10 plots colocation estimates from the baseline model for each
time interval. Since sample size reduction leads to more unconnected economic-area pairs, I
estimate dynamics for both all and only connected economic-area pairs. In general, results
show a quite stable pattern over time. If anything, the colocation effect slightly decreases over
time, driven in large parts by the extensive margin, i.e., more connected economic-area pairs.
While this intuitively makes sense as a result of the general trend towards remote (office)
work, it is unclear if these patterns represent true dynamics of the colocation effect or rather
compositional changes or differences in sample size.
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Much of the variation in collaboration across economic areas is explained by economic-area
characteristics. In the preferred model I opt for origin and destination fixed effects as well
as the multiplication of the number of users in origin and destination as a representation
for bilateral collaboration potential. To address potential concerns that other bilateral
characteristics drive the colocation and distance effects, I increase model flexibility with
respect to such factors by including multiplicative GDP and population as well as squared
terms for users, GDP, and population in various constellations. Results are reported in
Table B.3. Model fit does not improve significantly when adding these additional control
variables. Effects for distance and colocation are comparable in magnitude and precision.
Some specifications yield a slightly larger colocation effect while others lead to a slightly
smaller effect. I thus conclude that themore parsimonious, preferred specification represents
an adequate choice.

The fact that various ways to estimate an effect size for the colocation effect by use of
both descriptive and regression analysis yield similar results is generally reassuring. To
further validate the robustness of these estimates, I use an alternative to the logarithmic
transformation of the outcome variable, the inverse hyperbolic sine (IHS) transformation.
IHS transformation avoids the potentially concerning handling of unconnected economic-
area pairs that might lead to underestimation of the colocation effect size. Table B.3 reports
regression results for various model specifications, contrasting for each specifications the
results with log- versus IHS-transformed number of links. The effects are very similar across
all comparisons with IHS-transformed estimates being systematically slightly higher. For
the main specification, I opt for the more conservative estimates from the models with a
log-transformed outcome.

2.5 Discussion and conclusion
I document spatial collaboration patterns of software developers in the United States to study
the relevance of geographic distance in a digital work setting. Even in collaboration networks
of software developers, a groupwith large remote collaboration potential that operates within
a highly digital work setting, data shows strong spatial concentration in a few large clusters
consistent with strong agglomeration effects. While, indeed, cluster size is strongly associated
with collaboration, results emphasize an additional significant positive effect of colocation for
collaboration: colocated users collaborate about nine times as much as non-colocated users.

At the same time, however, there is evidence in line with the long-standing prediction that
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geographic frictions are less relevant in digital work settings. First, apart from the colocation
effect I find strong evidence of further increased distance being only of limited relevance
for software developer collaboration. Second, the size of the colocation effect is actually
relatively small when compared to less digital networks; both social networks and computer
science inventor networks exhibit colocation effects more than twice as large. These findings
suggest the relevance of geographic distance for collaboration is indeed subdued in digital
knowledge work.

Heterogeneity analyses reveal large differences in the colocation effect for different types
of software developer collaboration. Notably, the colocation effect is much smaller within
large organizations and in economic areas with a high presence of large technology and
software firms. Further, remote collaboration is typically of higher quality andmore sporadic
and collaboration of inexperienced users is more colocated than for their experienced peers
while links between inexperienced and experienced developers are less likely to be colocated.
Larger and longer-running projects are more distributed. Overall, this implies the colocation
effect is larger in smaller economic areas and smaller in large hubs.

The broad scope and descriptive nature characterizing the contribution of this analysis have
limitations. The colocation effect is smaller among software developers compared to less
digital settings, but it is unclear towhat extent this is due todigitization and ICTuse as opposed
to other differences between the settings. Likewise, while unraveling ample suggestive
evidence on the mechanism and drivers of the colocation effect, no causal claims can be
made. Additionally, data limitations constrain this analysis. More granular definitions of
colocation are infeasible, although heterogeneity analyses with respect to shared affiliation
point to colocation effects operating at a finer scale and through face-to-face interaction.
More direct measurement of face-to-face interaction and a higher spatial resolution would
further enhance our understanding of the drivers behind the colocation effect. In addition,
especially as organizations seem to be important, it would be desirable to study activity in
private repositories, which are not available to date. Moreover, additional information on
user characteristics could help to disentangle individual selection effects from aggregate
heterogeneity.

This study has twomain managerial and policy implications. First, colocation is associated
with a sizable increase in collaboration even in a digital work setting with corresponding
downsides to (fully) remote work whenever collaboration is important. Second, however,
the collaboration premium from colocation varies widely depending on the setting’s
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characteristics such as organizational affiliation, collaboration intensity, as well as user and
project types. Both innovation policy makers and managers should take this into account
when designing incentive structures for knowledge worker teams with respect to colocation.
A wider implication for regional and labor market policy is that advanced digitization and ICT
potentially attenuate strong agglomeration effects in high-skilled labor markets.
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3 Virtually Borderless? Cultural Proximity and
International Collaboration of Developers

Are national borders an impediment to online collaboration in the knowledge economy?
Unlike in goods trade, knowledge workers can collaborate fully virtually, such that border
effects might be eliminated. Here, we study collaboration patterns of some 144,000 European
developers on the largest online code repository platform, GitHub. To assess the presence
of border effects, we deploy a gravity model that explains developers’ inter-regional collab-
oration networks. We find a sizable border effect of –16.4%, which is, however, five to six
times smaller than in trade. The border effect is entirely explained by cultural factors such
as common language, shared interests, and historical ties. The international border effect
in Europe is much larger than the state border effect in the US, where cross-border cultural
differences are much less pronounced, further strengthening our conjecture that culture is a
main driver of the border effect in virtual collaboration.1

Keywords: digitization; software development; knowledge work; culture; language
JEL-No: F66; J61; O31; O33; O36

1 This chapter is based on joint work with Lena Abou El-Komboz. We thank Raunak Mehrotra for excellent
research assistance and gratefully acknowledge public funding through DFG grant number 280092119.
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3.1 Introduction
Border effects, the reduction of economic exchange that flows across international borders,
are one of the most robust and consistent empirical findings in international economics.
Border effects (or home bias) are present, for example, in trade (e.g., Anderson and van
Wincoop, 2003; McCallum, 1995), investment (e.g., Chan et al., 2005; Strong and Xu, 2003;
French and Poterba, 1991) and innovative activity (e.g., Peri, 2005; Maurseth and Verspagen,
2002). Today however, digital exchange enabled by modern information and communication
technologies (ICT) accounts for a sizable part of economic activity. In such settings of the
digital economy, traditional explanations for the presence of border effects, such as trade or
transportation costs, do not apply (Blum and Goldfarb, 2006).

In this paper, we therefore ask if a border effect is present in virtual collaboration, as well,
and explore its relationship with cultural factors. Using unique data on the inter-regional
collaboration of around 144,000 European developers on the largest online code repository
platform, GitHub, we estimate the border effect in virtual collaboration in a parsimonious
region-level gravity framework. We then assess potential drivers of the border effect via the
inclusion of a large set of potential cultural determinants while controlling for confounding
factors. As a reference, we estimate the border effect using the samemodel and data for US
state borders, where cross-border cultural differences are much less pronounced compared
to national borders in Europe.

The setting of developers collaborating online is particularly suitable here as it not only
represents an important and representative sector of the knowledge economy (Korkmaz
et al., 2024), but at the same time also precludes many of the traditional explanations driving
border effects for multiple reasons. First, online code projects technically allow for fully
virtual interaction and IT professionals’ adoption of such technologies is high. Second,
code development is not affected by transportation costs nor are open-source developers
constrained by tariffs or bureaucratic barriers. Third, programming is codified to a higher
degree compared to other knowledge work, which facilitates cross-border communication.
And lastly, language barriers are likely less important as many developers speak English and
use similar (universal) programming languages.

We find a significant digital border effect for developer collaboration in Europe of –16.4%
after accounting for collaboration potential and geographic factors in the baseline gravity
framework. Although this effect is sizable, it is five to six times smaller than in goods trade.
The border effect is particularly high when at least one of the involved countries is small in
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terms of hosted users. Our results further suggest cultural factors fully explain the digital
border effect. Specifically, common interests, a common spoken language, and a shared
history are significantly associated with the border effect while religious proximity andmost
political circumstances are unrelated to the border effect. Investigating several widely-used
frameworks of cross-country cultural differences shows some relation of the border effect to
preferences and interest. There is a particularly strong relation to shared interests in non-local
business. In contrast, social ties do not explain much of the border effect but rather the
distance gradient. Comparison with the state border effect in the US, a setting where cultural
and language differences are largely absent, suggests that indeed culture is a main driver of
the international border effect since the domestic border effect is much smaller.

This work entails several contributions that have important managerial and policy
implications. It is one of few studies to investigate digital border effects, i.e., border effects in
collaboration that technically can be shifted completely into the virtual space. To the best of
our knowledge, we are the first to thoroughly examine border effects in software developer
collaboration on a online platform. Estimated digital border effects are several magnitudes
smaller compared to goods trade, where border effects are studied extensively. Generally, this
points to fewer and less important barriers to international collaboration. While existingworks
on international collaboration are mainly concerned with travel costs or geographic factors,
we relate the observed border effect to cultural factors. As geography increasingly becomes
less relevant in the knowledge economy, the importance of cultural factors for international
collaboration in the digital economy increases. We demonstrate which among the many
dimensions of culture, broadly defined, are most strongly related to the digital border effect
among software developers in Europe.

The remainder of this paper is organized as follows. Wediscuss the related literature in Section
3.2. Section 3.3 introduces the data. In Section 3.4, we discuss the empirical model. Results
are presented in Section 3.5 and Section 3.6 concludes.

3.2 Related literature
ICT and remote collaboration. This study contributes to three related strands of literature.
First, there is a growing literature in economics on the impact of ICT on remote collaboration.
Existing work shows that ICT tends to foster inter-regional trade (Visser, 2019; Steinwender,
2018; Jensen, 2007), research and innovation (Forman and van Zeebroeck, 2019; Agrawal
and Goldfarb, 2008), and entrepreneurship (Agrawal et al., 2015). However, geographically
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close exchange tends to increase disproportionately (Akerman et al., 2022; Agrawal and
Goldfarb, 2008), in line with theoretical considerations that ICT and geographic proximity
are complements (Gaspar and Glaeser, 1998). In knowledge work, colocation is especially
important (see, e.g., Goldbeck, 2023; Urry, 2002; Olson and Olson, 2000) and average
collaborator distance in teams increases with ICT adoption (Adams et al., 2005). In non-
collaborative office settings, remote work is feasible and may even increase productivity
(Choudhury et al., 2021; Bloom et al., 2015). Yet, studies find that face-to-face interaction
opportunity remains valuable in many settings (e.g., Gibbs et al., 2023; Atkin et al., 2022;
Brucks and Levav, 2022; Yang et al., 2022; Pentland, 2012), partly due to improved learning
(Emanuel et al., 2023; van der Wouden and Youn, 2023; Eckert et al., 2022; Akcigit et al., 2018;
De La Roca and Puga, 2017; Glaeser andMare, 2001). Still, Chen et al. (2022) find that the costs
of distributed teams tend to fall over time as remote collaboration technology improves and
learning effects materialize and Forman and Zeebroeck (2012) show internet adoption leads
to more geographically dispersed inventor teams.

Geography, gravity, and border effects. There is a large literature examining the
determinants of geographic distribution of economic activity. Large parts of this literature
center around thegravitymodel (Tinbergen, 1962;Bergstrand, 1985) that considers geographic
distance and size to empirically explain economic exchange, most prominently trade
(Anderson, 1979; Eaton and Kortum, 2002; Disdier and Head, 2008; Head and Mayer, 2010),
but also knowledge flows (Bahar et al., 2022; Montobbio and Sterzi, 2013; Picci, 2010), foreign
aid (Alesina and Dollar, 2000), online behaviour (Steegmans and de Bruin, 2021), or migration
(van der Kamp, 1977; Lewer and van den Berg, 2008). For trade, the impact of distance
has fallen steadily over time (Yotov, 2012), especially between rich countries (Brun et al.,
2005). Blum and Goldfarb (2006) were first to show that the gravity model holds even for
digital goods, where there are no trade costs, but also find no distance effect for non-taste
dependent products such as software. Hanson and Xiang (2011) confirm gravity for movie
exports, another product with no trade or transport costs. In contrast, Lendle et al. (2016) find
distance irrelevant in e-commerce. Virtual proximity is positively associated with services
trade (Hellmanzik and Schmitz, 2016, 2015) and investment (Hellmanzik and Schmitz, 2017).
Recent evidence from gravity applications for developer collaboration shows smaller effects
of distance globallywhen compared to trade (Fackler and Laurentsyeva, 2020) and a negligible
distance effect for the US but significant colocation effects (Goldbeck, 2023).

Within the gravity framework, McCallum (1995)was first to explicitly estimate border effects for
tradeandAndersonandvanWincoop (2003) refine theempiricalmodel andprovide theoretical
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foundations. There is vast empirical evidence on border effects in trade (e.g., Head and Mayer,
2021; Havranek and Irsova, 2017; Anderson et al., 2014; Millimet and Osang, 2007; Chen, 2004;
Helliwell and Verdier, 2001; Wolf, 2000) with recent work on European international borders
(Santamaría et al., 2023a,b) pointing to still very large effects. In comparison, investigations
of the border effect in collaboration and knowledge flows are relatively scant. Singh and Marx
(2013) find significant but diminishing border effects in patent collaboration. However, Li
(2014) shows that the decrease over time is driven by age effects. Griffith et al. (2011) point
out that the speed of patent citations, asmeasure for knowledge spillovers, steadily increased
with improved ICT and travel cost reductions.

Cultural proximity in the knowledge economy. A growing strand of literature studies the
role of cultural factors as deep determinants of economic activity (Alesina and Giuliano, 2015;
Guiso et al., 2006). Considering cultural factors in gravity applications is widely established.
Deardorff (1998) distinguishes trade barriers related to transport costs and unfamiliarity.
Since then, the gravity literature routinely found cross-country cultural differences important
determinants of trade (e.g., Gokmen, 2017; Felbermayr and Toubal, 2010; Boisso and
Ferrantino, 1997) and other economic outcomes including innovation (e.g., Gorodnichenko
and Roland, 2017), collaboration (e.g., Bercovitz and Feldman, 2011; Cummings and Kiesler,
2007; Hinds and Bailey, 2003), and productivity (e.g., Stewart and Gosain, 2006). Since culture
is a fuzzy concept, the literature investigates more tractable sub-dimensions of culture such
as preferences (Kondo et al., 2021; Guiso et al., 2009; Huang, 2007), institutions (Hoekman
et al., 2010; Acemoglu et al., 2005), shared history (Alesina and Dollar, 2000), social ties (Bailey
et al., 2021; Agrawal et al., 2006), or language (Visser, 2019; Falck et al., 2012; Melitz, 2008;
Baier and Bergstrand, 2007).

Cultural factors play an important role in knowledge-intensive and innovative sectors, as
well. Several studies identify common language as important, e.g., for effective team
communication (Koçak and Puranam, 2022), research performance (Cao et al., 2024), or
knowledge transfer (Parrotta et al., 2014). Gomez-Herrera et al. (2014) study e-commerce
and also find linguistic borders important but no difference in the border effect compared
to offline trade. A large strand of literature examines the role of social ties on knowledge
worker collaboration (e.g., Bercovitz and Feldman, 2011) and knowledge flows (e.g., Diemer
and Regan, 2022; Reagans et al., 2005). As social ties are closely related to geographic distance
(Bailey et al., 2018b; Breschi and Lissoni, 2009) they are an important channel to explain the
robust distance effect in gravity applications (Diemer and Regan, 2022; Garmendia et al., 2012;
Bercovitz and Feldman, 2011; Breschi and Lissoni, 2009) as well as for collaboration success
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more generally (Hahn et al., 2008; Cowan et al., 2007; Grewal et al., 2006). Organizational links
(Duede et al., 2024; Fadeev, 2023; Adams et al., 2005) as well as immigration (Tadesse and
White, 2010) attenuate negative border effects associated with culture.

Specifically for (open-source) software development, existing works in the organizational
economics literature study culture extensively. For example, von Engelhardt and Freytag
(2013) shows that cultural and institutional factors explain software developers’ open-source
software (OSS) activity differences across countries. OSS activity differences are partly driven
by social identity (Bagozzi and Dholakia, 2006) and intellectual property rights (O’Mahony,
2003), and Stewart and Gosain (2006) show shared values make OSS teamsmore effective.
Furthermore, culturally diverse teams are associated with improved performance (Ren et al.,
2016; Daniel et al., 2013; Page, 2010; van Knippenberg and Schippers, 2007) and creativity
(Jang, 2017), at least up toa certain threshold (Renet al., 2016; vanKnippenberg andSchippers,
2007).

3.3 Data
Virtual collaboration. We compute regional collaboration networks of software developers
on the by far largest online code repository platform, GitHub, with about 73 million users
worldwide in 2021 (GitHub, 2021). To this end, we draw on the GHTorrent database by
Gousios (2013), which mirrors the data publicly available via the GitHub API and generates a
queryable relational database in irregular time intervals.2 This paper relies on ten GHTorrent
snapshots dated between 09/2015 and 03/2021, which contain data from public user profiles
and repositories as well as a detailed activity stream capturing all contributions to and
events in open-source repositories.3 GitHub projects (“repositories”) are maintained using
the integrated version control software git. Importantly, the nature of the git version control
system allows us to observe each users’ activity and collaborators in public repositories.
Additionally, users can indicate their location on their GitHub profile. We assign users to cities
via exact matching to city names in theWorld Cities Database. Goldbeck (2023) validates the
location information using various benchmarks, finding no systematic bias at the regional
and region-pair level. Defining a collaboration as active contribution during the observation
period to at least one joint project, we compute the regional collaboration network at the

2 GHTorrent data contains potentially sensitive personal information. Information considered sensitive (e.g.,
e-mail address or user name) has been de-identified (i.e., recoded as numeric identifiers) by data center staff
prior to data analysis by the author. Data from the GHTorrent project is publicly available at ghtorrent.org.
3 Snapshots are dated 2015/09/25, 2016/01/08, 2016/06/01, 2017/01/19, 2017/06/01, 2018/01/01, 2018/11/01,
2019/06/01, 2020/07/17, and 2021/03/06.
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NUTS2 level.4

Figure 3.1: Regional collaboration network

Notes: Mapshows the structureof theEuropeansoftware
developer collaboration network. Important edges of
the network, defined as links between economic areas
above 25,000 connections, are shown in blue and scaled
by the logarithm of the number of links. Economic areas
shown in graywith their centroids as nodes in red, scaled
by overall links to other economic areas. Ireland not
shown. Sources: GHTorrent, own calculations.

Overall, our data contains 290 NUTS2 regions in 34 European countries5 and captures the
activity in open-source repositories of 144,121 active, geolocated, and collaborating users.
Users are highly concentrated in space with 39% of users in the ten largest regions.6 The
Londonmetro area is by far the biggest region with more than 19,000 users, followed by Paris
metro (Île-de-France) with 11,496 and Amsterdammetro (Noord-Holland) with 4,794. The left
map in Figure C.2 shows the spatial distribution of users across European regions. Generally,
4 Wemerge the NUTS2 regions for London, UKI3 through UKI7, to increase comparability, as this is the only
capital city metro area that is split into multiple NUTS2 regions.
5 Table C.1 reports user numbers by country.
6 Note, however, that this concentration is much less pronounced than in the US where this number is about
80% (Goldbeck, 2023).
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this pattern is also reflected in the regional collaboration patterns depicted in Figure 3.1,
which shows the most important nodes and edges in the regional collaboration network.
The red nodes are scaled by the total number of collaborations and edge width represents
bi-regional collaboration intensity. London as the central hub for software development in
Europe is clearly visible and we observe most collaborations between the large cities in terms
of the number of software developers. We are interested in the border effect, i.e., the relation
of international versus national collaborations after controlling for geographic factors in a
gravity framework. Figure C.1 plots distance histograms for cross-border and within-country
network edges and shows there is a large region of common support in the distributions to
facilitate robust estimation.

Cultural proximity. We associate potential border effects to various measures of cultural
proximity, drawing onmultiple data sources. First, we use a composite measure of cultural
proximity derived from detailed data on online behaviour (Obradovich et al., 2022). This
large-scale data collection effort systematically queries the Facebookmarketing API to dissect
societies’ interests along hundreds of thousands dimensions. The API offers insights derived
from users’ self-reported interests, clicking behaviours and likes on the platform, as well as
software downloads and behaviour on other websites employing Facebook ads. Due to the
large number of active users on Facebook and the representativeness of in-sample users
to the general population (Bailey et al., 2018b), this source provides insight into cultural
differences at unprecedented scale. Specifically, from the universe ofWikipedia articles on
DBpedia, Obradovich et al. (2022) extract 60,000 interest dimensions with at least 500,000
users worldwide to create a composite as well as sub-indices for cultural proximity as cosine
distance between the interest vectors of populations 𝑘 and 𝑙

cos dist(𝑘, 𝑙) = 1 − cos(𝜃) = 1 −
𝑆𝑘 ∗ 𝑆𝑙

‖𝑆𝑘‖‖𝑆𝑙‖
(3.1)

where 𝑆𝑘 denotes a 𝑛-dimensional vectors with components 𝑠𝑖𝑘 that measure the share of
population k holding a particular interest 𝑖 = 1, ..., 𝑛 and 𝜃 is the angle between 𝑆𝑘 and 𝑆𝑙.
Consequently, the resulting index is independent of 𝑛. Obradovich et al. (2022) validate this
composite index using traditional composite measures of culture and find a high overlap.
Still, their index improves in granularity and represents a bottom-up approach in contrast to
top-downmeasurement along few select dimensions. We use the cross-country composite
measure as well as the sub-indices for the 14 main interest dimensions.

Second, we relate border effects to genetic distance, a well-established proxy for cultural
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factors associated with ethnicity (Spolaore and Wacziarg, 2009; Creanza et al., 2015). We
use the cross-country genetic distance data from Creanza et al. (2015), which measures the
degree of similarity in vertically transmitted characteristics as aggregated differences in allele
frequencies for highly predictive parts of a chromosome. In particular, we follow the literature
and use the co-ancestor coefficients (also: 𝐹𝑆𝑇 distance) that is based on heterozygosity, i.e.,
the probability of two specific areas of genes being different. By this measure, we proxy for
co-ancestral distance between national populations, a measure found highly relevant for
economic outcomes (see, e.g., Bove and Gokmen, 2018; Spolaore and Wacziarg, 2009).

Third, we account for important cultural factors traditionally used in the gravity literature
and captured in the CEPII Gravity Database (Conte et al., 2022). As language is commonly
found to be an important factor for collaboration, we use the indicator for common spoken
language (Melitz and Toubal, 2014). Likewise, we control for religious proximity measured
as the product of the shares of Catholics, Protestants, and Muslims in origin and destination
countries (Disdier and Mayer, 2007; La Porta et al., 1999). As measures for a shared history we
account for two factors: whether countries ever were part of the same nation, and whether
theyhavea colonial history, both sourced form theCEPII GeoDist Database (Mayer andZignago,
2011).

Fourth, we assess the relationship to traditional survey-based cultural dimensions as
measured in theHofstedemodel (Hofstede, 2011) and theGlobal Preferences Survey (Falk et al.,
2018). The Hofstedemodel measures national cultural dimensions quantitatively along six
dimensions: power distance, uncertainty avoidance, individualism/collectivism, achievement
and success, long/short-term orientation, and indulgence/restraint. The Global Preferences
Survey elicits cross-country differences in preferences along the six dimensions patience, risk
taking, positive/negative reciprocity, altruism, and trust.

Supplementary data. We further use regional-level social connectedness measures derived
from Facebook (Bailey et al., 2018b) to investigate potential mechanisms of collaboration. For
better comparability, we compute the GH Connectedness Index (GHCI; see Goldbeck, 2023)
similarly to the Social Connectedness Index (SCI) as the relative probability of connection
between users in two regions

index𝑖,𝑗 =
links𝑖,𝑗

users𝑖 ∗ users𝑗
, (3.2)

and scale between 1 and 1,000,000,000. Note that these indices are independent of regions
size by design. Furthermore, we use various additional variables traditionally used in gravity
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applications from the CEPII Gravity Database (Conte et al., 2022). In addition, we use Fraser
Institute’s Economic Freedomof theWorld Index and the FreedomHouse Index of Political Rights
from Graafland and de Jong (2022) and compute bilateral differences in these indices.

3.4 Empirical model
To estimate border effects in software developer collaboration, we deploy the gravity model,
which is widely used to explain economic exchange between countries such as bilateral
migration, trade, and FDI flows (see, e.g., van der Kamp, 1977; Anderson, 1979; Frankel
and Rose, 2002). In the innovation literature, the gravity model is applied to describe
knowledge flows and collaborationmeasured through patenting activity (e.g., Bahar et al.,
2022; Montobbio and Sterzi, 2013; Picci, 2010). While traditionally applied in cross-country
settings the model is equally suitable at the sub-national regional level, where it is routinely
used to estimate border effects (e.g., Anderson and van Wincoop, 2003; Wolf, 2000; McCallum,
1995). Note that border effects gravitymodels are theory-consistent and, because they feature
domestic flows by design, evenmore so than traditional cross-country gravity (Yotov, 2022).
In our context, the gravity model, in its simplest form, states that regional collaboration is
proportional to theproductof the regions’masses (measuredby thenumberof localusers) and
inversely proportional to the distance between the regions. We take the parsimonious gravity
model fromMcCallum (1995), which includes an indicator for cross-border collaboration, as
starting point for estimating the border effect:

ln(𝑦𝑖,𝑗) = 𝛽0 + 𝛽1crossborder𝑖,𝑗 + 𝛽2coloc𝑖,𝑗 + 𝛽3 ln(dist𝑖,𝑗) + 𝛿𝑖 + 𝛿𝑗 + 𝜖𝑖,𝑗 (3.3)

where 𝑦𝑖,𝑗 represents the number of bilateral collaborations between regions 𝑖 and 𝑗 including
domestic collaborations 𝑖 = 𝑗. The dummy variable crossborder𝑖,𝑗 indicates if region 𝑖 is
located in a different country than region 𝑗, and dist𝑖,𝑗 denotes the geographic distance
between the regions. We further add a colocation indicator, coloc𝑖,𝑗, to account for strong
colocation effects in collaboration (Goldbeck, 2023; Urry, 2002; Olson and Olson, 2000). Origin
and destination fixed effects 𝛿𝑖 and 𝛿𝑗 account for unobserved regional determinants of
collaboration common across all partner regions. The coefficient 𝛽2 captures the elasticity
of collaboration with respect to geographic distance, which we expect to be negative from
theory. The border effect is given by our coefficient of interest 𝛽1, expected to be negative or
zero depending on the presence of a border effect in the population.

It is important for the interpretation of the effect to discuss how the border effect is
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conceptualized in themodel. Thekey identifyingassumption for theborder effect in thegravity
model is that there are no third factors related to the border indicator that drive collaboration.
The plausibility of this assumption depends on howwe think of the border effect. If we think of
the border effect narrowly, in the sense that the border itself causes collaboration to decrease,
this assumption is clearly implausible. However, if we conceptualize the border effect as a
proxy measure of all things that vary across borders and possibly determine collaboration, it
is plausible yet tautological. Put differently, the border effect estimated from Equation 3.3
represents a quantification of howmuch inter-regional collaboration declines, on average, for
cross-border links as compared to within-country links. Therefore, the border effect should
be interpreted as descriptive proxy measure of many potential deeper determinants rather
than a causal estimate of the effect of the border itself.

To assess the specific drivers of this broadly defined border effect we extend the baseline
model to include variables at the country-pair level measuring different cultural dimensions
that vary across borders:

ln(𝑦𝑖,𝑗) = 𝛽0 + 𝛽1crossborder𝑖,𝑗 + 𝛽2coloc𝑖,𝑗 + 𝛽3 ln(dist𝑖,𝑗)

+ X′
𝑐(𝑖),𝑐(𝑗)4 + X′

𝑖,𝑗5 + 𝛿𝑖 + 𝛿𝑗 + 𝜖𝑖,𝑗

(3.4)

whereX𝑐(𝑖),𝑐(𝑗) is a vector of variables that measure differences between the respective country
of region 𝑖, 𝑐(𝑖), and the country of region 𝑗, 𝑐(𝑗). By definition, these differences are zero if
region 𝑖 and 𝑗 belong to the same country, i.e., 𝑐(𝑖) = 𝑐(𝑗). Thus, the coefficients 4 capture the
part of the border effect that is attributable to a particular cross-border difference while 𝛽1

is the residual part of the average border effect not explained by the included variables in
X𝑐(𝑖),𝑐(𝑗). X𝑖,𝑗 is a vector of region-pair level determinants of collaboration and 5 are the related
coefficients.

As in the baseline model, the main assumption for causal interpretation of the coefficients

4 is that there are no omitted factors related to X𝑐(𝑖),𝑐(𝑗) that determine inter-regional
collaboration. Note that the cross-border indicator isolates the remaining part of the border
effect and therefore provides indication for the presence of omitted variables when significant.
Nonetheless, country-pair explanatory variables that are related to unobserved determinants
of collaboration are a threat to identification. Together with potential measurement error,
especially in related explanatory variables, this cautions us of a narrow interpretation of the
separate coefficients in 4.
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Especially since cultural factors are often interrelated and can have common deep
determinants, a narrow causal interpretation is likely inappropriate. Rather, the model
provides some indication of possible determinants as it points to dimensions that are
statistically associated with the border effect. Plausible, theory-guided selection of
explanatory variables is therefore paramount to avoid spurious correlation issues. We return
to this discussion in Section 3.5.3. Note that Equations 3.3 and 3.4 are partial equilibrium
models and, as such, estimated border effects should not be misconstrued as counterfactual
for border removal, as wiedely acknowledged in the literature (see, e.g., Santamaría et al.,
2023a; Havranek and Irsova, 2017).

3.5 Results
3.5.1 Digital border effect
Table 3.1 reports estimation results of the border effect for online collaboration among
software developers in Europe. We start with a model that does not consider gravity and
subsequently control for size and geographic distance. The raw correlation in model (1)
suggests a large border effect of 60% less collaborations. Controlling for size in terms
of logarithms of multiplied user bases in origin and destination regions halves the effect.
The large positive coefficient on multiplied user bases demonstrates the importance of
collaboration potential. Model (3) drops the functional form assumption for the size effect
and instead includes unobserved regional characteristics using origin and destination region
FE. This more flexible model slightly increases the estimate of the border effect. Finally, our
preferred specification in model (4) resembles a typical parsimonious gravity model that
additionally controls for geographic distance. We include logarithmic distance between origin
and destination region centroids as specified in Equation 3.3. Since our data features within-
region collaborations andGoldbeck (2023) finds colocationhugely important for collaboration,
we also add a colocation indicator. As expected, results show a highly significant negative
relation of collaboration and distance and a substantial collaboration premium for colocation.

There still is a border effect in our preferred baseline specification, with 16.4% fewer
collaborations for region-pairs that are located in different countries compared to within-
country pairs. While the border effect is economically significant, it is much smaller than for
trade. The meta-analysis by Havranek and Irsova (2017) aggregates 263 estimates for the
EU from similar gravity model specifications and finds a border effect of –91.5%7, a slightly
smaller effect size than the original estimates of McCallum (1995) and nearly identical to

7 Cf. the unweightedmean coefficient for the EU in Table 1 in Havranek and Irsova (2017), expressed as home
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Table 3.1: Border effect in collaboration

Collaboration (1) (2) (3) (4)

Cross-border -0.906*** -0.371*** -0.446*** -0.180***
(0.041) (0.016) (0.012) (0.014)

Users, multiplied [log] 0.755***
(0.002)

Colocation 0.862***
(0.068)

Distance [log] -0.129***
(0.007)

Origin FE × ×
Destination FE × ×

Observations 84,100 84,100 84,100 84,100
Adj. R2 0.011 0.837 0.919 0.922

Border effect -59.6% -31.0% -36.0% -16.4%

Notes: The outcome variable is the natural logarithm of collaborations between two
economic areas plus one. Colocation indicates collaboration between users in the
same economic area. Users, multiplied, is the natural logarithm of the multiplication of
the number of users in origin and destination. Robust standard errors are reported in
parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Sources: GHTorrent, own calculations.

the border effect for Europe in Santamaría et al. (2023b) of –90.4%8 estimated from recent
granular freight data. Thus, a comparison to their results suggests a five to six times larger
border effect in (goods) trade compared to (online) software developer collaboration. This
is generally in line with our conjecture that national borders should play a minor or no role
for virtual collaboration of software developers. Still, there is significant heterogeneity in the
border effect. Table C.2 demonstrates that the border effect is systematically related to the
number of country-wide users. Model (2) shows the border effect roughly doubles when a
small country is involved, defined as hosting an above-median number of users. Model (3)

bias of exp (2.55) − 1 ≈ 11.8, translated into a percentage border effect as defined here via(
1

exp (2.55)−1
−1)∗100.

8 Cf. the border effect coefficient in Table 1 column (2) of Santamaría et al. (2023b), translated into a percentage
border effect as defined here via (exp (−2.34) − 1) ∗ 100.
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shows the effect does not differ depending on whether both countries are small or just one,
meaning there is a smaller border effect among large countries.

3.5.2 The role of culture
As there still is a significant border effect present in virtual collaboration, we investigate
potential channels through which cross-border collaboration of software developers might
be affected. We elicit association of various cultural factors with the border effect
and collaboration by including appropriate cross-country level variables as specified in
Equation 3.4.

Table 3.2 reports the results of variations of our baseline model that consider cross-country
cultural differences. Note that the metrics for culture are available only for a subset of
countries. For consistency,weestimateallmodelson the same, reducedsample that featuresa
slightly higher baseline border effect inmodel (1). Inmodel (2), we add two distinct composite
measures of culture. First, we take the cultural distance metric from Obradovich et al. (2022)
derived from common interests on Facebook and validated using traditional, mostly survey-
based,metrics of culture. Second, we control for genetic distance fromSpolaore andWacziarg
(2009) as awell-established proxy for cultural factors associatedwith ethnicity. The coefficient
estimates of both distance measures have the expected negative sign. Cultural distance is
strongly negatively associated with collaobration while genetic distance is much less relevant
and also features weaker significance. Importantly, the border effect is entirely explained by
these cultural distance composite measures, as shown by the insignificant point estimate
close to zero of the border effect coefficient.

In model (3), we further add specific cultural factors that have been identified as relevant
in the previous literature, namely common language, religious distance, and a common
history reflected by same country or colonial history. Religious distance is statistically and
economically insignificantly related to collaboration.9 In contrast, there appears to be a
sizable benefit from common spoken language of around 8.4%more collaborations, although
imprecisely estimated. On the one hand, this makes sense as it eases communication. On
the other hand, most knowledge work professionals speak English and code projects in
software development are written in computer code. Reassuringly, the magnitude of the
language effect is almost 14 times smaller compared to trade, where the corresponding
semi-elasticity is 0.775 (Melitz and Toubal, 2014).10 A shared colonial history is often highly

9 Note that this might reflect that religious differences in Europe are generally small.
10 Cf. column (2) in Table 3 of Melitz and Toubal (2014). Note that estimate magnitudes for common (spoken)
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Table 3.2: Collaboration and cultural proximity

Collaboration (1) (2) (3) (4)

Cross-border -0.233*** -0.009 -0.014 0.013
(0.012) (0.035) (0.037) (0.038)

Colocation 1.341*** 1.485*** 1.476*** 1.472***
(0.066) (0.069) (0.070) (0.070)

Distance [log] -0.046*** -0.016** -0.018** -0.009
(0.007) (0.008) (0.008) (0.008)

Cultural distance -0.097*** -0.081*** -0.080***
(0.016) (0.017) (0.017)

Genetic distance -0.001** -0.001* -0.001*
(0.000) (0.000) (0.000)

Common language 0.082** 0.062*
(0.034) (0.034)

Religious distance -0.005 -0.007
(0.020) (0.020)

Same country history -0.071** -0.078***
(0.028) (0.028)

Colonial history 0.011 0.001
(0.016) (0.016)

Social connectedness 0.013***
(0.004)

Origin FE × × × ×
Destination FE × × × ×

Observations 55,169 55,169 55,169 55,169
Adj. R2 0.947 0.947 0.947 0.947

Notes: The outcome variable is the natural logarithm of collaborations between two
economic areas plus one. Colocation indicates collaboration between users in the same
economic area. Robust standard errors are reported in parenthesis. *** p<0.01, **
p<0.05, * p<0.1. Sources: GHTorrent, Obradovich et al. (2022), Creanza et al. (2015),
Bailey et al. (2018b), CEPII, own calculations.
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predictive in gravity models but does not explain collaboration today. This is likely due to the
few colonial relationships within Europe. History as a same country is associated negatively
with collaboration, which is surprising only at first and likely relates to the fact that this
indicator capturesmostly historical occupations in the former Yugoslavia and Austria-Hungary
that lead to disrupted relationships until today (e.g., Kešeljević and Spruk, 2023).

Model (4) additionally adds social connectedness between regions as explanatory variable for
collaboration. Social connectedness is highly statistically and economically significantly and
positively related to collaboration. Controlling for social connectedness leads to irrelevance
of geographic distance and a smaller language effect, but otherwise does not significantly
alter the results. This points to the distance effect being driven by social connections and
is reassuring towards the other effects. Note, however, that social connectedness might
constitute a bad control in our setting as it likely is determined by cultural factors, as well.
Therefore our preferred specification is model (3). While the relevance of colocation remains
highly important throughout all specifications, geographic distance is statistically significant
at a lower level and the coefficient size shrinks considerably. This is in line with empirical
evidence on knowledge worker collaboration suggesting a high relevance of face-to-face
meeting possibility (e.g., Emanuel et al., 2023; Atkin et al., 2022) but irrelevance of geographic
distance otherwise (cf. Goldbeck, 2023) and feeds into the discussion that geography, in most
models, is to a large extent merely a proxy for deeper determinants of outcomes (see, e.g.,
Waldinger, 2012; Azoulay et al., 2010).

We further investigate the relation between culture and international collaboration using
established frameworks forparticular cultural dimensions. First, weexploit thedecomposition
of the cultural interest composite measure by Obradovich et al. (2022) into 14 subcategories
of interest. The results reported in Table C.3 reveal that especially different interests in the
category non-local business explain the border effect. This means that international software
developer collaboration is associated with overlapping professional interests with respect
to industries and companies. It is, however, unclear if common professional interests are
responsible for increased collaboration or if the presence and relation to local industries
are a common driver of both collaboration and interests. Existing literature points towards
an important role of organizations in shaping software developer collaboration (e.g., Duede
et al., 2024; Goldbeck, 2023). Other subcategories are relatively unimportant, but mostly
show positive associations. This points to cultural differences not being unidimensionally

language in log-specifications are generally quite robust in the trade literature (Melitz, 2008). Yet, most semi-
elasticities refer to a worldwide sample. Still, estimates for European samples are comparable in size (see, e.g.,
Fidrmuc and Fidrmuc, 2014).
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negatively related to collaborationbut rather paints amorenuancedpicture that somecultural
differences, e.g. with respect to food or lifestyle, might in fact spur collaboration.

Second, we explore how cross-country differences in preferences relate to international
collaboration. To this end, we use the six preference dimensions from the Global Preferences
Survey: patience, risk taking, trust, altruism as well as positive and negative reciprocity.
Table C.4 reports the results and shows that especially patience and positive reciprocity are
negatively related to collaboration. Negative reciprocity explains collaboration to a lesser
extent and is only weakly significant and the other dimensions are statistically insignificant,
although point estimates are negative throughout. Generally, cross-country differences in
preferences partly explain the border effect but only to a small extent.

Third, we use the established traditional cross-country measures of culture by Hofstede
(2011) to study possible associations with collaboration. Of the six standard dimensions
(power distance, individualism, achievement and success, uncertainty avoidance, long-term
orientation, and indulgence), only power distance is significantly and negatively related to
collaboration as shown in Table C.5. Individualism is also negatively related to collaboration
but only weakly significant. Overall, the Hofstede cultural dimensions do not prove useful
to explain the border effect as the point estimate is only slightly reduced when including
differences in the six cultural dimensions.

3.5.3 Robustness
We demonstrate the robustness of the digital border effect estimated in Table 3.1 in
multiple ways. First, we follow the methodology in Santamaría et al. (2023b) and
compute an independence benchmark that disregards everything but the size component
of gravity. This essentially corresponds to a theory in which all user-pairs feature equal
probability of collaboration independent of their locations. We then relate observed
collaborations to the benchmark in Panel (a) of Figure C.9 and distinguish cross-border,
within-country, and colocated links. This shows the strong predictive power of the logarithmic
multiplication of region size in terms of users. It is reassuring that the relationship between
collaboration potential measured bymultiplied user size is not significantly different between
cross-border and within-country collaborations. Importantly, the analysis confirms that
collaboration probability is significantly increased for within-country compared to cross-
border collaborations, depicted by a shift to the right of the distribution in Panel (b) of
Figure C.9.
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Second, we plot residuals of fixed-effects models disregarding the cross-border indicator in
Figure C.10. Panels (a) and (b) plot the averages and distributions of residuals for cross-border
and within-country collaborations for the baseline fixed-effects model without and with
geography controls, respectively. We generally observe well-behaved residual distributions,
which is reassuring of our model specification. The significant right-shift of the residual
distribution for within-country collaborations points to omitted variables bias in models that
disregard border effects and, therefore, the presence of border effects in virtual collaboration.
The narrowing of this gap between the distributions in Panel (b) compared to Panel (a) while
still retaining statistical significance shows that geographic factors are important but do not
fully explain the raw border effect. This is corroborated by models featuring a non-parametric
distance specification. Figure C.5 compares non-parametric models with and without the
cross-border indicator. Results show that considering the cross-border indicator significantly
flattens the distance gradient and decreases the colocation effect.

Third, we calculate the size-independent GH Connectedness Index (GHCI; cf. Goldbeck, 2023),
which is similar to theSocial Connectedness Index (SCI) byBailey et al. (2018b), anddirectly plot
the relation to distance for within-country and cross-border links, respectively, in Figure C.6.
As depicted in Figure C.7, GHCI and SCI feature similar distributional shapes, but are unrelated
at the region-pair level (Figure C.8). Generally, the relationships of the within-country and
cross-border GHCI to distance are largely overlapping, i.e., have significant common support,
and a border effect for software developers is not clearly visible. This is due to the relatively
small size of the border effect that, in fact, is statistically highly significant. In contrast, for
the SCI there is a magnitudes larger and visually easily identifiable upwards shift for within-
country collaborations. In line with expectations, this comparison suggests that the border
effect in virtual collaboration of knowledge workers is much smaller compared to the border
effect present in social networks, which is reassuring of our analysis.

Although cultural factors explain the border effect in Europe well, our parsimonious gravity
model does not allow causal interpretation. Still, model fit and explanatory power point to
cultural proximity as important driver of virtual collaboration. To strengthen the conjecture
that culture plays an important role as deep determinant of (online) collaboration, we
compareborder effects in softwaredeveloper collaboration for EuropeannationsandUSstates
(FigureC.4). The idea is that there are far fewer and less pronounced cultural differences across
populations in different US states than in culturally muchmore diverse European countries.
Thus, we use the same data on regional collaboration in the US at the economic-area level
from Goldbeck (2023) and estimate the state border effect using the same approach as in
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Table 3.1. Table C.6 reports the results. The raw border effect, disregarding geographic factors,
in the US in model (1) is 0.69 of the European estimate. Similarly, the preferred specification
that takes into account size anddistance in theUS is 0.58 the size of the border effect in Europe,
as shown bymodel (4). This is in line with expectations of cultural factors such as language
barriers as a key determinant of the digital border effect.

Further, weassess the robustness of the coefficient estimates for the culture variables in Tables
C.7 and C.8. We demonstrate that all estimates remain stable when we include various other
potential control variables, e.g., regarding historical and political circumstances. Table C.7
shows robustness with respect to inclusion of contiguity, an indicator for a common border,
a common control variable in gravity models that theoretically should be irrelevant in our
setting. Models (2) through (7) demonstrate that all estimates remain stable when controlling
for a common legal origin and shared communist history. Coefficients are similarly stable
when including further control variables for political circumstances in Table C.8. For example,
we account for a diplomatic disagreement score, EU membership, regional trade agreements,
hegemonic relationship, relationships betweenmonarchies as well as differences in economic
and press freedom scores. Again, our coefficient estimates remain robust throughout all
specifications.

In Table C.9, we examine different alternative measures for language and religion. Similarly
to the trade literature (e.g., Melitz and Toubal, 2014), where continuous language proximity
variables show weaker relation to trade, we find only common spoken language relevant
to collaboration. Various other metrics such as other binary indicators like common native
language but also continuous metrics of linguistic proximity are insignificant. This is in line
with expectations that only speaking the exact same language benefits collaboration and
closely related but still different languages have no impact. Model (7) in Table C.9 switches to
an alternative continuous metric for religion that uses a different methodology but is also
insignificantly related to collaboration. Importantly, the other coefficients remain robust and
largely unchanged throughout all specifications.

3.6 Discussion and conclusion
We provide evidence of border effects in virtual collaboration that are, however, five to six
times smaller compared to trade. This is consistent with trade and transportation costs
being largely absent in the digital economy. The digital border effect is particularly high
whenever a small country, in terms of hosted users, is involved. Generally, the remaining
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border effect in software developer collaboration in Europe is entirely explained by cultural
factors, especially shared interest, a common language, and history. Most other political
and historical circumstances are unrelated to the digital border effect. Compared to the
digital border effect at the domestic borders between US states, where cultural differences
are comparably negligible, the European digital border effect is about twice as large.

This study has limitations that open up avenues for further research. Notably, our settings
lacks a quasi-experimental approach where stronger identification could be achieved. Yet,
already few settings exist where border effects can be estimated at all, as estimation requires
domestic flow data. Opportunities to causally estimate border effects are extremely rare
(e.g., Santamaría et al., 2023a). Additionally, culture evolves endogenously, which makes
it hard to causally explore the intricate patterns of mediation and co-determination among
the countless cultural factors. Further, our data contains information on public repositories
only. While the geographical collaboration pattern is representative of the entire population
of software developers (Goldbeck, 2023), it is less clear if the relationship between cultural
factors and collaboration differs between open- and closed-source developers. Ideally, the
measurement of culture is conducted on a more granular scale both population-wise and
geographically as, e.g., software developers might be different to the general population.

Our work has several practical implications relevant to management and policy makers.
Importantly, we show that there is a significant border effect for international collaboration of
developers on online code repository platforms. Still, the digital border effect is much smaller
compared to other outcomes, which generally points to improved feasibility of international
collaboration in digital knowledge work. Since the digital border effect is entirely explained
by cultural factors, they merit more attention. Together with decreasing role of geography in
ICT-intensive settings of the knowledge economy this suggests that management and policy
makers should shift their attention to cultural barriers to collaboration as they are relatively
more important in the digital economywhen fully virtual collaboration is technically possible.

90



4 Career Concerns as Public Good: The Role of Signaling
for Open-Source Software Development

Much of today’s software relies on programming code shared openly online. Yet, it is unclear
why volunteer developers contribute to open-source software (OSS), a public good. We study
OSS contributions of some 22,900 developers worldwide on the largest online code reposi-
tory platform, GitHub, and find evidence in favor of career concerns as a motivating factor to
contribute. Our difference-in-differences model leverages time differences in incentives for
labor market signaling across users to causally identify OSS activity driven by career concerns.
We observe OSS activity of users whomove for a job to be elevated by about 16% in the job
search period compared to userswho relocate for other reasons. This increase ismainly driven
by contributions to projects that increase external visibility of existing works, are written in
programming languages that are highly valued in the labor market, but have a lower direct
use-value for the community. A sizable extensive margin shows signaling incentives moti-
vate first-time OSS contributions. Our findings suggest that signaling incentives on private
labor markets have sizable positive externalities through public good creation in open-source
communities, but these contributions are targeted less to community needs andmore to their
signal value.1

Keywords: software; knowledge work; digital platforms; signaling; open source; job
search

JEL-No: L17; L86; H40; J24; J30

1 This chapter is based on joint work with Lena Abou El-Komboz. Versions of this chapter have been published
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Thomas Fackler, Oliver Falck, Manuel Hoffmann, and Muhammed Yildirim as well as seminar participants at ifo
Institute for valuable comments and suggestions. Further, we thank Raunak Mehrotra for excellent research
assistance and gratefully acknowledge public funding through DFG grant number 280092119.
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4.1 Introduction
Today’s digital economy relies heavily on open-source software (OSS) (Hoffmann et al.,
2024; Lifshitz-Assaf and Nagle, 2021). While the role of patents in IT decreases (see, e.g.,
Acikalin et al., 2022), OSS has long become an important mode of software production
(Osterloh and Rota, 2007) with a 2019 investment equivalent of about 37 billion USD in the
US alone (Korkmaz et al., 2024). Numerous modern products and services are built using
OSS, including electronic devices, web applications, and AI algorithms. Estimates for 2022
suggest 96% of software codebases contain OSS (Synopsys, 2023). Yet, OSS is often created
by a decentralized community of volunteer developers (Nagle, 2022). Because OSS is both
non-rival in consumption and non-excludable due to open-source licensing (Lerner and Tirole,
2005b), OSS is a public good. Thismodel of open community-based softwaredevelopment has
always been “startling” to economists (Lerner and Tirole, 2002) as themotivation of individual
contributors to exert private effort in order to create an openly available public good is hard
to rationalize.

One potential rationale behind private contributions to OSS is it allows developers to signal
valuable information and communication technology (ICT) skills to potential employers
(Lerner and Tirole, 2002) since individual contributions are directly and transparently
observable on online OSS platforms. Generally, ICT abilities are highly valued skills in the
labor market (Draca et al., 2007; Bresnahan et al., 2002) that yield significant returns (Falck
et al., 2021). At the same time, high skill obsolescence (Deming and Noray, 2020) and the
inability of formal education to certify job-relevant technical skills (Fuller et al., 2022; Marlow
and Dabbish, 2013) lead to information asymmetries that make it difficult for employers to
assess individuals’ ability. Publicly visible OSS contributions could represent a valuable signal
to potential employers (Marlow and Dabbish, 2013; Long, 2009) with respect to the most
job-relevant skill in software development: practical programming ability (see, e.g., Wagner
and Ruhe, 2018; Surakka, 2007). This implies that, besides private benefits from learning and
improved labor market outcomes, signaling activity driven by developers’ career concerns
might directly generate considerable positive externalities (Leppämäki and Mustonen, 2009)
in the form of a public good, open source software.

In this paper, we investigate whether career concerns are indeed a driver of OSS development.
To this end, we exploit variation in individual incentives to signal over time. Specifically,
because signaling is costly and its value quickly depreciates, individuals economize on the
signal and dynamically allocate OSS activity to times of immediate job search in order to
signal skill to employers. This allows us to test for the presence of the signaling motive
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empirically by studying OSS contributions of software developers whomove for a job on the
largest online code repository platform, GitHub. We focus on movers as job changes are often
associated with moving (Balgova, 2020; Amior, 2019), especially for the high-skilled (Haussen
and Uebelmesser, 2018; von Proff et al., 2017), whichmight confound our results when not
explicitly considered in the empirical model. We, therefore, compare developers relocating
for a new job to developers moving to a new location for other reasons in a difference-in-
differences design. We argue that while job movers face elevated signaling incentives driven
by immediate career concerns in the period prior to moving, the ‘job search period,’ these
incentives are absent for developers who relocate for other reasons. Consequently, OSS
activity attributable to signaling is captured by the difference in OSS contributions between
jobmovers and other movers during relative to outside of the job search period.

Our data comprises all GitHub users with changing location information from ten snapshots of
the GHTorrent database dated between 2015 and 2021. Due to this sample selection approach,
weareable to capture typical volunteerdeveloperswhooccasionally contribute toOSS (Vidoni,
2022). In total, our sample contains some 22,900 movers worldwide, of which around a third
simultaneously change their job. Besides location and organizational affiliation, we observe
in detail each user’s public activity on the platform such as the monthly number of commits
in open-source projects, their collaborators, or quality metrics such as stars, followers, and
forks. This allows us to investigate not only whether career concerns drive OSS activity, but
also if there are systematic shifts in OSS activity whenmotivated by signaling incentives with
respect to the types of projects, usefulness to the community and quality, or user groups.

We find significantly elevated OSS activity by about 16%of jobmovers in the job search period
compared to developers moving for other reasons. Assuming an average job tenure of three
years applies to OSS developers and constant (base) activity levels over time, this translates to
6.8%of overall OSS activity being caused by signaling incentives during job transitions. Within
the job search period effect size steadily decreases, consistent with stronger incentives during
the application preparation phase. Notably, our analysis points to the importance of the
extensive margin, inducing first-time contribution to OSS. In general, the effect derives from a
broad base of jobmovers rather than a specific group. But we observe a larger effect for users
relocating internationally and for users moving to academia. The signaling effect tends to be
smaller for users with new jobs at large firms and especially at big tech companies, where
we do not see a signaling effect. Multiple classifications of projects based on programming
languages indicate that the effect is mainly driven by contributions to web development
and data engineering projects, and to projects using top-paying programming languages.
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However, signaling projects are starred and forked less by other users, pointing to a lower
direct use-value to the OSS community. In general, our results are in line with career concerns
motivating significantly increased OSS contributions during the job search period as we
observe activity shifts to projects that increase the visibility of existing works or necessitate
skills highly valued in the labor market. Additional analyses with respect to model choice and
other empirical decisions emphasize the robustness and conservativeness of our preferred
specification.

This workmakes several contributions. In contrast tomost existing studies that follow a stated
preferences approach, we deploy a quasi-experimental framework and are therefore able to
achieve high internal validity of our results and causally link career concerns to OSS activity
under reasonable assumptions. In addition, we improve on external validity by selecting
our sample from the near-universe of OSS activity on GitHub, the by far largest online code
repository platform. Therefore our data includes not only the most active OSS developers but
also volunteer developers who only occasionally contribute to OSS, but together make up the
vast majority of OSS contributors. We also add to the labor market literature by showing that
employees indeed signal ability through OSS activity, which groups are especially likely to
signal, and how this motivation impacts the type of projects users engage in. Importantly, we
contribute to the literature on private public good provision by pointing out that there are
significant positive externalities from private career concerns while, at the same time, the
direction of public good creation changes when labor market considerations are prominent.

Our findings have multiple managerial and policy implications. Notably, they highlight an
important but neglected channel of public good creation: the positive externalities from
individual labor market signaling incentives. We show that these externalities are significant
with respect to overall OSS activity and signaling incentives systematically induce first-time
contributions of users previously inactive in the OSS community. To increase public good
creation andplatformgrowth, bothmanagement andpolicymakers should take these positive
externalities of career concerns into account in platformdesign andpublic policy. For example,
platform design that considers the signaling needs of their users explicitly could further boost
growth at the extensive (user) and intensive (activity) margin. At the same time, decision-
makers should be aware of the shift in focus towards labor market requirements and away
from direct use-value for the OSS community in signaling projects. For labor market and
education policy as well as HR professionals, our findings point out the continued shift away
from formal (public) skill certification and emphasize greater importance of more fluid and
practical skill signals that directly showcase work product. Lastly, innovation policy aiming
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to foster public good creation in the knowledge economymay consider maximizing positive
externalities from signaling incentives, e.g. via adopting open science policies that create
synergies between funded and signaling activities.

The remainder of this paper is organized as follows. First, we discuss related literature
in Section 4.2. Section 4.3 introduces the data. In Section 4.4, we present the empirical
identification strategy. Results are provided in Section 4.5 and Section 4.6 concludes with a
discussion.

4.2 Related literature
Economics of open source. This project is related to the economics of open source. Literature
in this area examines the distinct innovation model of OSS, which is based on volunteer
contributions of often decentralized teams and is governed by open licenses (Osterloh and
Rota, 2007; Lerner and Tirole, 2005b). As such, open innovation contrasts sharply with
traditional (‘closed’) innovation featuring exclusive intellectual property rights (Lerner and
Tirole, 2005a, 2002). These unique properties, combined with the lasting success of OSS and
the growing importance of software in general, spurred dedicated research (see, e.g., von
Krogh et al., 2003; Lifshitz-Assaf and Nagle, 2021). Compared to volunteer developers, firms
are of less significance as in traditional innovation models, but increasingly incorporate OSS
in their business models (Butler et al., 2019; Lee and Cole, 2003), for example to increase
visibility (Conti et al., 2021) or learn from community feedback (Nagle, 2018). OSS research
addresses awide variety of topics such as productivity effects (Nagle, 2019), teamorganization
(Raveendran et al., 2022; Puranam et al., 2014), geography (Wachs et al., 2022), or innovation
and entrepreneurship (Wright et al., 2023; Wen et al., 2016; Colombo et al., 2014; Bitzer and
Schröder, 2007).

Naturally, a large literature revolves around the reasons volunteer developers contribute to
OSS and broadly distinguishes between internal factors and external rewards (Krishnamurthy,
2006; Hars and Ou, 2002). von Krogh et al. (2012) cluster motivations into intrinsic (ideology,
altruism, kinship, fun), internalized extrinsic (reputation, reciprocity, learning, own use), and
extrinsic (career, pay). Empirically, researchers elicit the prevalence of different motivations
to contribute predominantly through surveys. These works generally find evidence for mixed
motivation, but internal factors tend to be most important (von Krogh et al., 2012). For
example, a survey of Linux contributors by Hertel et al. (2003) emphasizes the role of group
belonging, identification, anda feeling of indispensabilitywhile acknowledging ownuse-value
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as anothermotivator. Likewise, Stewart andGosain (2006) show that SourceForge contributors
are more involved because of shared values. Hars and Ou (2002) conduct an e-mail survey
among OSS developers, who state that self-determination, learning, and reputation are the
main reasons to contribute. Community surveys by Lakhani and Wolf (2003) and Nagle
et al. (2020) explicitly stress that external andmonetary factors are far less important than
intrinsic motivation from creativity and intellectual stimulus. In a survey by Hann et al. (2004),
Apache developers state own use-value, recreational value, and career impact most often as
motivating factors. Gerosa et al. (2021) elicit from survey responses that reputation-building
as a motive becamemore important in recent years, and that learning and career incentives
are especially relevant for novice contributors. Shah (2006) finds motivational dynamics,
where initial participation is typically driven by own use-value whereas maintainers of OSS
are often intrinsically motivated. Roberts et al. (2006) note that motivations interact with each
other in complex ways as, e.g., being paid increases status but at the same time is associated
with a lower use-value. Indeed, Krishnamurthy et al. (2014) shows that monetary reward can
crowd out other motivations. Investigating behavioral changes of developer contribution
after being sponsored, both Conti et al. (2023) andWang et al. (2022) find evidence in favor
of a net-positive effect of monetary incentives on activity. Projects with fast feedback and a
non-commercial nature are associated with a higher probability of receiving contributions
(Smirnova et al., 2022).

Our study adds to this literature in that it broadens the scope in terms of contributors being
studied. While existing work mainly focuses on the most active OSS developers, often partly
paid for their work, we investigate typical users on the platform, i.e., volunteer developerswho
sporadically contribute to open-source projects (Vidoni, 2022). The importance of economic
benefits and motives for this group of OSS contributors is neglected in the literature, and
this study is among the first to study the role of career concerns in a causal identification
framework. As such, it sharply contrasts with the prevailing methodological approaches
used in existing research on this topic. These works are largely based on surveys, which
feature the important caveat of only eliciting stated preferences as opposed to the revealed-
preference approach embodied in our causal framework. As a result, we are able to make
quantifiable causal claims on the importance of career concerns motive for typical volunteer
OSS developers under reasonable assumptions. Our findings suggest a sizable portion of
OSS activity is driven by career concerns, and that motivations dynamically change over time,
which in turn alters the content of contributions.

Labor market signaling. This article focuses on one specific motivating factor to contribute
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to OSS, career concerns, and therefore adds to the vast literature on signaling originating
from Spence (1973). Subsequent theoretical models explicitly relate career concerns to
signaling via observable effort (Holmström, 1999; Chevalier and Ellison, 1999), even when
beliefs on ability are precise (Miklós-Thal andUllrich, 2015). While basic signalingmodels yield
separation of skill types even if signaling has no real effects, Leppämäki and Mustonen (2009)
provide a model where signaling activity generates (positive) product market externalities.
Empirically, Miklós-Thal and Ullrich (2016) test the career concerns hypothesis in soccer
and find confirmatory results for marginal individuals. Pallais (2014) shows detailed public
performance records on the online marketplace oDesk improved workers’ subsequent
employment outcomes, especially for the inexperienced. Also on an online platform for
contract labor, Agrawal et al. (2016) find standardized and verifiable information important for
developing-country candidates’ employment probability. For software developers, Xu et al.
(2020) find career concerns increase reputation-generating activity in an online community
forum. Experimental evidence by Piopiunik et al. (2020) reveals basic IT skills signals in CVs
on the broader white-collar labor market significantly increase the probability of receiving a
job interview invitation. Apart from this causal evidence, surveys show reputation-building,
signaling, and career concerns are important motivations for developers to contribute to OSS
(e.g., Gerosa et al., 2021; Marlow and Dabbish, 2013; Hann et al., 2004; Hars and Ou, 2002).
Similarly, employers state they regard OSS contribution as a credible and valuable signal. For
example, in a survey, Long (2009) finds tech companies value OSS experience of applicants.
More specifically, Marlow and Dabbish (2013) surveys recruiting managers who state GitHub
activity is used in hiring as a signal for technical abilities andmotivation, and is regarded as
a stronger signal than the applicants’ resume with respect to these areas. A survey among
developers by Hakim Orman (2008) shows OSS activity and traditional education are seen
as complements and not substitutes. However, Bitzer and Geishecker (2010) finds formally
educated individuals are underrepresented in the OSS community. For developing-country
candidates, Hannetal. (2013) claim that valuableOSSactivity is aneffectiveandcredible signal
as it is associated with significant wage premiums for Apache project participants. Huang and
Zhang (2016) associate improved outside options from OSS signaling with job-hopping, but
also acknowledge retaining effects from learning.

The contribution of this research to this strand of literature is twofold. First, in contrast tomost
work in this area, we follow a quasi-experimental approach using observational data from
the near-universe of OSS developers. This allows us to make causal claims under reasonable
assumptions leading to a comparably high degree of internal validity. Furthermore, because
weare able to study a large anddiverse groupofOSS contributors anddonot limit our scope to
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the most active users, the results also feature a higher level of external validity in comparison
to the fairly specific and small groups typically studied in existing works thus far. Our second
contribution, which received limited attention, is asking to what degree signaling activity is
wasteful or productive from a content perspective. Our empirical evidence suggests lower
but still positive direct use-value for the community of signaling activity, and therefore adds
an empirical perspective to the notion of positive externalities of signaling, which has only
been examined theoretically to date (Leppämäki and Mustonen, 2009).

Public goodprovision. The paper is also connected to the broader literature on private public
good provision. In contrast to traditional innovation models that rely on private property,
open innovation models like OSS largely depend on voluntary contributions by individual
developers and thus can be framed as private public good provision (Lerner and Tirole, 2002).
Traditional theory emphasizes group size as the main factor influencing the provision of
the good (e.g., Chamberlin, 1974; Bliss and Nalebuff, 1984; Palfrey and Rosenthal, 1984;
Bergstromet al., 1986; Hendricks et al., 1988; Bilodeau andSlivinski, 1996). Explicitlymodeling
intrinsic motivation, Bitzer et al. (2007) show provision is more likely maintained when OSS
programmers value gift benefits and the intellectual challenge, have a long time horizon
(i.e., are younger), are patient, face low development cost, and derive a high own use-value.
In a model of OSS development, Johnson (2002) shows how own use-value considerations
drive the direction of software production. Incorporating own use-value considerations and
provision costs, Myatt and Wallace (2002) model a public good provision game and show
multiple equilibria can arise. Ignoring intrinsic motives, Bitzer and Schröder (2005) derive
joining and exiting dynamics from signaling in a model of repeated contribution. Regarding
the licensing regime, Fershtman and Gandal (2004) show that contributions are higher when
OSS licensing is less restrictive. Athey and Ellison (2014) model a world where OSS projects
can be successful when developers are motivated by reciprocal altruism if customer support
is not needed. Zeitlyn (2003) emphasizes the gift economies motivation. Empirically, O’Neil
et al. (2022) define contribution territories for firms and individuals in the space of possible
innovation to rationalize why certain areas are neglected. Recently, del Rio-Chanona et al.
(2023) find public good generation on StackOverflow is impacted negatively by large language
models, a substitute to online forums.

Our empirical results are important to inform on the applicability of theoretical models
depending on their presumptions. Our findings emphasize that external motives are relevant
and that considering the dynamic evolution of motivation is important. At the same time,
external motives such as career concerns likely do not explain OSS activity entirely. Hence,
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theoretical models that aim to capture OSS contribution comprehensively should consider
modelingmulti-dimensionalmotivations to contribute that include both internal and external
motivations and incorporate their dynamic evolution. In general, our study emphasizes the
importance of labor market incentives of high-skilled professionals for the private provision
of an important public good in the knowledge economy, which likely features considerable
positive spillovers both on the private market and in the form of public follow-on innovation
in the OSS community.

4.3 Data
We study software developers on GitHub, the by far largest online code repository platform.
GitHub was founded in 2008, reached 10 million users by 2015, and in 2021 reported 73
million users worldwide (GitHub, 2021; Startlin, 2016). Around a fifth of all code contributions
on the platform are made to public repositories, i.e., open-source projects (GitHub, 2021).
Repositories are maintained using the integrated version control software git. Importantly,
the nature of the git version control system allows us to track each user’s contribution to
open-source projects over time as it records and timestamps all activity in public repositories.
GitHub provides access to public user profiles and repositories via API. Data analyzed in
this paper originates from GHTorrent, a research project by Gousios (2013) that mirrors the
data publicly available via the GitHub API and generates a queryable relational database in
irregular time intervals.2 The resulting snapshots contain data from public user profiles and
repositories as well as a detailed activity stream capturing all contributions to and events
in open-source repositories. This paper relies on ten GHTorrent snapshots dated between
09/2015 and 03/2021.3

On their GitHub profile, users can indicate their location. This self-reported indication is
voluntary and is neither verified nor restricted to real-world places by GitHub. Goldbeck
(2023) finds no systematic bias in the location information provided on the platform, even
though only a fraction of users indicates their location. We assign users to cities via exact
matching to city names in theWorld Cities Database.4 Users can also provide an indication of

2 GHTorrent data contains potentially sensitive personal information. Information considered sensitive (e.g.,
e-mail address or user name) has been de-identified (i.e., recoded as numeric identifiers) by data center staff
prior to data analysis by the authors. Data from the GHTorrent project is publicly available at ghtorrent.org,
last accessed 02/16/2023.
3 Snapshots are dated 2015/09/25, 2016/01/08, 2016/06/01, 2017/01/19, 2017/06/01, 2018/01/01, 2018/11/01,
2019/06/01, 2020/07/17, and 2021/03/06.
4 A fraction of 0.25% of users (total: 58) are not matched to a city in the database but rather a state or a country.
We do not geocode cities or states with a name that exists multiple times.
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their organizational affiliation, which we use to elicit job changes. Location and organization
information is observed only on snapshot dates – i.e., roughly every six months – while user
activity is timestamped. We aggregate users’ timestamped activity to monthly data to obtain
a panel structure. Since the data is highly skewed andmost users are inactive (see, e.g., Vidoni,
2022; Luca, 2015), we restrict our sample to users with an observedminimum activity of three
months with non-zero commits.

Movers. From the data, we select movers, i.e., users who change their city-level location once
in the observation period. Our empirical strategy elicits signaling activity from time-varying
incentives around a job change. When people change jobs, they often simultaneously move
(Balgova, 2020; Amior, 2019), which is especially the case among high-skilled professionals
(Amior, 2015; Machin et al., 2012; Greenwood, 1975, 1973). To attain ameaningful comparison
and get rid of any confounding factors associated with moving we, therefore, compare users
who move for a job to users who move for other reasons. We infer the reason for moving
from changes in the organizational affiliation of users. Whenever there is no affiliation change
around the move date we regard a user as moving for other reasons. Conversely, if a new
affiliation appears around the move date we consider a user as job mover. To implement this,
we extract users’ move (and job change) dates from the data.

We infer themove date from user-level location information as themonth of the first snapshot
with a new city indication. There is some uncertainty regarding the actual move date for two
main reasons. First, users manually enter (new) location information data on the platform
themselves and do this not necessarily exactly at the time of moving. On the one hand, users
might be busy during the time period of moving and enter their move late. On the other hand,
it might be beneficial to communicate the future location early, maybe even before actually
moving, to let peers know about their relevant location as soon as possible. We empirically
investigate the plausibility of the move dates attained through the snapshots by looking at
team member locations in the projects a user actively contributes to each month. To this
end, we assign locations to projects depending on other members’ locations. Specifically,
we define a user’s project as localized in a particular city if the current location of more than
60% of the teammembers is in that city. This is only possible for a subset of projects as few
members share their location and teammembers can be distributed. Nevertheless, it allows
us to get an impression of changes in the spatial collaboration pattern of users in our sample.

Figure 4.1 plots the share of users’ activity in localized collaborative projects by origin and
destination city. The dark blue line represents a users’ activity share in projects where team
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Figure 4.1: User collaboration around relocation date
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Notes: Graph shows in-sample users’ commits to new-
and old-city repositories as a share in users’ total
commits to repositories with an assigned location.
Location is assigned to repositories for which at least
60% of the team members indicate a common city as
current location. Sources: GHTorrent, own calculations.

members are predominantly located in her origin city while the light blue line represents
activity in projects with teammembers predominantly located in the destination city. The
graph shows a clear pattern. Most localized activity is in old city projects up to tenmonths
prior to the estimated move date. This starts to reverse afterward andmost localized activity
is measured in destination city projects from six months prior to moving until the end of the
observation period. It is plausible that users start collaboratingwith teams in their destination
city prior to moving and activity in old-city projects fades out. Importantly, this graph shows
user-provided locations systematically and meaningfully relate to collaboration patterns,
which validates ourmeasurement ofmoving. Similarly to themove date, we elicit job changes
from users’ affiliation indication as the first month the new city location is observed in the
data.

Summary statistics. The resulting sample of users comprises 22,896 movers, of which 7,211
(32%) simultaneously change their job.5 Naturally, since most registered users are inactive,
this sample is very different compared to the universe of users in the data and comprisesmore
active users, which is confirmed by the summary statistics in Table D.1. More interestingly,
Table 4.1 provides an overview of our sample and compares jobmovers and other movers.

5 Figure D.2 reports the moves by data snapshot and shows a similar distribution for job movers and other
movers.
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In general, job movers and movers are comparable in terms of activity, collaboration, and
quality metrics. At the same time, there are also some differences between the groups. The
medianmover has five followers, contributes around 170 commits to open-source projects
in the observation period, and has 15 projects with on average 2 to 3 teammembers. Job
movers contribute a bit less to team projects and the average team size is smaller compared
to other movers, and their team projects also receive fewer stars and forks. Projects in our
sample are very diverse both in terms of programming languages (cf. Table D.7) and topics
covered and range fromweb development to data engineering (cf. Figure D.5).

Table 4.1: Summary statistics

Median
Movers

job other Δ %Δ

Activity

Commits 163 188 –25 13.3%
commits single projects 72 76 –4 5.3%
commits team projects 59 80 –21 26.3%

Experience 37 42 –5 11.9%

Collaboration

Projects 14 16 –2 12.5%
single projects 9 9 0 0.0%
team projects 5 6 –1 16.7%

Project members 2.21 2.82 –0.61 21.6%

Quality

Followers 5 5 0 0.0%
Stars 1.10 1.88 –0.78 41.5%
stars single projects 0.09 0.12 –0.03 25.0%

Forks 0.62 1.11 –0.49 44.1%
forks single projects 0 0 0 0.0%

Notes: Experience is measured as tenure on the platform in months since
the first commit at themovedate. ColumnΔ reports theabsolutedifference
in median between job movers and other movers. Column %Δ sets this
difference in relation to other movers’ median. Sources: GHTorrent, own
calculations.

The differences between jobmovers and other movers regarding team project behavior is one
reason why we look at single projects, i.e., projects in which only the focal user is active. But
there is a more important reason derived from theoretical considerations and a practitioner’s
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perspective with respect to labor market signaling through OSS activity. Not all contributions
toOSS communities constitute equally valuable signals of ability and thus generate reputation
(Xu et al., 2020; Marlow and Dabbish, 2013). In particular, for potential employers, it is
difficult and time-consuming to assess individual contributions to collaborative projects
even if transparently available (Tubino et al., 2020). In contrast, single-authored projects can
be assigned entirely to individual users. At the same time, quality metrics such as stars and
forks make assessment effortless and enable non-software developers like HR professionals
to perform such assessments. Consequently, using OSS activity in single projects as the main
outcomemetric ensures a close practical and theoretical relation to actual signaling potential.

Figure 4.2: Domestic and international user relocations

Notes: Blue country coloring shows the number of domestic movers after logarithmic transformation.
There are 73 countries with domestic movers; grey indicates no domestic movers. The size of the red
country centroids indicates the number of international moves a country is involved in. 14 countries
are associated with international relocations. Red arcs represent edges in the directed countrymover
network, i.e., the number of international relocations from one country to another, and are scaled
logarithmically. For clarity, only edges above 75 are shown. Sources: GHTorrent, own calculations.

Although we look at users moving worldwide, 71% are relocations to another city within
the country. About 29% of relocations are international, and 19% of movers or two-thirds
of international movers even move inter-continentally. This mirrors the fact that software
developers are disproportionally mobile internationally (see, e.g., Adrian et al., 2017; D’Mello
andSahay, 2007; Solimano, 2006). The average relocationdistance is 5,324kmand there areno
significant differences in these statistics between job movers andmovers relocating for other
reasons (cf. Figure D.1). Figure 4.2 maps the observed migration flows in our data in more
detail. Countries are colored in darker blue the higher the number of domestic relocations
and the width of the network edges represents the number of international relocations. The
dominance of the USA as the central hub both in terms of domestic moves and as a receiving
country is clearly visible even on the logarithmic scale. Domestic moves are observedmost
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frequently in the USA (63.5%), India (7.5%), and the United Kingdom (3.9 %). Table D.4 shows
the ten countries with the most domestic moves, which account for over 90% of domestic
moves and 65% of all relocations. Themost important origin countries are shown in Table D.5.
Table D.3 reports the ten largest origin and destination cities, which are predominantly the
world’s big software industry hubs, e.g., SanFranciscoandNewYork. Notably, for international
relocations, we observe that users tend to move to richer countries as indicated by per capita
GDP increasing on average by USD 9,780 (Figure D.3), with no systematic differences between
jobmovers and other movers.

Users are affiliated with a diverse range of organizations. Most firms in the data are small, but
the distribution is highly skewed to the right (Figure D.4). On average, each organization has
four affiliatedusers and 23users are affiliatedwith themedianorganization.6 TableD.2 reports
organizational affiliations and job transitions by organization type. As a consequence of the
skewness, about 29% of users are affiliated with the 100 largest firms and 7.2%with the big
technology firms (i.e., Google, Apple, Meta, Amazon, Microsoft; GAMAMs). Job transitions point
out net movements towards larger, and especially big tech, firms and away from academic
and small-firm affiliations. This is confirmed by Table D.6 depicting top origin and destination
affiliations. While top origin affiliations include mostly students, universities, and freelancers
the biggest destination shares almost exclusively are held by large software companies such
as the GAMAMs or Red Hat, IBM, and LinkedIn.

4.4 Empirical strategy
The key idea behind our empirical model setup is to exploit temporary differences in signaling
incentives across users. Specifically, we compare the activity of users who move for a job
andmovers whomove for other reasons. The reasoning behind this is that users whomove
for a job experience increased incentives to signal their ability on the platform to potential
employers prior to their move during the job search period, whereas movers who relocate
for other reasons do not experience this temporary increase. As already discussed above,
we focus on movers since job changers typically simultaneously relocate, which is widely
acknowledged in the literature (Balgova, 2020; Amior, 2015) and especially the case for high-
skilled professionals (see, e.g., Abreu et al., 2015; Haapanen and Tervo, 2012; Venhorst et al.,
2011; von Proff et al., 2017; Kodrzycki, 2001; Ciriaci, 2014; Haussen and Uebelmesser, 2018).
Thus, comparing movers leads to improved comparability as it accounts for confounding

6 Note that these numbers are not to be confused with the number of employees since not all employees are
active OSS contributors on GitHub and provide their affiliation.
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factors associated with moving.

Figure 4.3: Adapted difference-in-differences model
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From a theoretical perspective, we structure signaling incentive dynamics into three phases,
where each phase is governed by a distinct incentive regime. This is illustrated in Figure 4.3. In
the first phase, which we call the pre-period, an eventual mover is still working in her previous
arrangement and does not actively prepare to change jobs. In this phase signaling incentives
are not entirely absent and are at a normal level as there is no immediate pressure to signal
skill in the labor market. In the decisive second phase, the ‘job search period,’ the job mover
then actively searches for a new employer and prepares to relocatewhilemoverswho relocate
for other reasons only prepare to relocate. In this phase, job movers face elevated incentives
to signal skill to potential employers. Finally, there is a third phase after the move, which we
call post-period, in whichmovers have relocated and the jobmover has started to work for
her new employer. Movers who relocated for other reasons are still with their old affiliation.
In this phase, as job movers just started a new job, signaling incentives vanish and are likely
even lower than in the pre-period and compared to other movers because jobmovers have to
settle in to their new job environment, and the especially low signaling incentives.

As a result of these theoretical considerations, we expect elevated OSS activity of users who
move for a job compared to users who move for other reasons in the job search period if
career concerns are an important factor for OSS contribution. Additionally, we expect to see
lower OSS activity of jobmovers compared to othermovers in the post-period. We empirically
investigate the dynamics of OSS activity by estimating the following baseline event study
model:

𝑦𝑖𝑡 = 𝛽1 +
𝑇

∑
𝑗=𝑇

[𝛽𝑗(𝑡𝑗 × JobChanger
𝑖)] + 𝛿𝑖 + 𝛿𝑠(𝑡) + 𝛿𝑎(𝑖)𝑡 + 𝑒𝑖𝑡, (4.1)

where 𝑦𝑖𝑡 is the number of commits of user 𝑖 in relative-to-movemonth 𝑡 to single-authored
repositories (‘signaling projects’). Note that the event study panel is balanced in the job search
and pre-period but unbalanced in the post-period as somemoves happen during the end of
our observation period. The variable JobChanger

𝑖
indicates if user 𝑖 moves for the job, i.e.,

simultaneously changes her affiliation and location. The core element is the interaction term
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of JobChanger
𝑖
with relative months to the moving month 𝑡𝑗. Coefficients of interest are j

and reveal the difference in the temporal pattern of signaling activity around the move date
between users who simultaneously change their job and users who do not. To control for
time-constant unobserved user characteristics relevant to their level of OSS activity, we add
user fixed effects 𝛿𝑖. Calendarmonth fixed effects 𝛿𝑠(𝑡) account for unobserved factors affecting
all users’ activity in a given month. We include experience fixed effects 𝛿𝑎(𝑖)𝑡 to account for
differences in platform tenure across users that impact OSS activity. Standard errors are
clustered at the user level.

Starting from this flexible dynamic model, we adapt the standard difference-in-differences
model to estimate the average treatment effect on the treated such that three phases around
the move date are considered: a pre-period, a job search period, and a post-period. The
reference period is the pre-period, and the temporary treatment of increased incentives
to signal using OSS activity is present only during the job search period. In the post-period,
signaling incentives for job changers are lower relative to thepre-periodbecauseof diminished
career concerns and the new job crowding out OSS activity. The resulting model specification
is

𝑦𝑖𝑠 = 𝛽1 + 𝛽2(SearchPeriod𝑠(𝑖) × JobChanger
𝑖
)

+ 𝛽3(PostMove𝑠(𝑖) × JobChanger
𝑖
) + 𝛿𝑖 + 𝛿𝑠 + 𝛿𝑎(𝑖)𝑠 + 𝑒𝑖𝑠,

(4.2)

where SearchPeriod𝑠(𝑖) is one if calendar month 𝑠 falls in user 𝑖’s job search period prior to the
move. To account for generally reduced incentives of job switchers tomake OSS contributions
after the move relative to users whomove for other reasons, we interact an indicator for the
post-move period, PostMove𝑠(𝑖), with job changer status. The coefficient of interest 𝛽2 captures
the ATT of increased signaling incentives during the job search period, i.e., differences in OSS
activity between job movers and other movers in the job search period relative to the period
before. Similarly, 𝛽3 represents the average difference in OSS activity between job movers
and other movers in the post-move period relative to the pre-period.

Although the inclusion of the post-period is not formally needed for identification, we consider
it explicitly in our model for two reasons. First, it adds credibility to the signaling effect
estimated from the difference between the pre-period and the job search period if signaling
activity declines when taking up a new job, which we assume reduces immediate signaling
incentives. Second, validation of parallel trends between job movers and other movers in
both the pre- and post-period helps to further assess the validity of our design. And third,
although not the main goal of this analysis, estimating the effect of taking a new job on OSS
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activity is interesting in itself. The three-period specification with the pre-period as reference
is superior to alternatives. Taking the post-period as reference neglects the crowding-out
of OSS via time constraints of formal work. Combining pre- and post-period as reference
attenuates this issue, but leads to potential overestimation due to the samemechanism.

Empirical results from the event study specification guide the selection of appropriate time
frames for the three phases in the ATTmodel. In addition, a priori theoretical and empirical
considerations set our expectations. In his classical framework, Blau (1994) divides the job
search period into three steps. The first step is the preparation phase, where applicants
prepare their application package. Then there is the actual application step in which
applicants undergo the formal application process. Finally, the third step is the decision step,
in which employers and applicants decide on whether to enter an employment relationship
or not. Signaling activity is expected to occur predominantly in the first step, i.e. preparation
(Chamberlain, 2015). Recent statistics for the US show hiring time for complex jobs such
as software development averages around four months prior to applying (Firaz, 2022), and
people start thinking about andpreparing for job search likelymuchearlier. Additionally, there
is some fuzziness in ourmeasurement of themove date due to only observing locations about
every six months. Therefore, we expect to see most OSS signaling activity in the preparation
phase of the job search period somewhere between six and 15 months prior to our estimated
move date.

Note that our model specification provides a conservative and incomplete estimation of
the role of career concerns for individual OSS activity for multiple reasons. First, signaling
incentives are not entirely absent in the pre-period. Career concerns are not binary and we
exploit time variation in their strength rather than presence or absence. Second, our estimates
are downward biased due to measurement error when some control group movers in fact
move for the job, aswell, but donot change their affiliation. Third, our focus onmovers implies
we study a group of users who face significant additional time constraints relative to users
who are not relocating and therefore trade-off their time allocation betweenmore activities,
potentially leading to less time spent on signaling activity in this group. Finally, the dynamics
within the job search period as well as the fact that towards the end of our signaling period,
the share of users who already found a job increases biases the ATT downward. Consequently,
our estimates should be interpreted as a lower bound to the importance of career concerns
for OSS activity.

Our key identifying assumption is that in the absence of signaling incentives for job changers,
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their activity would have evolved similarly to movers not changing jobs simultaneously,
conditional on controls. Although we cannot test this assumption directly we assess it by
showing parallel trends in periods when signaling incentives are absent, i.e., both the pre- and
post-period. Themain remaining threats to our identification strategy are factors unrelated to
signaling incentives that affect the user activity of job changers in the job search period prior
to the move but not the user activity of movers that do not change jobs or vice versa. One
such concern could be due to potentially reduced work ethic of job movers in their old job as
it comes to an end and, as a consequence, more time for side projects. However, one could
also expect the old job claims more time towards the end as, e.g., projects have to be handed
over. Another potential concern is an increased prevalence of learningmotives during periods
of unemployment between two jobs. This is, however, not only unlikely due to generally
short unemployment spells for IT professionals; themedian duration of unemployment in the
US, for example, is only eight weeks.7 It is especially unlikely given that our design focuses
onmovers, and relocating to another city or even country is generally time-consuming and
stressful. Nevertheless, in Sections 4.5.2 and 4.5.3 we address these concerns and assess
related channels by investigating the kind of OSS activity of jobmovers and how it differs from
other movers to validate if the observed activity can likely be attributed to signaling or not.

4.5 Results
4.5.1 Main effect
Figure 4.4 plots the event study coefficients for user activity around the relocation date
resulting from the model in Equation 4.1. The dynamics are consistent with signaling as
a driver of OSS activity and the hypotheses derived from our theoretical considerations.
In the pre-period, there are no statistically significant differences in OSS activity between
users whomove for a job and users whomove for other reasons. Similarly, after moving we
observe a lower activity level for job movers compared to other movers but the dynamic
development is, again, parallel to each other. This absence of differential trends between
treatment and control group users is reassuring of the validity of our empirical design as
it provides confidence that our key identifying assumption holds. Importantly, during the
period prior to moving, OSS activity of jobmovers is significantly elevated relative to other
movers conditional on controlling for time, user, and experience fixed effects. We claim this
increase is driven by immediate career concerns in the period of job search which incentivizes
signaling activity.

7 Statistic retrieved from Bureau of Labor Statistics based on the Current Population Survey 2018: https:
//www.bls.gov/web/empsit/cpseea37.htm, last accessed on 11/10/2023.
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Figure 4.4: Event study estimates

job search period

m
ov

e 
m

on
th

−0.2

0.0

0.2

−20 −15 −10 −5 0 5 10
months from move

O
S

S
 a

ct
iv

ity

Notes: Estimates for 𝑡𝑗 × JobChanger𝑖 based on Equation 4.1 with user,
experience and calendar month fixed effects. The outcome is IHS-transformed
commits to single-authored projects. The reference month is 𝑡 = −16. Bars
show 95% confidence intervals. Standard errors are clustered at the user level.
Sources: GHTorrent, own calculations.

The dynamic activity pattern during the job search period is consistentwith signaling behavior,
too. Signaling activity is strongest at the beginning of the job search period 10 to 14 months
before the movemonth with activity in signaling projects being elevated by up to 24.5% for
jobmovers. The effect then declines steadily to substantially lower levels before themove
date around 6-10% before returning to a permanently lower, stable, activity level from the
move month onward, with estimates centering around -7 to -10%. Model (3) in Table D.13
provides estimates for each period. This pattern is in line with our theoretical considerations
predicting more intense signaling in the preparation step of the job search period as users
generally have an incentive to have their signal ready by the time of application which is likely
earlier in the job search period. In addition, more and more users finding a job during the
job search period or moving earlier than the observedmovemonth, both leading to reduced
incentives to signal.

Because of sparsity, we transform the dependent variable using the inverse hyperbolic sine
transformation in order to retain zero-valued observations (Bellemare andWichman, 2020).
At the same time, this transformation approximates the natural logarithm and is commonly
interpreted in a similar way (Burbidge et al., 1988; MacKinnon and Magee, 1990). As our
data typically features right-skewed but low numbers of commits, we do not rescale the
dependent variable prior to transformation. Estimates are generally sensitive to scaling and

109



4 Career Concerns as Public Good

as there is no overarching guideline, scaling choice is described as a data fitting problem in
the econometric literature (Aihounton and Henningsen, 2021). As rescaling typically leads
to larger estimates our choice with respect to dependent variable scaling is conservative
(Chen and Roth, 2023).8 The effect size of the resulting coefficient estimates thus is not only
statistically highly significant but also economically sizable as we estimate between 5 and
25% higher OSS activity of job movers compared to other movers in the job search period,
depending on the month relative to move date.

Table 4.2: Difference-in-differences model

IHS(single commits) (1) (2) (3)

Jobmover × job search 0.3621∗∗∗ 0.2962∗∗∗ 0.1646∗∗∗

(0.0137) (0.0144) (0.0141)
Jobmover × post move -0.2608∗∗∗ -0.2208∗∗∗ -0.1036∗∗∗

(0.0189) (0.0203) (0.0190)

User FE × × ×
Month FE × ×
Experience FE ×

Adjusted R2 0.289 0.308 0.359
Observations 1,946,413 1,946,413 1,946,413
Users 22,896 22,896 22,896

Notes: Results fromestimationof Equation 4.2. experience ismeasured
as months since the first commit at move month. Robust standard
errors are clustered at the user level. ∗ p > 0.01, ∗∗ p > 0.05, and ∗∗∗ p >
0.1. Sources: GHTorrent, own calculations.

The dynamic event study specification validated by theoretical and empirical evidence from
the literature informsourdefinitionof the job searchperiod. We identify theperiodofdistinctly
elevated OSS activity in the 15 months prior to the month of moving as job search period.
Using this definition of the job search period allows us to estimate the average treatment effect
on the treated (ATT) per Equation 4.2. Table 4.2 provides the ATT estimates of our adapted
three-period difference-in-differences specification. As expected, job movers OSS activity is
elevated during the job search period relative to other movers and is lower in the post period.
The inclusion of calendar month and experience fixed effects considerably improves model
fit as described by adjusted R2. The coefficient(s) of interest are attenuated as a result. Our
preferred specification in model (3) estimates that job movers contribute about 16.5%more
8 We discuss model specification in more depth in Section 4.5.3.
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on average in the job search period compared to other movers.

While the ATT effect size as such is suitable in assessing the importance of signaling incentives
for individuals’ OSS contributions during a job transition, we are further interested in the
broader relevance of this motivation for the OSS community. Because our definition of the job
searchperiod isbroadand includesperiodswithonlymoderately elevatedsignaling incentives,
the ATT is best interpreted relative to the length of the job search period by performing a
back-of-the-envelope calculation. Recent statistics state average job tenure in theUS is around
four years and only two years for software developers (Firaz, 2022). Assuming an average job
tenure of three years applies to OSS developers, constant (base) activity levels across users
and over time, and using our estimates ATT coefficient implies 6.8% of overall OSS activity is
caused by signaling incentives during job transitions.9 This suggests career concerns are a
significant motivation for software developers and causes a sizable portion of contributions
to OSS.

4.5.2 Heterogeneity
Anatural question that arises fromourmain finding iswhether there are systematic shifts in job
movers’ OSS activity during the job search period. This not only improves our understanding
of how the signaling motive impacts users and activities differently but provides further
validation of the signaling as the motive behind increased OSS activity. In particular, we
explore two main dimensions of heterogeneity. First, we ask if job movers systematically
focus their OSS activity during the job search period on certain types of projects, e.g., projects
that are especially valuable as signal in the labor market. Second, we investigate if particular
groups of jobmovers exhibit significant differences in effect size or if the effect size derives
from all job movers equally.

We investigate effect heterogeneity with respect to the type of projects users contribute to
during the job search period in Table 4.3. For this purpose, we use information on themain
programming languages of projects and classify them into categories to distinguish broad
project types. Our classification is documented in Table D.7 in the Appendix. This project-level
approach requires using the number of contributions to each project type as outcome variable
in user-level regressions. Thus, we run separate regressions of the model in Equation 4.2
for each project type. Results show significant differences in the ATT effects.10 Notably, we

9 Calculated as: 𝛽2 ∗ #𝑚𝑜𝑛𝑡ℎ𝑠𝐽𝑜𝑏𝑆𝑒𝑎𝑟𝑐ℎ

#𝑚𝑜𝑛𝑡ℎ𝑠𝐽𝑜𝑏𝑇𝑒𝑛𝑢𝑟𝑒
= 16.46% ∗ 15

36
.

10 Note that increased sparsity leads to a loss of quantitative comparability to the main results in favor of
comparability between project-type regression estimates.
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obtain the largest effects for web development and data engineering projects. Low-level
programming, program routine, and app development projects experience much smaller
increases in the job search period. These results are consistent with, first, jobmovers focusing
on web development because such projects are a way to showcase their work product and
thus skill in existing works. Secondly, jobmovers might signal more through data engineering
projects as skills related to such projects are especially valuable in the labor market.

To investigate the second channel in more detail, we classify programming languages directly
by their valuation in the labor market as stated in the StackOverflow list of top-paying
technologies.11 Using the same method as above, we compare the ATT for programming
languages listed as top-paying technologies compared to non-listed programming languages.
Among top-paying programming languages, we further separate the top 30 best-paying from
other listed programming languages. Which languages are in each category is shown by
Table D.8 in the Appendix. According to survey evidence by StackOverflow, programming
languages in the best-paying category are associated with about USD 16,500 higher total
annual compensation compared to other listed languages, a 24% premium. Table 4.4 displays
the estimation results. While job movers significantly increase OSS activity during the job
search period in all groups, the increase is by far the largest for the best-paying programming
languages. Compared to the increase in languages lower on the list, the increase in OSS
activity in projects using best-paying programming languages is about twice as large. The
effects in the other two categories are not statistically distinguishable. This provides further
indication that job movers focus their signaling activity on projects requiring skills especially
valuable in the labor market.

11 Available at: https://survey.stackoverflow.co/2023/#technology-top-paying-technologies,
last accessed on 11/03/2023.
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Table 4.4: Heterogeneity by labor market value

IHS(single commits)
listed

(1) (2) (3)
top 30 other not listed

Jobmover × job search 0.0842∗∗∗ 0.0456∗∗∗ 0.0396∗∗∗

(0.0095) (0.0104) (0.0076)
Jobmover × post move -0.0181 -0.0703∗∗∗ -0.0165∗

(0.0126) (0.0132) (0.0094)

User FE × × ×
Month FE × × ×
Experience FE × × ×

Adjusted R2 0.23914 0.24635 0.27395
Observations 1,946,413 1,946,413 1,946,413
Users 22,896 22,896 22,896

Notes: Results from estimation of Equation 4.2 with IHS-transformed
number of commits to single-authored projects featuring main program-
ming language of the respective class. Classification of programming
languages according to Table D.8. Experience is measured as months
since the first commit at movemonth. Robust standard errors are clus-
tered at the user level. ∗ p > 0.01, ∗∗ p > 0.05, and ∗∗∗ p > 0.1. Sources:
GHTorrent, own calculations.

Asanalternativemethod toclassifyprojects,we tapprojectdescriptionsanddeployakeyword-
based NLP approach (Gentzkow et al., 2019). Only about one fourth of projects in our sample
have descriptions and descriptions are typically brief. Therefore, we use a bag-of-words
representation of all project descriptions and create a list of keywords associated with five
project categories (education, data(base), website, code, and files) from analyzing the most
frequently appearing words.12 We then assign projects to a cluster when their description
contains at least one associated keyword.13 This approach naturally results in a smaller
sample due to few project with description and strict requirements from the keyword list.
Yet, using appropriate keywords is a targeted approach and increases the confidence in our
classification. Estimating our baseline model for commits to the project types generated with
this method yields similar results, reported in Table D.12. We obtain the largest effect for
coding projects, followed by files and websites. These findings are generally in line with the
programming language-based approach. Notably, we find no effect for educational projects,
12 The keywords are reported in Table D.9.
13 As a result, projects may be assigned to multiple clusters.
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consistent with signaling rather than learning motives.

To distinguish whether career concerns induce jobmovers to start contributing to OSS, we
formulate themodel as a linear probability model (LPM) with an indicator for contribution
rather than the number of contributions as recommended in Chen andRoth (2023). Estimation
results are shown in Table D.10 and suggest a 7%higher probability of jobmovers contributing
during the job search period relative to other movers. To investigate the extensive margin
further, we run our baseline event studymodel using contributions to newprojects, defined as
projects initiated (i.e., first commit date) during the month under consideration and compare
newsingle projects to new teamprojects. Results in FigureD.7 show that jobmovers especially
start working on new single projects during the job search period. Together, these findings
suggest the extensive margin plays a significant role, and jobmovers specifically engage in
OSS activity that is unambiguously attributable to themselves, which is advantageous in order
to signal personal ability.

Figure 4.5: Heterogeneity by community use-value
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Notes: Estimates for 𝑡𝑗×JobChanger𝑖 basedonEquation4.1withuser andcalendarmonth fixedeffects.
The outcome is IHS-transformed commits to single-authored projectswith (orange) orwithout (green)
stars (left) or forks (right), respectively. The reference month is 𝑡 = −16. Bars show 95% confidence
intervals. Standard errors are clustered at the user level. Sources: GHTorrent, own calculations.

When thinking about the relevance of OSS contributions spurred by career concerns as a
public good, quality is an important factor. On GitHub, projects may receive stars and can be
forked by other users on the platform. Stars are a way for other users to indicate they find the
project useful and to bookmark them for future reference. Forking refers to a process that
copies a project into a new repository of the forking user so that she can use and alter the code
in her ownprojects. Forking thus indicates other users’ interest. Weusebothquality indicators
and estimate the event study model, differentiating between OSS activity in projects with
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and without stars or forks, respectively. Figure 4.5 depicts the results and showsmost OSS
contributions of job movers during the job search period are in low-quality projects. This
implies other users do not find signaling projects immediately useful. However, we found
before thatmany signaling projects arewebsites that likely do not contain new code but rather
showcase existingworkmore clearly. Such repositories are rarely starred or forked since usage
is mostly off-platform. This might explain why the selected quality indicators suggest low
quality and does not necessarily mean that projects are perceived as not valuable. Rather,
the value could lie in making existing works more visible and accessible to the community.
Nevertheless, these findings do suggest a lower direct use-value of signaling projects for the
OSS community regarding the usefulness of code in other projects on the platform.

Table 4.5: International relocations

IHS(single
commits)

international upwardmoves

(1) (2) (3) (4)
international inter-continental income group GDP p. c.

Jobmover × job search 0.1461∗∗∗ 0.1472∗∗∗ 0.1620∗∗∗ 0.1625∗∗∗

(0.0158) (0.0150) (0.0146) (0.0144)
Jobmover × job search 0.0619∗∗ 0.0923∗∗∗ 0.0295 0.0450

× indicator (0.0260) (0.0313) (0.0393) (0.0452)

Jobmover × post move -0.1040∗∗∗ -0.1038∗∗∗ -0.1038∗∗∗ -0.1038∗∗∗

(0.0190) (0.0190) (0.0190) (0.0190)

User FE × × × ×
Month FE × × × ×
Experience FE × × × ×

Adjusted R2 0.35948 0.35949 0.35945 0.35945
Observations 1,946,413 1,946,413 1,946,413 1,946,413
Users 22,896 22,896 22,896 22,896

Notes: Results from estimation of Equation 4.2 adding a triple interaction which features an indicator
variable to separate heterogeneous effects of interest. Upward income groupmoves are defined as
moves from developing to developed countries. Upwardmoves in GDP per capita are based on current
2021 PPP USD. Experience is measured as months since the first commit at move month. Robust
standard errors are clustered at the user level. ∗ p> 0.01, ∗∗ p> 0.05, and ∗∗∗ p> 0.1. Sources: GHTorrent,
World Development Indicators, own calculations.

Labor market signaling via OSS activity might be valuable to a different extent for job movers.
We, therefore, investigate whether the effect is broad-based among all users or driven by a
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group of users with a particularly large increase in OSS activity during the job search period.
For this purpose, we first explore heterogeneity with respect to followers comparing quartiles
and find no significant differences (cf. Figure D.6). Second, we investigate whether signaling
activity differs for users moving internationally by interacting dummy variables for types of
moves to our baseline model. The results are reported in Table 4.5. Model (1) indicates that
users moving internationally engage in 42%more labor market signaling via OSS compared
to domestic movers. Likewise, inter-continental job movers signal evenmore and feature a
63% higher effect compared to non-intercontinental movers as shown bymodel (2). Models
(3) and (4) suggest that the effect differences are especially driven by international movers
relocating to higher-income countries, though the coefficients lack statistical significance.
These results are in line with existing evidence (e.g., Agrawal et al., 2016; Hann et al., 2013)
suggesting that OSS signals could substitute formal certification, which is less transferrable
and accepted internationally, particularly for developing countries.

Table 4.6 shows that there is some heterogeneity in signaling activity depending on users’
origin (old) and destination (new) affiliation. Importantly, users who obtain new jobs at big
tech firms do not engage in labor market signaling through OSS activity to a significant extent.
In contrast, users changing jobs to academic affiliations signal significantly more. There is
no statistically significant difference in signaling activity depending on the old affiliation,
but an economically significant point estimate for above-median firm size points towards
more signaling activity by users coming from larger firms. These results, though weak, are
consistent with an arguably generally greater role of open source in academia while large
corporations like the big tech firms emphasize proprietary software more, and users qualified
for a job at the big tech firms typically do not need (additional) ability signals fromOSS activity
as they tend to have the highest credentials anyways.

4.5.3 Robustness
We choose a model that uses the inverse hyperbolic sine (IHS) transformation of the outcome
variable as the preferred specification, which has thementioned advantages of retaining zeros
while approximating the logarithmic transformation (see, e.g., Bellemare andWichman, 2020;
MacKinnon andMagee, 1990; Burbidge et al., 1988). A related andwidely-used transformation
is the logarithmic transformationand specifically log(𝑦+1) (Bellégoet al., 2022). The challenge
with these transformations is that they are scale-dependent, but this problem is more severe
for high-valued and sometimes-zero outcomes (Mullahy and Norton, 2022; Chen and Roth,
2023). Aihounton and Henningsen (2021) frame scaling as a data fitting exercise. Since our
data is low-valued and sparse, we opt for a conservative quantitative interpretation arising
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Table 4.6: Heterogeneity by affiliation

IHS(single
commits)

destination origin

(1) (2) (3) (4) (5)
median big tech academia median academia

Jobmover × job search 0.1784∗∗∗ 0.1753∗∗∗ 0.1578∗∗∗ 0.1631∗∗∗ 0.1601∗∗∗

(0.0198) (0.0144) (0.0145) (0.0142) (0.0502)
Jobmover × job search -0.0219 -0.1460∗∗∗ 0.0930∗∗ 0.0843 -0.0114

× indicator (0.0234) (0.0480) (0.0457) (0.0999) (0.0652)

Jobmover × post move -0.1038∗∗∗ -0.1042∗∗∗ -0.1032∗∗∗ -0.1040∗∗∗ -0.1693∗∗∗

(0.0190) (0.0190) (0.0190) (0.0190) (0.0528)

User FE × × × × ×
Month FE × × × × ×
Experience FE × × × × ×

Adjusted R2 0.35946 0.35950 0.35947 0.35946 0.36126
Observations 1,946,413 1,946,413 1,946,413 1,946,413 1,406,169
Users 22,896 22,896 22,896 22,896 22,896

Notes: Results from estimation of Equation 4.2 adding a triple interaction which features an indicator
variable to separate heterogeneous effects of interest. Median split refers to median size of affiliation
in terms of users in the full GHTorrent sample. Big tech refers to Google, Amazon, Meta, Apple
and Microsoft. Academia refers to students and university affiliations. Specifically, users stating
university, college, institute, universiteit, universidad, universität or student in their affiliation are
assigned to academia. Destination (origin) refers to users’ affiliation before (after) the affiliation
change. Experience is measured as months since the first commit at movemonth. Robust standard
errors are clustered at the user level. ∗ p > 0.01, ∗∗ p > 0.05, and ∗∗∗ p > 0.1. Sources: GHTorrent, own
calculations.

from IHS transformation of the unscaled dependent variable. Another class of alternative
models are Poissonmodels such as the PPML estimator. These models are the established
go-to choice in trade (Larch et al., 2019) and other applications with high-valued count data
featuring zeros such as investment, profit, or revenue data (Cohn et al., 2022). However, these
models perform poorly in practice on low-valued sparse panel data such as ours and there
is no standard econometric approach yet. Additionally, our data features sparsity not only
across units but also within. For such applications, IHS or logarithmic transformations are the
preferred choice in practice, e.g. in Xu et al. (2020) or Bahar et al. (2022).

Apart from being conservative in our preferred model specification, we assess the robustness
of our results by estimating several alternative models. Results are reported in Table D.10
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in the Appendix. First, we show that the most widely-used alternative way to transform the
dependent variable in similar applications (e.g., Xu et al., 2020), a logarithmic transformation,
yields similar coefficient estimates. Second, we run two types of frequently used count data
models: a negative binomial and a Poisson fixed effects model. Bothmodels are known to
frequently exhibit performance issues with fixed effects and convergence issues (Bellégo et al.,
2022; Correia et al., 2019). The PPMLmodel results in similar coefficient estimates for the job
search period and an increased estimate for the post-period. The negative binomial model
estimates are significantly inflated by a factor of three to four compared to our preferred
specification. These findings indicate the robustness of our results with respect to model
specification and confirm that our estimated effect size is conservative. Furthermore, we
follow state-of-the-art best practices (Chen et al., 2022) in that we explicitly consider intensive
and extensive margin effects. The formulation of our model as LPM suggests reasonably
high importance of the extensive margin (see model (3) in Table D.10). Note that through our
sample selection of activeOSS contributors only, extensivemargin effects are likely downward
biased. At the same time, this implicit conditioning decreases potential bias of the intensive
margin in our main specification (Hersche and Moor, 2020).

Measurement error in themovedatepossibly introducesbias inour estimatesdue toobserving
location data only every sixmonths and users entering their new location after relocation. The
event study results in Figure 4.4 partly alleviate this concern as there is a discontinuous drop
in OSS activity of jobmovers at the proxiedmove date. Nevertheless, it is unclear whether the
downward trend during the job search period is due to already-moved job movers still in the
treatment group or, e.g., due to decreased signaling incentives of users who already found a
job. We address this by varying the job search period definition and separately estimating
a coefficient for the period for which we are unsure if the user actually alreadymoved. This
adjustment generally increases the estimated effect by up to three percentage points to about
19.5%. Note that although this introduces upward bias in our estimates it simultaneously
alters the length of the job search period and, as a result, leads to a mechanic downward
adjustment in the interpretation when thinking about overall OSS activity attributable to
career concerns.

Our approach exploits the specific timing of elevated career concerns during the job search
period. Still, coinciding increases in other motives are a potential concern. Specifically, if
people disproportionately learn new skills in between jobs and this activity is conducted in
public repositories on GitHub, our model would wrongly attribute such activity to career
concerns. One of our project types in the keyword-based classification are educational
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projects. This category captures repositories associated with coursework, assignments, or
online education (e.g., Coursera). Table D.12 shows no effect on the activity in educational
projects, suggesting that activity driven by learning motives does not drive our effect. In
addition, we investigate projects not owned by the mover, such as company projects, or
projects consisting of initial forks (a copy of existing repositories). We find no evidence for a
significant relevance of these channels (see Table D.11).14

For completeness, we report estimation results for the event study specification in Table
D.13 and, similarly as in Table 4.2 for the ATT, show the results for the models without
experience and calendar month fixed effects, as well. Figure D.8 plots event study coefficients
for variations of the baseline model. Further, we establish the robustness of our results to
alternative sample definitions with respect to geocoding and job changes in models (3) and
(4) of Table D.10. For user-level heterogeneity analyses using interaction terms, alternative
model specifications based on separate regressions with redefined outcome variables similar
to the project-derived heterogeneity analyses (Tables D.15, D.16, and D.17) show qualitatively
similar results.

4.6 Conclusion
We show private career concerns of software developers induce significant contributions to
open-source software, a public good. By exploiting temporal variation in signaling incentives
in a quasi-experimental design, we establish a causal increase of OSS activity of job movers
compared to users relocating for other reasons in the job search period by about 16%. These
positive externalities of labor market signaling are sizable from both the individual and the
community perspective but often neglected in existing works that predominantly emphasize
other motives to contribute to OSS development. A broad base of users on the largest online
code repository platform, GitHub, engages in labor market signaling during the job search
period and signaling opportunity even attracts first-time contributors. OSS activity driven by
signaling motives is disproportionately directed to projects that increase external visibility of
existing works or are written in programming languages highly valued in the labor market. At
the same time, signaling projects are starred and forked less by other users on the platform.
This suggests OSS activity induced by career concerns is targeted less to the direct use-value
of the OSS community andmore to their value as a labor market signal.

14 Note that project ownership is prone to measurement error, as it might wrongly capture the same individual
as distinct persons, e.g., when committing to projects using two different e-mail addresses as identification or
using multiple devices. Thus, it is not surprising that there is a small significant effect for non-own projects in
Table D.11.
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Our study has limitations. Data does not contain information on users besides activity on the
platform, location, and affiliation and cannot be linked to other data on the individual level,
which constrains the number of possible heterogeneity analyses. Furthermore, location and
affiliation changes are only observed at snapshot frequency, i.e., roughly every six months.
This leads to blurriness in the proxied move (and affiliation) change months and likely biases
our estimates downwards. In general, we opt for a conservative model specification as a
quantitative interpretation of our effect size depends on econometric choices regardingmodel
class and outcome scaling and transformation. It should also be noted that although our
empirical strategy identifies the causal effect of temporarily elevated signaling incentives
under reasonable assumptions, it by nomeans captures all OSS activity attributable to labor
market signaling and therefore should be interpreted as a lower bound estimate. Similarly
beyond the scope of this work is to assess the extent to which OSS signals improve individual-
level labor market outcomes.

Despite these limitations, our findings have several managerial implications. Importantly,
decision-makers aiming to increase OSS activity should take into account career concerns as
a significant motivating factor for developers. Platform design addressing the signaling needs
of users explicitly might grow the platform at both the intensive (activity) and the extensive
(users) margin. Measures that foster public visibility, transparency as well as accessibility
for non-experts might contribute to this goal, e.g., through easily understandable activity
metrics, skill badges, or lists of spoken programming languages on user profiles. At the same
time, platform managers should be aware that signaling motives might steer OSS activity
towards projects with lower direct use-value for the community whenever there is a gap
between signaling value and community value of projects. For hiring managers, our results
emphasize that OSS is a commonplace and potentially valuable signal of skill for developer
talent. Consequently, it should receive attention in employee search and assessment.

Finally, our study provides several insights for public policy. In general, the positive
externalities of career concerns onpublic good creationmerit attentiondue to likely significant
positive spillovers of OSS on the private sector and innovation. Innovation policy that enables
and encourages publicly funded software development to be hosted and shared on online
open-source platformsmay increase the motivation of the funded developer teams while at
the same time generating OSS, a public good that potentially spurs further innovative activity.
With respect to labor market and educational policy, our results point to the continued shift
away from (public) skill certification in occupations related to software development and
emphasize a greater role of more fluid and practical skill signals directly showcasing work
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product. Educational institutions should acknowledge both the labor market value of OSS
activity for their students and thepositive societal externalities fromsuch activity and consider
encouraging students to engage in OSS development or even explicitly integrate OSS projects
into curricula.
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A.1 Supplementary Information
A.1.1 Country example: Benin
Tounderstandnational backbone rollouts in SSA countries inmoredetail, wedescribe the case
of Benin as a typical example. Benin is oneof the countries connected via the SAT-3 SMC,which
brought an international connection of 45Mbps (Chabossou, 2007). The rollout of the national
backbone was planned by Benin Telecoms SA, the fixed-line monopolist whomanages the
gateway to the national Internet, operates as the national carrier, and administers the national
domain (*.bj). Benin Telecoms SA is state-owned and offered permanent ADSL connections
with up to 2 Mbps at the time (Agyeman, 2007).

Infrastructure rollout. According to Chabossou (2007), the SAT-3 SMC landed in Cotonou,
Benin’s largest city, the seat of government, and located 40 kilometers away from Benin’s
official capital, the much smaller city of Porto-Novo. Close by, in Abomey-Calavi, Benin’s
largest digital hub is located as well. Together with Godomey, these cities form the largest
agglomeration and metropolitan area in Benin with nearly 2.5 million inhabitants, which
represents about a third of Benin’s population. From there, first, a connection to Parakou
with a 425 kilometers optical fiber cable was constructed in 2001. Parakou is Benin’s next
largest economic center with more than 150,000 inhabitants in the 2002 census and the
capital of the Borgou department. This connection was constructed along Benin’s railway
line and roads network (Figure A.14). On its way, the backbone cable connected smaller,
more remote towns such as Savalou with 30,000 inhabitants. The next national backbone
connection was established between Parakou and the borders to Niger, in the north-east,
and Burkina Faso, in the north-west. These connections were constructed along the road
network and transformed Benin to a sub-regional digital hub interconnecting Togo, Nigeria,
Burkina Faso, and Niger. Until 2001, only the first kilometers of the fiber-optic backbone and
access points were under construction. 2001 was the year of most active national backbone
development in Benin. Benin Telecoms SA’s infrastructure investment peaked in 2001, with
more than USD 80 billion. The connection to Burkina Faso and Togo was constructed through
Natitingou, the capital of the Atakora department. Again, on-route remote towns like Kandi or
Djougou were connected incidentally. Only later, during the construction of cross-links in the
national backbone, further rural towns were connected. Cross-links are often added to hub-
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and-spoke networks to increase network resilience and reliability through redundancies. In
Benin, remote towns like Nikki, Ségbana, and Banikoara benefited from incidental connection
through cross-links.

Internet use. In Benin, Benin Telecoms SA owns the transmissionmonopoly. Benin Telecoms
SA, at the time, offered data transmission packages mostly to commercial clients (banks,
hotels, ministries, etc.). The broader population mostly accessed the internet through
cybercafés in the 2000s (cf. Section A.1.2). The number of cybercafés grew exponentially
with internet infrastructure rollout in Benin and reached several thousands. In contrast to
international institutions, universities, or major corporations, private individuals typically do
not have home access (Chabossou, 2007). Still, in 2006 only 25 percent of Benin’s population
had used the internet at least once. Access is mainly at cybercafés (21 percent) or at the
workplace (2.2 percent), while internet at home remains expensive (Ahoyo, 2006).

A.1.2 Cybercafés and ‘last mile’ technologies
As in most developing countries, internet in SSA countries before the era of smartphones was
largely accessed through cybercafés (see, e.g. Osho and Adepoju, 2016; LeBlanc and Shrum,
2017; Southwood, 2022), especially in the rural areas (Williams et al., 2012). Cybercafés (also:
internet cafés; or just: cyber) in rural SSAare community-based internet centers typically in the
formof small shops or roomswith oneor two computerswith internet access (see, e.g. LeBlanc
and Shrum, 2017; Mbarika et al., 2004), though cybercafés were sometimes (much) larger in
cities (LeBlanc and Shrum, 2017). The photograph in Figure A.3 shows an example of a rural
cybercafé. Cybercafés represented the first experience of going online for most people in SSA
who used the internet during the 2000s and early 2010s (Lubwama, 2023) and became hubs
for communication, research, and online entertainment (Kitimbo, 2023). Alternative (public)
access points like libraries or telecenters were relatively rare (Gomez, 2014). In cybercafés,
internet access is sold at pre-paid hourly rates.1

Other ‘last-mile’ technologies at the time offered only unstable connection and were limited
andprohibitively expensive. Dial-up in via 56kmodems is only possible in locations connected
to the telephony network and thereforemostly restricted to selected neighborhoods or places
in larger cities (Gitta and Ikoja-Odongo, 2003). In 2004, average costs of a dial-up internet
account for 20 hours a month in Africa were prohibitively expensive for most households with
around USD 68 per month (Mbarika et al., 2004). Internet connection via satellite (e.g., Very
1 Southwood (2022) estimates hourly rates of 1-2 USD in cities around 2000, much cheaper than alternatives.
Prices came down quickly with higher international bandwidth, increasing competition, and improved
infrastructure (World Bank, 2016).
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Small Aparture Terminals; VSAT) was evenmore costly while providing less stable connectivity,
although available independent from telephony networks (McKague et al., 2009; Nyezi, 2012;
Byanyuma et al., 2013). In contrast, cybercafés have wired connections to the national
backbone providing reliable signal at relatively high speed (LeBlanc and Shrum, 2017). Even
when mobile internet became available around 2010, at first internet access on personal
devices remainedmuchmore expensive compared to cybercafés (LeBlanc and Shrum, 2017).

In the 2000s cybercafés quickly became places to interact and exchange information with the
outside world (Mbarika et al., 2004) as they provide affordable, immediate and convenient
access to the internet (Osho and Adepoju, 2016). Advantages of community-based internet
access via cybercafés was that people could learn how to use the internet from other users at
the café or share the hourly rates (Southwood, 2022). Users of cybercafés generally constitute
a diverse group, althoughwith a bias towards younger populations, especially educatedmales
and local elites (Mwesige, 2004; Gitta and Ikoja-Odongo, 2003). Low-speed internet at 0.5-2
Mbps available in the 2000s allowed basic functionality such as web browsing, e-mail, and
chat messaging but not video streaming or other data-intensive activities. In a 2003 survey in
Uganda, users indicated the purposes of their internet use in cybercafés is communication
via e-mail (89%), research (32%), entertainment (30%), education (27%), or sports and news
(24%); a quarter of respondents indicated using the internet for trade and commerce (Gitta
and Ikoja-Odongo, 2003). According to Williams et al. (2012), cybercafés are particularly
important for rural internet access in Africa as they benefit small-scale knowledge-based
businesses such as call centers, engineering companies, farmers, and other local firms relying
on outside information. Similarly, Mbarika et al. (2004) acknowledges the role of cybercafés in
Sub-Saharan Africa in maintaining business contacts. This is confirmed by ample anecdotal
evidence. For example, in a blog post Ndiomewese (2015) writes:

“Those days [early 2000s], you could almost certainly stroll into a cybercafé andmeet the
MD [managing director] of a bank in one corner working on his private laptop.”

Around 2010, the era of internet access via cybercafés in SSA countries came to an end due to
mobile internet (see, e.g. Olofinlua, 2015). With telecom companies starting to offer mobile-
browsingpackages and increasing adoptionof internet-enabledmobile phones, an alternative
to the “long queues, overstuffed rooms, [and] lack of privacy” in cybercafés established (see,
e.g., Quadri, 2023). According to a survey in several African countries, by 2011/12 mobile
internet was the most commonly used form to access the internet (Stork et al., 2014). Still
today, for many people in SSA data can be prohibitively expensive and cybercafés remain a
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prominent way to access the internet for low-income families (Quadri, 2023).

A.1.3 Additional robustness analyses
NTL precision, blurring, and buffer. In our main specification, we consider a buffer of
2 kilometers aroundbuilt-up areas due to blurring of theNTL data (cf. Figure 1.2). In column (4)
of Table A.21, we remove the 2 kilometers buffer and estimate on the original Africapolis built-
up areas. This implies we lose pixels at the town borders, typically with lower light intensities.
As a result, our sample shrinks as some towns feature lit pixels only outside the built-up area
but within the 2 kilometer buffer zone. This also leads to losing the country Angola.2 An
advantage of this approach is that blurring spilling over from nearby agglomerations is less
prominent. Note that this is a marginal problem as we consider remote towns. The main
effect, in comparison to the relevant baseline sample specification in column (2) of Table A.4
is robust with a slightly higher point estimate. With this robustness check, we show that our
results do not depend on the adjustment of the built-up area. It also suggests that local light
emissions originate predominantly at the town center rather than its outskirts.

We elicit economic growth of towns from changes in NTL emissions. In the main specification,
we require stable NTL emission of towns over time and restrict our sample to towns with light
emission in all years after 1994 (the earliest year in the sample). This ensures we capture
meaningful changes in local light emissions. As this comes at the expense of sample size, we
relax this restriction and conduct two types of robustness analyses. First, in Table A.11, we
allow the sample to havemissing light emission in up to three years at any point in time. In
columns (1) through (4) there is no other restriction, while the specifications in columns (5)
through (8) further require stable light emission in early years. Sample size and the number of
countries increases when allowing for more missing NTL years. Results remain remarkably
robust, yet some feature slightly smaller point estimates and are less precisely estimated.
We therefore estimate alternative specifications with imputed values in Table A.12, which
improves statistical power on the estimates compared to Table A.11. While these techniques
allow to includemore and even smaller towns, it comes at the expense of precision andpushes
the NTL data to its limits. We therefore prefer our baseline model featuring a sample of towns
with stable NTL emission over time.

Nodal cities. Generally, classifying agglomerations into subgroups is a debated topic and
depends onmany factors such as the country context and development (see, e.g., Frey and

2 Estimating on the sample of the main specification without Angola is shown in column (2) of Table A.4. The
sample shrinks, but the main effect estimate remains stable.
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Zimmer, 2001). For our classification of nodal cities, we follow Dijkstra et al. (2020), who
classify cities as agglomerations with more than 50,000 inhabitants. Note that we do not
consider population density as a second criterion. Our sample of towns also coincides well
with the definition of Dijkstra et al. (2020) (between 5,000 and 50,000 inhabitants). Still, the
threshold for nodal cities is somewhat arbitrary. Therefore, we present robustness analyses in
Table A.16 andTable A.17. In Table A.16, we vary the absolute cutoff value aroundour preferred
definition and present alternatives ranging from 30,000 to 100,000 inhabitants. Results are
very stable and tend to become slightly larger whenmore large towns are excluded, providing
reassurance thatwedo not include unreasonably large towns. Yielding similarly robust results,
Table A.17 presents specifications using percentile thresholds.

Internet access. Our interviews with experts at Africa Bandwidth Maps suggest an average
distance of 10 kilometers to access points is an appropriate proxy for internet availability,
given the transmission technology used predominantly at the time.3 Consequently, in our
main specification we define towns with an access point to the national backbone within
10 kilometers as within-reach, i.e., having access to internet infrastructure. Note that, in
general, internet infrastructure availability is best interpreted as intention-to-treat effect.
Some sources (e.g., Ngari and Petrack, 2019) suggest access points have awider average range
up to 50 kilometers, depending on geographical characteristics. In Table A.19, we estimate
heterogeneous effects for towns within 10, 10-30, and 30-50 kilometer distance of an access
point, respectively. Results show the effect is present for towns within 10 kilometers and
decreases but remains statistically significant, though on a lower level, for towns within 10-30
kilometers. There is no measurable effect for towns within 30-50 kilometers.

In Table A.20, we re-estimate our baseline model using alternative distance thresholds of 5,
7.5, 12.5, and 15 kilometers. Note that the distance threshold affects the sample. Specifically,
the control group shrinkswhen allowing for higher distances. For identification, it is important
that the treatment group contains only towns with internet infrastructure access while the
control grouphas no access. Too lowdistance thresholds potentially violate the first condition;
too high distance thresholds might lead to wrong attribution of treatment status to suitable
control towns. Results showa stable effect throughout all specifications. The slight reductions
in point estimates and statistical power suggest our preferred specification is appropriate.

Clustering. A potential concern is that model errors are spatially correlated within regions.

3 In their own analyses of population catchment areas from 2009 onward, Africa Bandwidth Maps use 10, 25,
and 50 kilometer distances, respectively, for different scenarios. During the 2000s, the early years of national
backbones in SSA, we opt for 10 kilometers.
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Whenever more than one town is located within 10 kilometers to the access point, an access
point serves more than one town. Therefore, we cluster at the access point level in our
preferred specification. Yet, most treatment and control group towns do not share an access
point and are also not located close to one another. Moreover, access points might generate
spillover effects in surrounding areas. To take this into account, we apply a higher level of
clustered standard errors in column (2) of Table A.14 using the administrative units of states
(Admin-1). In addition, we re-estimate our baseline model with grid cell level clustering at
one- (column (3)) and three-degree (column (4)) grid cells, a frequently applied alternative
clustering method (see, e.g., Määttä et al., 2022; Hjort and Poulsen, 2019). Reassuringly, all
specifications yield close to unchanged results with barely moving confidence intervals.

Fixed effects. In our baseline specification, we apply country-year fixed effects to account
for country-specific growth paths. For robustness, we relax fixed effect granularity and re-
estimate our preferred specification with the classical two-way fixed effects (TWFE) only:
towns and calendar years. This specification is less demanding in the set of fixed effects. A
potential concern with a TWFE specification might be that countries on a higher growth path
might construct more access points faster. Therefore, this specification serves as a robustness
check and not as the main specification provided in column (1) of Table A.10. At the same
time, it significantly increases the sample. With TWFE, the estimate significantly increases.
As we consider country-specific growth trends likely, we opt for the more conservative set of
fixed effects in our main specification.

Control group. Our baseline specification relies on a fairly conservative design of control (and
treatment) group focused on identification. As a result, a potential concern might be that this
imposes unnecessarily strict restrictions on our sample. In columns (2) and (3) of Table A.10,
we therefore extend our sample by easing some restraints. In column (2), we allow towns that
did not receive an access point until the end of our data period in 2020 in the control group.
This increases our sample significantly both in terms of towns and countries. Although we
show that the type of towns we study incidentally get access due to their on-route location,
one might have concerns with this specification regarding potential selection issues. Results
corroborate the validity of our empirical design and external validity as the estimates remain
unaffected while sample size increases. Nevertheless, for our baseline specification we stick
with the more restricted sample for cleaner identification.

In column (3) of Table A.10, we extend the sample by adding towns to the control group that
were connected during the five-year period after connection. In our main specification, these
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towns are excluded as they neither belong clearly to the treatment nor the control group
and would thus confound our analysis. However, given our finding that the effect of internet
on growth materializes with a lag of two to three years, these towns are unlikely to exert a
strong confounding effect on our results. At the same time, they significantly increase our
sample size as well as the number of countries. With this specification, results remain robust
and show a highly significant and only slightly smaller effect. As this could be due to some
confounding, we stick with our baseline specification excluding towns receiving access in the
post-period.

Although this reduces concerns regarding the suitability of our control group, a related concern
might be that towns being connected through an access point which was constructed many
years after the first internet connection are not comparable to the treated towns which were
connected through an access point constructed before the first internet connection. We
address this concern in Table A.21 by re-estimating our baseline specification restricting the
control group to towns receiving an access point just after the five-year post period. We apply
different levels of stringency to trade-off the resulting reduction in sample size and improved
identification. Columns (1) through (4) use calendar year cutoffs while columns (5) through (7)
apply cutoffs in years relative to countrywide connection. In linewith the notionof incidentally
connected on-route towns, we find no strong impact on our estimate.

Our identification builds on the notion that the plausibly exogenous timing of SMC arrivals
affects countries in different stages of their national backbone expansion. This implies
some countries receive international bandwidth and therefore internet connection with little
rural internet infrastructure while in other countries national backbone expansion already
progressed to more regions. This is shown by Figure A.1, which plots progress in national
backbone expansion against connection year for SSA countries. Although not strong, which
is expected given the unpredictability of SMC arrival, we observe a positive relation, i.e.,
countries connected later progressed further in the expansion of national backbones when
provided with international bandwidth. This supports our empirical strategy as it exemplifies
the variation in national backbone access around treatment date.

Countries. In our baseline specification, we rely on caparison within countries. Still, given
the large variation in country sizes and country sample sizes, a potential concern might be to
what extent our results are driven by selected countries. There is a considerable heterogeneity
between landlocked and coastal countries (cf. Section 2.4.4). Therefore, in Table A.4 we re-run
iterations of our baseline regression and exclude each country in our sample. Similarly, in
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Table A.5 we re-estimate the effect for coastal countries. Results are remarkably robust across
all specifications and remain statistically significant at the 1%-level. This is not only reassuring
with respect to the presence of the effect in all countries contained in our sample, but also
points to low effect heterogeneity across countries.

Employment. Our heterogeneity analysis with respect to regional employment shifts using
IPUMS International survey data features the samegeography times connection controls as our
baseline specification to allow for changes in the importanceof geographyover time. However,
given the time resolution of the survey data is much less granular than years this specification
might be too demanding. Therefore, in Table A.18we omit the geography controls and instead
rely on region and country-year fixed effects. The results remain unchanged for all sectors in
significance, although point estimates consistently show slightly larger effects as measured in
levels. This generally suggests robust effects. If anything, we slightly underestimate the effect
strength in our more demanding main specification.

Ethnic favoritism. A concern regarding our empirical model might be that certain ethnic
groups were favored during rollout. Though the exogenous shock comes from countrywide
connections and parallel trends in the event study do not underpin this concern, this would
still be problematic if certain ethnic groups are also favored along other dimensions with the
same timing, causing the observed growth differences over time. Using the map of ethnic
boundaries by (Murdock, 1959) digitizedbyWeidmannet al. (2010), weextract the ethnic group
majority in the area of each access point. Figure A.17 descriptively shows that many countries
construct access points for more than one ethnic group before the treatment period. For the
countries in our analysis, all countries except Angola provide at least two different ethnic
groups with access points.4 This already provides some indicates counter ethnic favoritism.
Second, we construct country-ethnic group entities instead of countries. By re-estimating our
baseline specification including town and country-ethnicity-year fixed effects, treatment and
control group towns are compared only within a particular ethnic group. If ethnic favoritism
drives our effects, the estimate in this specification is expected to vanish. The results are
shown in column (5) of Table A.10. Naturally, sample size reduces in this more demanding
specification. The result remains robust with a slightly lower point estimate, showing that
evenwhen comparing treatment and control group towns in areaswith the same ethnic group
majority, internet availability has a positive effect on local economic activity.

4 Angola generally established few access points prior to connection.
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A.2 Tables

Table A.1: Connection years

Country year connection landing point upgrade

Namibia 1999 Neighboring country 2012
Djibouti 1999 Sub-marine cable Djibouti City 2009
Senegal 2000 Sub-marine cable Dakar 2010
Angola 2001 Sub-marine cable Sangano 2012
Benin 2001 Sub-marine cable Cotonou 2012
Ghana 2001 Sub-marine cable Accra 2010
Cameroon 2001 Sub-marine cable Douala 2012
Gabon 2001 Sub-marine cable Libreville 2012
Nigeria 2001 Sub-marine cable Lagos 2010
Ivory Coast 2001 Sub-marine cable Abidjan 2010
Sudan 2003 Sub-marine cable Port Sudan 2010
Mali 2004 Neighboring country 2010
Botswana 2004 Neighboring country 2009
Zimbabwe 2004 Neighboring country 2011
Burkina Faso 2005 Neighboring country 2010
Togo 2005 Sub-marine cable Lomé 2012
Gambia 2005 Sub-marine cable Banjul 2012
Chad 2005 Neighboring country 2012
Central African Republic (CAR) 2005 Neighboring country 2012
Guinea-Bissau 2005 Sub-marine cable Suro 2012
Mozambique 2006 Sub-marine cable Maputo 2009
Lesotho 2006 Neighboring country 2010
Niger 2006 Neighboring country 2012
Malawi 2007 Neighboring country 2010
Ethiopia 2007 Neighboring country 2012
Zambia 2007 Neighboring country 2011
Swaziland 2008 Neighboring country 2009

Notes: Table reports the connection years of all SSA countries being connected before 2009.
Sources: Africa Bandwidth Maps, Submarine Cable Map.
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Table A.6: Heterogeneity: infrastructure distance

(1) (2) (3) (4) (5)

Connection × access 0.115** 0.107** 0.115*** 0.119*** 0.0949**
(0.0490) (0.0440) (0.0437) (0.0451) (0.0466)

Connection × access ×

distance roads 0.0306
(0.120)

distance railroads -0.0224
(0.0302)

distance electricity grid 0.0765
(0.0492)

distance border -0.0421
(0.0508)

distance capital -0.0246
(0.0541)

Town FE × × × × ×
Country × year FE × × × × ×
GSM coverage × × × × ×
Geography controls × connection × × × × ×

Observations 2,310 2,310 2,310 2,310 2,310
Countries 10 10 10 10 10
Towns 210 210 210 210 210
Share treated .462 .462 .462 .462 .462

Adjusted R2 0.943 0.942 0.942 0.942 0.942

Notes: NTL intensity is measured as the logarithmic sum of light intensities. Geography controls
include indicators for local availability of and (logarithmic) distance to the capital, road, railroad,
and port. Geography controls are constant over time and enter the model as interaction with the
connection indicator. Robust standard errors clustered at the level of the closest access point are
reported in parentheses. *** 𝑝 < 0.01, ** 𝑝 < 0.05, * 𝑝 < 0.1. Sources: Africa Bandwidth Maps,
Submarine Cable Map, Li et al. (2020), Africapolis, Collins BartholomewMobile Coverage Maps, Open
Street Map, own calculations.
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Table A.8: Census years

Country connection 2010s 2000s 1990s

Benin 2001 2013 2002 1992
Ethiopia 2007 n.a. 2007 1994
Malawi 2007 n.a. 2008 1998
Mozambique 2006 n.a. 2007 1997
Zambia 2007 2010 2000 1990

Notes: Table reports available survey waves by country used
in our analysis as well as their year of connection via SMC or
neighboring country. Sources: IPUMS International, Submarine
Cable Map.

Table A.9: Heterogeneity: transport infrastructure

(1) (2) (3)
Sample: road access railroad access non-main

Connection × access 0.107** 0.155** 0.0843**
(0.0438) (0.0672) (0.0332)

Town FE × × ×
Country × year FE × × ×
GSM coverage × × ×
Geography controls × connection × × ×

Observations 1,892 957 2,024
Countries 10 10 10
Towns 172 87 184
Share treated .465 .529 .418

Adjusted R2 0.941 0.963 0.920

Notes: NTL intensity is measured as the logarithmic sum of light intensities. Geography
controls include indicators for local availability of and (logarithmic) distance to the capital,
road, railroad, and port. Geography controls are constant over time and enter the model
as interaction with the connection indicator. Robust standard errors clustered at the level
of the closest access point are reported in parentheses. *** 𝑝 < 0.01, ** 𝑝 < 0.05, * 𝑝 < 0.1.
Sources: Africa Bandwidth Maps, Submarine Cable Map, Li et al. (2020), Africapolis, Collins
BartholomewMobile Coverage Maps, Open Street Map, own calculations.

144



A Appendix to Chapter 1

Table A.10: Robustness: control group

(1) (2) (3) (4) (5)
Sample: relax FE untreated all late no buffer ethnic

Connection × access 0.227*** 0.105*** 0.0976*** 0.0835** 0.0933**
(0.0424) (0.0368) (0.0357) (0.0373) (0.0364)

Town FE × × × × ×
Year FE ×
Country × year FE × × ×
Country × ethnicity × year FE ×
GSM coverage × × × × ×
Geography controls × connection × × × × ×

Observations 3,883 4,345 3,707 2,178 1,793
Countries 20 13 13 11 10
Towns 353 395 337 198 163
Share treated .309 .268 .315 .455 .454

Adjusted R2 0.916 0.937 0.944 0.981 0.946

Notes: NTL intensity is measured as the logarithmic sum of light intensities. Geography controls include
indicators for local availability of and (logarithmic) distance to the capital, road, railroad, and port.
Geography controls are constant over time and enter themodel as interactionwith the connection indicator.
Robust standard errors clustered at the level of the closest access point are reported in parentheses. ***
𝑝 < 0.01, ** 𝑝 < 0.05, * 𝑝 < 0.1. Sources: Africa Bandwidth Maps, Submarine Cable Map, Li et al. (2020),
Africapolis, Collins BartholomewMobile Coverage Maps, Open Street Map, own calculations.
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A Appendix to Chapter 1

Table A.14: Robustness: alternative clustering

grid cell

(1) (2) (3) (4)
SE cluster: AP state 1° 3°

Connection × access 0.109*** 0.109*** 0.109*** 0.109***
(0.0383) (0.0384) (0.0376) (0.0388)

Town FE × × × ×
Country × year FE × × × ×
GSM coverage × × × ×
Geography controls × connection × × × ×

Clusters 159 69 106 52

Observations 2,310 2,310 2,310 2,310
Countries 10 10 10 10
Towns 210 210 210 210
Share treated .462 .462 .462 .462

Adjusted R2 0.942 0.942 0.942 0.942

Notes: NTL intensity is measured as the logarithmic sum of light intensities. Geography
controls include indicators for local availability of and (logarithmic) distance to the capital,
road, railroad, and port. Geography controls are constant over time and enter the model as
interaction with the connection indicator. Robust standard errors clustered at the level of
the closest access point are reported in parentheses. *** 𝑝 < 0.01, ** 𝑝 < 0.05, * 𝑝 < 0.1.
Sources: Africa Bandwidth Maps, Submarine Cable Map, Li et al. (2020), Africapolis, Collins
BartholomewMobile Coverage Maps, Open Street Map, own calculations.
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A Appendix to Chapter 1

Table A.16: Robustness: absolute population thresholds

(1) (2) (3) (4) (5)
Threshold: 30,000 40,000 50,000 75,000 100,000

Connection × access 0.129*** 0.119*** 0.109*** 0.102*** 0.0940***
(0.0418) (0.0391) (0.0383) (0.0346) (0.0347)

Town FE × × × × ×
Country × year FE × × × × ×
GSM coverage × × × × ×
Geography controls × connection × × × × ×

Observations 1,903 2,167 2,310 2,453 2,486
Countries 10 10 10 10 10
Towns 173 197 210 223 226
Share treated .462 .452 .462 .471 .478

Adjusted R2 0.929 0.938 0.942 0.947 0.950

Notes: NTL intensity is measured as the logarithmic sum of light intensities. Geography controls include
indicators for local availability of and (logarithmic) distance to the capital, road, railroad, and port.
Geography controls are constant over time and enter the model as interaction with the connection
indicator. Robust standard errors clustered at the level of the closest access point are reported in
parentheses. *** 𝑝 < 0.01, ** 𝑝 < 0.05, * 𝑝 < 0.1. Sources: Africa Bandwidth Maps, Submarine Cable
Map, Li et al. (2020), Africapolis, Collins Bartholomew Mobile Coverage Maps, Open Street Map, own
calculations.
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A Appendix to Chapter 1

Table A.19: Robustness: access point

(1) (2)

Connection × access point ∈ (0km, 10km] 0.147*** 0.119***
(0.0511) (0.0385)

Connection × access point ∈ (10km, 30km] 0.0925 0.0863**
(0.0606) (0.0367)

Connection × access point ∈ (30km, 50km] 0.0489 0.0280
(0.0545) (0.0369)

Town FE × ×
Country × year FE × ×
GSM coverage × ×
Geography controls × connection × ×
Untreated controls ×

Observations 2,310 4,114
Countries 10 12
Towns 210 374
Share treated .462 .27

Adjusted R2 0.942 0.927

Notes: NTL intensity is measured as the logarithmic sum of light
intensities. Geography controls include indicators for local availability of
and (logarithmic) distance to the capital, road, railroad, and port. Geography
controls are constant over time and enter the model as interaction with the
connection indicator. Robust standard errors clustered at the level of the
closest access point are reported in parentheses. *** 𝑝 < 0.01, ** 𝑝 < 0.05,
* 𝑝 < 0.1. Sources: Africa Bandwidth Maps, Submarine Cable Map, Li et al.
(2020), Africapolis, Collins BartholomewMobile Coverage Maps, Open Street
Map, own calculations.
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Table A.20: Robustness: distance threshold access points

(1) (2) (3) (4) (5)
Threshold: 5km 7.5km 10km 12.5km 15km

Connection × access 0.0952** 0.107** 0.109*** 0.0870** 0.0868**
(0.0372) (0.0426) (0.0383) (0.0410) (0.0400)

Town FE × × × × ×
Country × year FE × × × × ×
GSM coverage × × × × ×
Geography controls × connection × × × × ×

Observations 1,936 2,156 2,310 2,387 2,398
Countries 9 10 10 10 10
Towns 176 196 210 217 218
Share treated .415 .423 .462 .498 .518

Adjusted R2 0.945 0.940 0.942 0.942 0.941

Notes: NTL intensity ismeasuredas the logarithmic sumof light intensities. Geography controls include
indicators for local availability of and (logarithmic) distance to the capital, road, railroad, and port.
Geography controls are constant over time and enter the model as interaction with the connection
indicator. Robust standard errors clustered at the level of the closest access point are reported in
parentheses. *** 𝑝 < 0.01, ** 𝑝 < 0.05, * 𝑝 < 0.1. Sources: Africa Bandwidth Maps, Submarine Cable
Map, Li et al. (2020), Africapolis, Collins BartholomewMobile Coverage Maps, Open Street Map, own
calculations.
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Table A.22: Robustness: laggedmobile coverage

(1) (2) (3) (4) (5) (6)

Connection × access 0.109*** 0.110*** 0.105*** 0.106*** 0.105*** 0.102***
(0.0383) (0.0378) (0.0384) (0.0373) (0.0373) (0.0381)

GSM coverage 0.0539
(0.0380)

GSM coverage (lag 1) 0.0758*
(0.0402)

GSM coverage (lag 2) -0.0161
(0.0399)

GSM coverage (lag 3) 0.0510
(0.0327)

GSM coverage (lag 4) 0.0518*
(0.0311)

GSM coverage (lag 5) 0.0434
(0.0335)

Town FE × × × × × ×
Country × year FE × × × × × ×
Geography controls × connection × × × × × ×

Observations 2,310 2,310 2,310 2,310 2,310 2,310
Countries 10 10 10 10 10 10
Towns 210 210 210 210 210 210
Share treated .462 .462 .462 .462 .462 .462

Adjusted R2 0.942 0.942 0.942 0.942 0.942 0.942

Notes: NTL intensity is measured as the logarithmic sum of light intensities. Geography controls include
indicators for local availability of and (logarithmic) distance to the capital, road, railroad, and port.
Geography controls are constant over time and enter themodel as interactionwith the connection indicator.
Robust standard errors clustered at the level of the closest access point are reported in parentheses. ***
𝑝 < 0.01, ** 𝑝 < 0.05, * 𝑝 < 0.1. Sources: Africa Bandwidth Maps, Submarine Cable Map, Li et al. (2020),
Africapolis, Collins BartholomewMobile Coverage Maps, Open Street Map, own calculations.
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A.3 Figures

Figure A.1: SMC connection and national backbone rollout
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Note: The figure plots rollout progress at the time of connection
against connection year. Rollout progress is measured as share of
access points in the connection year relative to the total number of
access points in the most recent data year, 2020. Marker labels
are ISO-2 country codes. Black line shows linear fit. The gray
area represents 95% confidence intervals. 𝛽 and ‘se’ refer to
slope coefficient and standard error, respectively. Sources: Africa
Bandwidth Maps, Submarine Cable Map.
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Figure A.2: National backbone rollout
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Note: The figure depicts the average population size of connected cities and towns by year relative to
the connection year. On the left, the black dot in the lower left corner represents the treated towns,
while the control towns are represented by the plus symbol and the nodal cities by a diamond. For
treated towns and nodal cities that were connected in earlier years than the arrival of an SMC are
shown in year zero as well for clarity. On the right, the treatment and control group are shown in
more detail without nodal cities. Sources: Africa Bandwidth Maps, Africapolis, own calculations.

Figure A.3: Internet cafe in rural South Africa, 2009

Source: Ossewa [CC BY-SA 4.0].
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Figure A.4: Sample balance: POIs

-.4

-.2

0

.2

.4

.6

ac
ce

ss

ba
nk

sc
ho

ol

co
lle

ge

un
ive

rsi
ty

ho
sp

ita
l

ph
arm

ac
y

do
cto

rs

point estimate 95 percent CI 90 percent CI

Note: Figure plots point estimates and confidence intervals for
linear regressions of various points-of-interest on treatment
group status. Sources: Africa Bandwidth Maps, Africapolis,
Open Street Map, own calculations.

Figure A.5: Sample balance: national backbone rollout and geography
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Note: Figure plots point estimates and confidence intervals for linear
regressions of geodesic distance to various points-of-interest on treat-
ment group status. Sources: Africa Bandwidth Maps, Africapolis, Open
Street Map, own calculations.
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Figure A.6: Sample balance: SMC connection and geography
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Note: Figure plots point estimates and confidence intervals for linear
regressions of geodesic distance to various points-of-interest on connec-
tionyear, controlling for coastal country status. Sources: AfricaBandwidth
Maps, Africapolis, Open Street Map, own calculations.

Figure A.7: Robustness: access placebo
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Note: Figure depicts different statistics of 1,000 permutations for our baseline estimationwith randomly assigned
treatment group status. Panel (a) plots coefficient estimates for our main effect and Panel (b) the respective
p-values. Panel (c) depicts the kernel density estimate for the distribution of t-statistics. Values from the true
regression are shown as vertical red lines. Sources: Africa BandwidthMaps, Submarine Cable Map, Li et al. (2017),
Africapolis, Collins BartholomewMobile Coverage Maps, Open Street Map, own calculations.
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Figure A.8: Robustness: connection placebo
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Note: Figure depicts different statistics of 1,000 permutations for our baseline estimationwith randomly assigned
treatment group status. Panel (a) plots coefficient estimates for our main effect and Panel (b) the respective
p-values. Panel (c) depicts the kernel density estimate for the distribution of t-statistics. Values from the true
regression are shown as vertical red lines. Sources: Africa BandwidthMaps, Submarine Cable Map, Li et al. (2017),
Africapolis, Collins BartholomewMobile Coverage Maps, Open Street Map, own calculations.

Figure A.9: Access points
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2019

construction year

Note: Figure maps the location of all SSA access points.
Blue coloring indicates contruction years with brighter blue
corresponding to later years. Sources: Africa Bandwidth Maps,
Table A.23.
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Figure A.10: Sample: treatment and control towns

treatment status

control
treated

Note: Figure maps the countries in our main sample (brighter gray)
and for each country the towns in the treatment and control group.
Sources: Africa Bandwidth Maps, Submarine Cable Map, Africapolis, own
calculations.

Figure A.11: SMC connection years
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Note: FiguremapsSSAcountries and their country-wide connection years,
withdarkerblues indicating earlier connection years. Sources: Submarine
Cable Map.
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Figure A.12: Data example treatment and control town, Benin
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Note: The panels show a treatment and control group town from Benin, with gray NTLs pixels from
2001 and 2004. Access points are marked with a triangle (red if constructed until 2001 and blue if
constructed afterward). The dark red line represents a major road connecting and the darker red line
the railway. The black-to-white scale indicates light intensity, with brighter colors reflecting higher
light intensities. Sources: Africa Bandwidth Maps, Submarine Cable Map, Li et al. (2017), Africapolis,
Collins BartholomewMobile Coverage Maps, Open Street Map, own calculations.
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Figure A.13: Population distribution
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Note: Figure plots kernel density estimates for the distribution of
population size in 2000, separately for treated and control group
towns. Sources: Africa Bandwidth Maps, Submarine Cable Map,
Africapolis, own calculations.
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Figure A.15: Event-study coefficients with 90%-level CIs
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Note: The figure plots event study coefficients 𝜇1𝑗 based on
Equation1.2. Theoutcome is the logarithmic sumof light intensities.
Bars represent 90% confidence intervals using robust standard
errors clustered at the level of the closest access point. Sources:
Africa Bandwidth Maps, Submarine Cable Map, Li et al. (2017),
Africapolis, Collins Bartholomew Mobile Coverage Maps, Open
Street Map, own calculations.

Figure A.16: Regional industry shares
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Note: Figure plots regional employment shares by industry for treated (Panel (a)) and control regions (Panel (b)),
prior and after connection year. Sources: Africa Bandwidth Maps, Submarine Cable Map, IPUMS International,
Africapolis, own calculations.
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Figure A.17: Ethnic diversity
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Note: Figure depicts the number of ethnic groups whosemajority
regions received at least one access point prior to the country-
wide connection year. Brighter blues indicate a higher number of
initially connected ethnic groups. Sources: Weidmann et al. (2010),
Africa Bandwidth Maps, Submarine Cable Map, Africapolis, own
calculations.
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A.4 Early backbone deployment projects
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B Supplementary Materials to Chapter 2

B.1 Supplementary information
Organizations. Similar to locations, users can indicate their affiliation on GitHub. To analyze
within- and between-organization collaboration patterns, I select links where both users
self-report their affiliation. There are 1,095,141 links where both users report an affiliation,
reducing the sample to 57,616 U.S. users (30% of the total sample of 190,637 U.S. users).1

Fuzzymatching is combined withmanual data cleaning to harmonize the reported affiliations.
This yields 37,997 distinct organizations with an average number of 6.1 affiliated users, but
about 44% of organizations are represented through only one user in the data.2 Big tech firms
are identified as Amazon, Google, Microsoft, Apple, or Facebook. 8.3% of users are affiliated
with big tech firms. I define large organizations as organizations with more than 200 affiliated
users. There are 65 large organizations and 18.9% of users are affiliated with a large firm.
For the purpose of this analysis, I define multi-establishment organizations as organizations
with in-sample users in five or more economic areas. There are 7,248 multi-establishment
organizations with an average of 12.9 locations. 53.3% of users are affiliated with a multi-
establishment organization.

Quality. As measures for collaboration quality I use information in the data on followers,
forks, and stars. Users on GitHub can follow each other so that the number of followers a
user has is an indicator for her popularity among other users on the platform. I calculate the
average number of followers in each collaboration (user-pair) as a measure of popularity of
these contributors. The median user-pair average number of followers is 8. Repositories on
GitHub can be forked, i.e., copied into other projects. This allows amending and extending
code from other projects without altering the original code when having no write access
to open development branches in the original repository. Forked code is either re-used
and extended in other projects or further developed to propose integration into the original
repository. Therefore, forks can be seen as indicator for the usefulness of a project to other
users. I calculate the number of forks in each project as a project qualitymeasure. Themedian
number of forks is 5. Repositories can also be awarded stars by users. Starring on GitHub

1 Interestingly, almost all links with affiliation (in total 1,095,380) are links where both users report their
affiliation.
2 See Figure B.4 for the size distribution.
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essentially is a bookmarking functionality. Users can access a list of all projects they have
starred to more easily find them and GitHub recommends similar projects to users based on
this list. Thus, receiving stars is an indicator that other users find a project interesting. Only
38.0% of projects are awarded a star from at least one other user.

Project types. I compute various metrics as project characteristics. First, team size is
calculated as the number of (in-sample) users contributing to a project in the observation
period. Median teamsize is two; note that this is also theminimumnumber of users by theway
I constructed the sample. Second, I calculate the sum of commits to a project as a measure of
both project complexity and size. Themedian number of commits in a project is 15. Lastly,
project age is defined here as the number of months since the month of the first commit in a
project. This number features a median of 11 months.

User types. Measures of user-pair characteristics are derived from user activity data. First, I
count the average number of commits to a project in the observation period for each user-pair.
To get a measure of average user engagement, I take the mean of this number across all joint
projects. For themedian user-pair, each user commits on average three times to a joint project.
As a measure of user age and experience, I calculate tenuere on the platform as the time in
months since a users’ first commit. For each user-pair, I average this number. The median
user-pairs’ average tenure on GitHub is 11.5 months. From this measure, I derive for each
user-pair the difference in experience in months. The median user-pair has an experience
difference of 7 months. Lastly, since the data provides the programming language most used
in each project for each user, I identify the most-used programming language for all users
by aggregation across projects and thenmark user-pairs where both users feature the same
main programming language in at least one joint project. In 27.3% of user-pairs both users
code the same (main) programming language in at least one joint project.

Strong andweak ties. Tomeasure collaboration intensity at the link level, I use two different
measures to distinguish strong and weak ties between users. As first method, I define a
link between two users as strong if they contribute to more than one joint project in the
observation period. According to this definition, 19% of links between users are strong ties.
To get at the collaboration intensity within joint projects, I use a secondmethodwhere I define
a link as weak if in all joint projects at least one of the users commits twice or less. According
to this definition, 74% of links between users are weak ties.

Collaboration intensity. At the economic-area pair level, I calculate various measures for
collaboration (intensity) next to the number of user links. I define twomeasures of overall
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collaboration between economic-area pairs: First, I count project-level links, i.e., user pairs
with multiple joint projects are counted according to the number of joint projects. Second,
I use the sum of commits in each user pair and then aggregate this number to economic-
area pairs. Further, I define twomeasures of collaboration intensity between economic-are
pairs: Fist, I measure collaboration intensity per project as the ratio of overall commits per
economic-area pair relative to the number of projects between two economic areas. Second,
I calculate a similar ratio for each economic-area pair using the average number of commits
per user-pair.

Connectedness indices. GHCI and SCI indices are calculated using Equation 2.2. SCI data on
the county-county level is taken from Bailey et al. (2018a)3 and aggregated to economic-area
level using the methodology suggested in Bailey et al. (2021):

SCI𝑖,𝑗 = ∑
𝑟𝑖∈𝑅(𝑖)

∑
𝑟𝑗∈𝑅(𝑗)

PopShare𝑟𝑖
∗ PopShare𝑟𝑗

∗ SCI𝑟𝑖,𝑟𝑗 (B.1)

where SCI𝑟𝑖,𝑟𝑗 is the SCI between sub-regions 𝑖 and 𝑗, sub-regions within region 𝑖 are indexed
𝑟𝑖 ∈ 𝑅(𝑖), and sub-regional population share in region 𝑖 is denoted by PopShare𝑟𝑖

. For SCI, I
aggregate the county-county data to the economic-area pair level by using population shares
derived from U.S. Census Bureau county-level population data as weights, since Facebook
user counts are not available. After aggregation I rescale the index. To (re)scale GHCI and SCI
indices I apply

I → I − min(I)
max(I) − min(I) ∗ [Smax − Smin] + Smin (B.2)

where 𝐼 is the index value andminimum (maximum) scale values are denoted by Smin and Smax

set at 1 and 1,000,000,000, respectively.

Index aggregation. Here I reproduce the derivation of Equation B.1 used to aggregate the
index to economic-area level from Bailey et al. (2021):

SCI𝑖,𝑗 =
links𝑖,𝑗

pop𝑖 ∗ pop𝑗

=
∑𝑟𝑖∈𝑅(𝑖) ∑𝑟𝑗∈𝑅(𝑗) links𝑟𝑖,𝑟𝑗

∑𝑟𝑖∈𝑅(𝑖) pop𝑟𝑖
∗ ∑𝑟𝑗∈𝑅(𝑗) pop𝑟𝑗

= ∑
𝑟𝑖∈𝑅(𝑖)

∑
𝑟𝑗∈𝑅(𝑗)

pop𝑟𝑖

∑𝑟𝑖∈𝑅(𝑖) pop𝑟𝑖

pop𝑟𝑗

∑𝑟𝑗∈𝑅(𝑖) pop𝑟𝑗

links𝑟𝑖,𝑟𝑗

pop𝑟𝑖
∗ pop𝑟𝑗

3 Data retrieved online via: data.humdata.org/dataset/social-connectedness-index, last accessed
03/11/2023.
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= ∑
𝑟𝑖∈𝑅(𝑖)

∑
𝑟𝑗∈𝑅(𝑗)

PopShare𝑟𝑖
∗ PopShare𝑟𝑗

∗ SCI𝑟𝑖,𝑟𝑗 (B.3)

where SCI𝑟𝑖,𝑟𝑗 is the SCI between sub-regions 𝑖 and 𝑗, links between two sub-regions are denoted
by links𝑟𝑖,𝑟𝑗 , sub-regions within region 𝑖 are indexed 𝑟𝑖 ∈ 𝑅(𝑖), sub-regional population is
denoted by pop𝑟𝑖

, and sub-regional population share in region 𝑖 is denoted by PopShare𝑟𝑖
.

Fractional polynomials. For the purpose of estimating a smoothed yet flexible relationship
between the indices and distance, I follow Royston and Altman (1994) and fit regressions
with fractional polynomials 𝑥 allowing for the standard set of (repeatable) powers 𝑝𝑖 ∈
{−2, −1, −0.5, 0, 0.5, 1, 2, 3} suggested in Royston and Sauerbrei (2008) by

𝑥(𝑝1,𝑝2,...,𝑝𝑚)′ = 𝛽0 + 𝛽1𝑥(𝑝1) + 𝛽2𝑥(𝑝2) + ... + 𝛽𝑚𝑥(𝑝𝑚) (B.4)

where 𝑥(0) = ln 𝑥 and each repeated power multiplies with another ln 𝑥.

Supplementary data. Analyses of GHTorrent data is enriched with supplementary data
both on the economic area- (i.e., regional) and the economic area pair- (i.e., network) level.
At the economic area-level, I use data from the Bureau of Economic Analyses, U.S. Census
Bureau, Moretti (2021), and County Business Patterns. From the Bureau of Economic Analyses I
aggregate yearly county-level data on GDP in “Professional, Scientific, and Technical Services”
(NAICS Rev. 2 code 54, “tech GDP”) to the economic-area level using the crosswalk between
counties and economic areas from Moretti (2021)4 and take averages for the years 2014 to
2020.5 From the U.S. Census Bureau I use county-level population estimates and apply the
same aggregation procedure.6 From the online replication package of Moretti (2021), I use the
number of computer science inventors in each economic area in 2007. From County Business
Patterns, I use county-level data on the number of workers and establishments as well as
payroll for both the “Professional, Scientific, and Technical Services” (NAICS Rev. 2 code 54,
“tech”) and the “Computer Systems Design and Related Services” (NAICS Rev. 2 code 5415,
“computer science”) industry. Here, as well, I aggregate this data to the economic area-level
using the procedure described above.

At the economic area pair-level, besides the Facebook SCI data discussed above, I merge data

4 Retrieved at: https://www.openicpsr.org/openicpsr/project/140581/version/V1/view;
jsessionid=2BBE031DF440387A3F4EA8416E38D449, last accessed 03/11/2023.
5 Retrieved at: https://www.bea.gov/data/gdp/gdp-county-metro-and-other-areas, last accessed
03/11/2023.
6 Retrieved at: https://www.census.gov/data/datasets/time-series/demo/popest/2010s-
counties-total.html, last accessed 03/11/2023.
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on inventors of patents with an application filed from 2015 until 2021 from PatStat. Here I
first geolocate inventors using the fifth version of the inventor location file in the “Geocoding
of Worldwide Patent Data” by Seliger et al. (2019).7 Inventor latitude and longitude are
assigned to economic areas using the economic area shape file by theBureau of Transportation
Statistics.8 Using the location information, I select inventors of collaborative patents located in
the U.S. (i.e., patents with at least two inventors). For analysis, I use data on both all inventors
and inventors of computer science patents, defined as either having NACE Rev. 2 codes 62
(“Computer Programming, Consultancy and Related Activities”) or 63 (“Information Service
Activities”), or IPC code H04 (“Electric Communication Technique”). There are around 76,000
inventors with a location in the U.S. that filed a collaborative patent in this time period, of
which about 17,000 filed a computer science patent.

7 Retrieved at https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/
OTTBDX.
8 Retrieved at https://maps.princeton.edu/catalog/harvard-ntadbea.
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B.2 Tables
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Table B.1: Summary statistics

Statistic Mean Median Min Max N

Users
Projects per user 28.51 14 1 46,508 190,637
Links per user 123.65 7 1 14,739 190,637
Commits per user 510.42 156 1 388,287 190,637
Commits per user-project 18.40 3 1 364,397 5,286,886

Projects
Commits per project 22.64 3 1 364,397 4,298,045
per personal project 13.97 3 1 364,397 3,867,611
per team project 100.52 18 2 209,214 430,435

Users per team project 3.64 2 2 147,236 430,435

Economic areas
Users per economic area 1,895 302 2 53,818 179
Projects per economic area 26,924 3,328 4 831,728 179
Links per economic area 130,562 15,329 1 5,175,727 179
Links per economic-area pair 930 23 1 1,550,463 25,135
Commits per economic area 543,600 69,185 19 19,165,952 179

Notes: All statistics refer to the final sample of 190,637 active, collaborating users geolocated in
the United States and retrieved from ten data snapshots dated between 09/2015 and 03/2021.
Means are rounded to two decimal places for user and project statistics and to integers for
economic-area statistics. Team projects are projects with more than one contributing user in
the observation period and personal projects are projects with only one contributing user in
the observation period. Commits per user-project is the number of commits to each project by
each contributing user. Links refers to connections between users as defined by contributing to
at least one joint project in the observation period. Links per economic-area pair excludes 6,906
(= 2179 − 25, 135) unconnected economic-area pairs. Sources: GHTorrent, Bureau of Economic
Analysis, own calculations.
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Table B.2: Sensitivity to colocation definition

Collaboration [log]
distance cutoff

(1) (2) (3)

= 0 km < 100 km < 200 km

Colocation 2.329*** 2.166*** 0.866***
(0.071) (0.079) (0.050)

Distance -0.004*** -0.004*** -0.004***
(0.001) (0.001) (0.001)

Users, multiplied × × ×
Origin FE × × ×
Destination FE × × ×

Observations 31,329 31,329 31,329
Adj. R2 0.922 0.922 0.919

exp(𝛽colocation) − 1 9.26 7.73 1.38

Notes: Model (1) is the preferred (fixed-effects) specification
from Table 2.1, defining colocation as indicator of being in the
same economic area. Models (2) and (3) extend this definition
of colocation to include centroid-based distances of 100km
and 200km, respectively. The outcome variable is the natural
logarithm of collaborations between two economic areas plus
one. Colocation indicates collaboration between users in the same
economic area. Distance is scaled in 100km. Users, multiplied, is
the multiplication of the number of users in origin and destination.
Collaboration with Anchorage, AK, and Honolulu, HI, are excluded.
Robust standard errors are reported in parenthesis. *** p<0.01, **
p<0.05, * p<0.1. Sources: GHTorrent, Bureau of Economic Analysis,
own calculations.
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Table B.4: Individual-level probability models

Collaboration
(1) (2) (3)
LPM PPML Probit

< 100 km 0.00139*** 0.226*** 0.080***
(0.00006) (0.010) (0.003)

100 – 400 km 0.00019*** 0.036*** 0.013***
(0.00007) (0.012) (0.004)

400 – 1200 km -0.00005 -0.008 -0.003
(0.00004) (0.007) (0.003)

1200 – 2400 km -0.00009* -0.019** -0.006**
(0.00005) (0.009) (0.003)

2400 – 3200 km -0.00011** -0.020** -0.007**
(0.00005) (0.009) (0.003)

Origin FE × × ×
Destination FE × × ×

Observations 33,183,717 33,179,297 33,179,297
Users (random sample) 10,726 10,726 10,726
Sample share 0.056 0.056 0.056
(Pseudo) Adj. R2 0.0003 0.0046 0.0046

Notes: Model (1) is the preferred (fixed-effects) specification from Table
2.1, defining colocation as indicator of being in the same economic
area. Models (2) and (3) extend this definition of colocation to include
centroid-based distances of 100km and 200km, respectively. The outcome
variable is the natural logarithm of collaborations between two economic
areas plus one. Colocation indicates collaboration between users in the
same economic area. Distance is scaled in 100km. Users, multiplied,
is the multiplication of the number of users in origin and destination.
Collaboration with Anchorage, AK, and Honolulu, HI, are excluded. Robust
standard errors are reported in parenthesis. *** p<0.01, ** p<0.05, * p<0.1.
Sources: GHTorrent, Bureau of Economic Analysis, own calculations.
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Table B.10: Colocation and economic-area characteristics

Collaboration
# local users avg. firm size

(1) (2) (3) (4) (5)
baseline ≥ median Top 10 ≥ median ≥ median

Colocation 2.329*** 2.478*** 2.430*** 2.498*** 2.430***
(0.071) (0.113) (0.068) (0.074) (0.069)

Distance -0.004*** -0.004*** -0.004*** -0.004*** -0.004***
(0.001) (0.001) (0.001) (0.001) (0.001)

Colocation interactions with

Large economic area -0.295**
(0.142)

Top 10 largest economic area -1.978***
(0.446)

Big tech firm intensity -1.026***
(0.183)

Big software firm intensity -1.595***
(0.386)

Observations 31,329 31,329 31,329 31,329 31,329
Adj. R2 0.922 0.923 0.923 0.923 0.923

exp(𝛽colocation) − 1 9.26 10.91 10.36 11.16 10.36
exp(𝛽colocation + 𝛽interaction) − 1 – 7.87 0.57 3.36 1.31

Relative effect size – 1.39 18.18 3.32 7.91

Notes: Model (1) is the preferred (fixed-effects) specification from Table 2.1, defining colocation as indicator
of being in the same economic area. Models (2) through (5) assess the heterogeneity of the colocation effect
by including interactions with local characteristics. Large economic area is an indicator for above-median
number of users. Top 10 largest economic area indicates the ten largest economic areas in terms of the
number of users. Big tech firm intensity is an indicator for above-median number of technology firms with
more than 1,000 employees. Likewise, big software firm intensity indicates above-median number of software
firms with more than 1,000 employees. Distance is scaled in 100km. Collaboration with Anchorage, AK, and
Honolulu, HI, are excluded. Robust standard errors are reported in parenthesis. *** p<0.01, ** p<0.05, *
p<0.1. Sources: GHTorrent, Bureau of Economic Analysis, County Business Patterns, own calculations.
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Table B.12: Colocation and collaboration intensity

Collaboration

counts ratios

(1) (2) (3) (4) (5)

baseline projects commits
commits commits
per project per link

Colocation 2.329*** 3.106*** 4.505*** 1.254*** 2.029***
(0.071) (0.099) (0.156) (0.082) (0.109)

Distance -0.004*** -0.005*** -0.008*** -0.002*** -0.003***
(0.001) (0.001) (0.001) (0.001) (0.001)

Users, multiplied × × × × ×
Origin FE × × × × ×
Destination FE × × × × ×

Observations 31,329 31,329 31,329 31,329 31,329
Adj. R2 0.922 0.907 0.852 0.555 0.547

exp(𝛽colocation) − 1 9.26 21.32 89.43 6.60 2.51
Relative effect size – 2.30 9.66 – –

Notes: Model (1) is thepreferred (fixed-effects) specification fromTable 2.1, defining colocation
as indicator of being in the same economic area. Models (2) and (3) estimate the colocation
effect in the sum of projects, Model (2), and commits, Model (3), between economic-area pairs.
Models (4) and (5) feature collaboration intensity measures: average number of commits per
project, Model (5), and user-link, Model (6), for each economic-area pair. Distance is scaled in
100km. Collaboration with Anchorage, AK, and Honolulu, HI, are excluded. Robust standard
errors are reported in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Sources: GHTorrent, Bureau
of Economic Analysis, own calculations.

200



B Appendix to Chapter 2

B.3 Figures

Figure B.1: Programming languages

Note: Bars show the number of commits contributed to open-source projects
by active, collaborating users in the United States in the observation period for
each programming language. Unknown refers to commits that are not assigned
to a programming language in the data. Sources: GHTorrent, own calculations.
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Figure B.2: Representativness
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Panel E: Tech establishments
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Panel G: Tech worker pay
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Note: Plots show the relationship between (the share of) users per economic
area and economic-area level metrics related to software development after
logarithmic transformation. Bubble size represents economic-area population
size. Red lines are best linear fits from user-weighted log-log regressions.
Sources: GHTorrent, Moretti (2021), Bureau of Economic Analysis, County
Business Patterns, own calculations.
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Figure B.3: CDFs of user activity

Note: Plots show cumulative density functions for different user activity metrics. Vertical red lines
represent median values of eachmetric (i.e., projects per user: 14; commits per user: 156; commits
per project: 7; links per user: 4). All x-axes are scaled logarithmically. The graph for commits per
project excludes projects representing one-time uploads, i.e. projects with only one (initial) commit.
Sources: GHTorrent, own calculations.

Figure B.4: Organization size
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Notes: Plot shows the distribution of organization size as measured by number of affiliated users.
Panel A shows a histogram and Panel B a cumulative distribution function. The horizontal red line
indicates mean (6.1; histogram) andmedian (3.5; CDF) affiliated users. Organizations with only one
affiliated user are excluded. Sources: GHTorrent, Bureau of Economic Analysis, own calculations.
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Figure B.5: Concentration at the top

Notes: Plots show the values of different user and activity concentration metrics for
the twenty largest economicareas in termsof respectivemetrics. Sources: GHTorrent,
own calculations.
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Figure B.6: Collaboration with hubs

Notes: Plot shows the distribution of collaboration
shares of each economic area with hubs, defined
as the ten largest economic areas in terms of users.
Sources: GHTorrent, Bureau of Economic Analysis, own
calculations.

Figure B.7: Distance
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Notes: Plot shows the distribution of centroid-based
geodesic distance between economic areas. The
horizontal red line indicates the median distance of
1,439. The blue curve represents the Epanechnikov
kernel density estimate. The right tail of the distribu-
tion starting approximately at distances greater than
4,000km is essentially driven entirely by the remote
economic areas Anchorage, AK, and Honolulu, HI.
Sources: GHTorrent, Bureau of Economic Analysis, own
calculations.
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Figure B.8: Non-parametric distance

0

.5

1

1.5

2

2.5

co
ef

fic
ie

nt

0 k
m

0-1
00

 km

10
0-4

00
 km

40
0-1

20
0 k

m

12
00

-24
00

 km

25
00

-32
00

 km

Notes: Plot shows coefficient point estimates and
confidence intervals for the baseline fixed effects
model specification with non-parametric distance. The
indicator for distances above 3,200 km is omitted.
Blue bars show 95% confidence intervals from robust
standard errors. Collaborationswith Anchorage, AK, and
Honolulu, HI, are excluded. Sources: GHTorrent, own
calculations.

Figure B.9: Individual-level probability models
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Panel C: Probit

Notes: Plot shows coefficient point estimates and confidence intervals for the individual-level fixed
effects model specification with non-parametric distance from Table B.4. The indicator for distances
above 3,200 km is omitted. Blue bars show 95% confidence intervals from robust standard errors.
Collaborations with Anchorage, AK, and Honolulu, HI, are excluded. Sources: GHTorrent, own
calculations.
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Figure B.10: Colocation dynamics
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for the baseline fixed effects model specification with non-parametric
distance. The indicator for distances above 3,200 km is omitted.
Blue bars show 95% confidence intervals from robust standard errors.
Collaborations with Anchorage, AK, and Honolulu, HI, are excluded.
Sources: GHTorrent, own calculations.

Figure B.11: Colocation effect relative to inventors
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Note: Plots show the relationship between the number of collaborations between economic areas in
the software developer and inventor network. Panel A compares software developer collaborations
to all collaborations in collaborative patents and Panel B to collaborative computer science patents.
Collaborations are transformed logarithmically. Blue bubbles depict between-economic area
collaborations and green bubbles represent within-economic area collaborations. Bubble size
represents themultiplication of economic-area size in terms of users after logarithmic transformation.
The blue and green line are best linear fits fromweighted log-log regressions for within- and between-
economic area observations. Sources: GHTorrent, PatStat, own calculations.
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Figure B.12: Histograms of scaled GHCI and SCI

Note: Plots show the distribution of scaled GHCI and SCI regional connectedness indices. The
horizontal red lines indicate medians of 133,753 for the GHCI and 3,518,538 for the SCI. The blue
curves represent the Epanechnikov kernel density estimates. Both indices are scaled between 1 and
1,000,000,000. Scaled SCI from Bailey et al. (2018a) is mean-aggregated from county-county level
weighted bymultiplied populations of each county-pair and rescaled between 1 and 1,000,000,000.
As indices are highly skewed, I restrict the y-axes to maximum values of 20,000,000 for GHCI and
600,000 for SCI to achieve meaningful visualization. Scaled GHCI values of one, representing no links,
are excluded from the histogram but not from the median. Sources: GHTorrent, Bailey et al. (2018a),
Bureau of Economic Analysis, own calculations.
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Figure B.13: Spatial decay
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Note: Plot shows spatial decay as predicted per fractional polynomial model with (Panels A and B)
and without (Panels C and D) the colocation effect and in values (Panels A and C) and logarithmically
(Panels B and D). Sources: GHTorrent, Bailey et al. (2018a), Bureau of Economic Analysis, own
calculations.
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Figure B.14: Data example for Los Angeles-Long Beach-Riverside, CA

Panel A: Collaboration Panel B: Collaboration, weighted

Panel C: GHCI Panel D: SCI

Notes: Maps show the connectedness of the Los Angeles-Long Beach-Riverside, CA,
economic area with other U.S. economic areas according to different indicators.
Anchorage, AK, and Honolulu, HI, are not shown. The classification method used for
scaling is quantile with nine classes. Link weights used in the Panel B are the number of
joint projects. Sources: GHTorrent, Bailey et al. (2018a), own calculations.
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Figure B.15: Relatedness of link characteristics
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of Economic Analysis, own calculations.
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Table C.1: Users by country

ISO2 Country Users Share

UK United Kingdom 32,914 22.8%
FR France 23,516 16.3%
DE Germany 21,211 14.7%
PL Poland 10,293 7.1%
NL Netherlands 9,371 6.5%
ES Spain 7,104 4.9%
IT Italy 5,167 3.6%
CZ Czech Republic 3,701 2.6%
SE Sweden 3,692 2.6%
FI Finland 3,660 2.5%
DK Denmark 3,227 2.2%
AT Austria 3,021 2.1%
CH Switzerland 2,637 1.8%
BE Belgium 2,136 1.5%
NO Norway 1,897 1.3%
RO Romania 1,863 1.3%
EL Greece 1,682 1.2%
PT Portugal 1,534 1.1%
HR Croatia 965 0.7%
RS Serbia 740 0.5%

Other 3,790 2.6%

Total 144,121 100%

Notes: The outcome variable is the natural logarithm of collaborations
between two economic areas plus one. Colocation indicates collabo-
ration between users in the same economic area. Distance is scaled in
100km. Users, GDPs, and Populations refers to the respective variables
for both origin and destination. Users, multiplied, is the multiplication
of the number of users in origin and destination. Collaboration with
Anchorage, AK, and Honolulu, HI, are excluded. Robust standard errors
are reported in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Sources:
GHTorrent, Bureau of Economic Analysis, own calculations.
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Table C.2: Border effect and country size

Collaboration (1) (2) (3)

Cross-border -0.180*** -0.133*** -0.269***
(0.014) (0.014) (0.022)

Cross-border × small
involved

-0.155***

(0.012)
Cross-border × both small 0.034

(0.022)
Cross-border × both large 0.129***

(0.020)

Colocation 0.862*** 0.879*** 0.888***
(0.068) (0.068) (0.068)

Distance [log] -0.129*** -0.119*** -0.120***
(0.007) (0.007) (0.007)

Origin FE × × ×
Destination FE × × ×

Observations 84,100 84,100 84,100
Adj. R2 0.922 0.922 0.922

Notes: The outcome variable is the natural logarithm of collaborations
between two economic areas plus one. Colocation indicates collaboration
between users in the same economic area. Robust standard errors
are reported in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Sources:
GHTorrent, own calculations.
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Table C.3: Collaboration and interests

Collaboration (1) (2) (3)

Cross-border -0.414*** -0.212*** -0.004
(0.011) (0.013) (0.032)

Colocation 1.132*** 1.436***
(0.067) (0.070)

Distance [log] -0.084*** -0.025***
(0.007) (0.008)

Business and Industry 0.918**
(0.409)

Education 0.000
(0.164)

Family and Relationships -0.700***
(0.185)

Fitness and Wellness 1.704***
(0.552)

Food and Drink 1.153**
(0.473)

Hobbies and Activities 2.089***
(0.372)

Lifestyle and Culture 3.788***
(0.427)

News and Entertainment 6.952***
(0.795)

Non-local Business -17.013***
(2.024)

People 0.287***
(0.068)

Shopping and Fashion 0.595
(0.435)

Sports and Outdoors 0.152
(0.163)

Technology 1.035***
(0.299)

Travel, Places and Events 1.074***
(0.266)

Other -1.000
(0.737)

Origin FE × × ×
Destination FE × × ×

Observations 77,284 77,284 77,284
Adj. R2 0.929 0.932 0.933

Notes: The outcome variable is the natural logarithm of collaborations between two economic areas

plus one. Colocation indicates collaboration between users in the same economic area. Robust standard

errors are reported in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Sources: GHTorrent, Obradovich et al.

(2022), own calculations.
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Table C.4: Collaboration and preferences

Collaboration (1) (2) (3)

Cross-border -0.361*** -0.229*** -0.158***
(0.011) (0.012) (0.017)

Colocation 1.310*** 1.360***
(0.066) (0.068)

Distance [log] -0.044*** -0.033***
(0.007) (0.007)

Patience -0.118***
(0.017)

Risk taking -0.036
(0.049)

Positive reciprocity -0.094***
(0.034)

Negative reciprocity -0.040**
(0.017)

Altruism -0.033
(0.027)

Trust -0.015
(0.020)

Origin FE × × ×
Destination FE × × ×

Observations 48,888 48,888 48,888
Adj. R2 0.951 0.954 0.955

Notes: The outcome variable is the natural logarithm of collaborations
between two economic areas plus one. Colocation indicates collaboration
between users in the same economic area. Robust standard errors
are reported in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Sources:
GHTorrent, Falk et al. (2018), CEPII, own calculations.
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Table C.5: Collaboration and cultural dimensions

Collaboration (1) (2) (3)

Cross-border -0.396*** -0.248*** -0.221***
(0.011) (0.012) (0.016)

Colocation 1.312*** 1.317***
(0.066) (0.067)

Distance [log] -0.048*** -0.047***
(0.006) (0.007)

Power distance -0.034***
(0.006)

Individualism -0.022*
(0.012)

Achievement and success 0.002
(0.004)

Uncertainty avoidance 0.010*
(0.006)

Long-term orientation -0.001
(0.006)

Indulgence 0.001
(0.006)

Origin FE × × ×
Destination FE × × ×

Observations 67,828 67,828 67,828
Adj. R2 0.939 0.941 0.941

Notes: The outcome variable is the natural logarithm of collaborations
between two economic areas plus one. Colocation indicates collaboration
between users in the same economic area. Robust standard errors
are reported in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Sources:
GHTorrent, Hofstede (2011), own calculations.
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Table C.6: Border effect in the United States

Collaboration (1) (2) (3) (4)

Cross-border -0.527*** -0.429*** -0.502*** -0.100***
(0.098) (0.041) (0.037) (0.033)

Users, multiplied [log] 0.750***
(0.004)

Colocation 2.191***
(0.073)

Distance [log] -0.060***
(0.011)

Origin FE × ×
Destination FE × ×

Observations 32,041 32,041 32,041 32,041
Adj. R2 0.002 0.856 0.917 0.922

Border effect -41.0% -34.9% -39.4% -9.5%
Δ(Europe – USA) -18.6 p.p. +3.9 p.p. +3.4 p.p. -6.9 p.p.
BE𝑈𝑆𝐴 / BE𝐸𝑢𝑟𝑜𝑝𝑒 0.69 1.13 1.09 0.58

Notes: The outcome variable is the natural logarithm of collaborations between two
economic areas plus one. Colocation indicates collaboration between users in the
same economic area. Distance is scaled in 100km. Users, GDPs, and Populations refers
to the respective variables for both origin and destination. Users, multiplied, is the
multiplication of the number of users in origin and destination. Collaboration with
Anchorage, AK, and Honolulu, HI, are excluded. Robust standard errors are reported in
parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Sources: GHTorrent, Bureau of Economic
Analysis, Goldbeck (2023), own calculations.
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C.2 Figures

Figure C.1: Distance histogram
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Notes: Figure shows histograms of within-country and cross-
border distances based on NUTS2 centroids, respectively. Sources:
GHTorrent, own calculations.
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Figure C.3: Inter-regional collaboration

(a) Europe

(b) USA

Notes: Maps show the structure of the European and US software developer collaboration networks,
respectively. Important edges of the network, defined as links between economic areas above 25,000
connections, are shown in blue and scaled by the logarithmof the number of links. Regions are shown
in gray with their centroids as nodes in red, scaled by overall links to other economic areas. The
remote economic areas Anchorage, AK, and Honolulu, HI, as well as Ireland are not shown. Sources:
GHTorrent, Bureau of Economic Analysis, Goldbeck (2023), own calculations.
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Figure C.4: Collaboration and distance
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Notes: Panels A and B show binned scatter plots of the median number of collaborations and the
geographic distance between economic-area pairs in Europe and the US, respectively. The number of
bins is 100, i.e., each point represents one percentile of economic-area pairs. Sources: GHTorrent,
own calculations.

Figure C.5: Non-parametric distance
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Notes: Plot shows coefficient point estimates and confidence intervals for the baseline fixed effects
model specificationwithnon-parametric distance. Panel A (Panel B) shows results froma specification
without (with) cross-border indicator. The indicator for distances above 3,200 km is omitted. Blue bars
show 95% confidence intervals from robust standard errors. Sources: GHTorrent, own calculations.
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Figure C.6: Border effect

Notes: Figure shows scattered valuesof scaledGHCI (Panel A) and scaledSCI (Panel B) after logarithmic
transformation. Both indices are scaled between 1 and 1,000,000,000. Scaled SCI from Bailey et al.
(2018b) is mean-aggregated from county-county level weighted bymultiplied populations of each
county-pair and rescaled between 1 and 1,000,000,000. Within-country (cross-border) observations
are shown in blue (red). Sources: GHTorrent, Bailey et al. (2018b), own calculations.

Figure C.7: Distribution of connectedness indices
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Notes: Plots show the distribution of scaled GHCI and SCI regional connectedness indices. The
horizontal red lines indicate medians of 6,650 for the SCI and 2,750,304 for the GHCI. The blue
curves represent the Epanechnikov kernel density estimates. Both indices are scaled between 1 and
1,000,000,000. Scaled SCI from Bailey et al. (2018b) is mean-aggregated from county-county level
weighted bymultiplied populations of each county-pair and rescaled between 1 and 1,000,000,000.
As indices are highly skewed, we restrict the y-axes to maximum values of 20,000,000 for GHCI and
50,000 for SCI to achieve meaningful visualization. Scaled GHCI values of one, representing no links,
are excluded from the histogram but not from the median. Sources: GHTorrent, Bailey et al. (2018b),
own calculations.
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Figure C.8: Relatedness GHCI and SCI

Notes: Figure shows the correlation between scaled GHCI and SCI
after logarithmic transformation with within-regional collabora-
tions excluded. Colocated collaborations are colored blue. Sources:
GHTorrent, Bailey et al. (2018b), own calculations.

Figure C.9: Independence benchmark
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Note: Figure shows the independence benchmark following Santamaría et al. (2023b) for colocated
(green) within-country (blue) and cross-border (red) collaboration, respectively. Sources: GHTorrent,
own calculations.
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Figure C.10: Fixed-effect model residuals
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Notes: Figure shows residual histograms for within-country and cross-border collaboration,
respectively. Panel A (Panel B) depicts residuals from the baseline fixed-effects model without (with)
controls. Sources: GHTorrent, own calculations.
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D.1 Tables

Table D.1: Sample selection

Median All users Movers Δ

Activity

Commits 6.00 170.00 164.00
commits single projects 2.00 73.00 71.00
commits team projects 1.00 65.00 64.00

Experience 34.00 39.00 5.00

Collaboration

Projects 2.00 15.00 13.00
single projects 2.00 9.00 7.00
team projects 2.00 5.00 3.00

Quality

Followers 0.00 5.00 5.00
Stars 0.00 1.30 1.30
stars single projects 0.00 0.10 0.10

Forks 0.00 0.76 0.76
forks single projects 0.00 0.00 0.00

Notes: Experience ismeasured as tenure on the platform inmonths
since the first commit at the move date. Column Δ reports the
absolute difference in median betweenmovers in our sample and
all users in the ten GHTorrent snapshots we utilize (N = 28,802,543).
Column %Δ sets this difference in relation to other movers’ median.
Sources: GHTorrent, own calculations.
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Table D.2: Affiliation and job transitions

Affiliation all movers job movers other movers Δ

Largest 100 firms 28.9 % 28.9 % 27.2 % +1.7 p.p.
Big tech 7.2 % 7.3 % 4.9 % +2.4 p.p.

Academic 8.9 % 9.0 % 6.3 % +2.7 p.p.
Other 55.1 % 54.8 % 61.6 % -6.8 p.p.

Job transitions anytime origin destination Δ

Largest 100 firms 28.9 % 20.3 % 26.8 % +6.5 p.p.
Big tech 7.2 % 2.0 % 7.1 % +5.1 p.p.

Academic 8.9 % 9.1 % 7.2 % -2.0 p.p.
Other 55.1 % 68.6 % 58.9 % -9.6 p.p.

Notes: Table reports affiliations and job transitions by organization type in shares of
the respective sample. Column Δ reports the percentage point difference between
job and other movers. Sources: GHTorrent, own calculations.

Table D.3: Top origin and destination cities

Origin Users Share Destination Users Share

New York, USA 650 2.84 % San Francisco, USA 1,307 5.71 %
San Francisco, USA 618 2.70 % New York, USA 936 4.09 %
London, UK 421 1.84 % London, UK 763 3.33 %
Bangalore, India 325 1.42 % Seattle, USA 708 3.09 %
Chicago, USA 311 1.36 % Bangalore, India 559 2.44 %
Boston, USA 305 1.33 % Los Angeles, USA 379 1.66 %
Los Angeles, USA 305 1.33 % Austin, USA 345 1.51 %
Moscow, Russia 305 1.33 % Toronto, Canada 331 1.45 %
Seattle, USA 273 1.19 % Chicago, USA 318 1.39 %
Paris, France 247 1.08 % Boston, USA 315 1.38 %

Cumulative share 15.09 % Cumulative share 26.05 %

Notes: Table reports the ten largest origin and destination cities in terms of the number of
users in our sample. Sources: GHTorrent, own calculations.
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Table D.4: Domestic moves

Country Users
Share

all domestic

United States 10,348 45.20 % 63.49 %
India 1,219 5.32 % 7.48 %
United Kingdom 638 2.79 % 3.91 %
Canada 620 2.71 % 3.80 %
China 522 2.28 % 3.20 %
France 436 1.90 % 2.68 %
Germany 417 1.82 % 2.56 %
Russia 375 1.64 % 2.30 %
Poland 195 0.85 % 1.20 %
Australia 194 0.85 % 1.19 %

65.36 % 91.81 %

Notes: Table reports the ten largest countries in terms of the
number of domestic movers in our sample. Shares reported in
the third and fourth columns refer to all and to domestic movers,
respectively. Sources: GHTorrent, own calculations.
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Table D.5: Top origin and destination countries

International movers

Origin Users Share Destination Users Share

United States 1,831 0.28 United States 2,011 0.30
India 817 0.12 United Kingdom 774 0.12
United Kingdom 491 0.07 Canada 506 0.08
Russia 386 0.06 Germany 319 0.05
Canada 384 0.06 Russia 306 0.05
France 267 0.04 Netherlands 290 0.04
Australia 186 0.03 Australia 240 0.04
Italy 165 0.03 Poland 228 0.03
Brazil 163 0.02 France 182 0.03
Germany 151 0.02 Brazil 169 0.03

Inter-continental movers

Origin Users Share Destination Users Share

United States 1,453 0.34 United States 1,583 0.37
India 793 0.18 United Kingdom 428 0.10
United Kingdom 284 0.07 Russia 287 0.07
Russia 203 0.05 Canada 275 0.06
Australia 180 0.04 Australia 229 0.05
France 144 0.03 Germany 177 0.04
China 130 0.03 Poland 159 0.04
Canada 105 0.02 France 116 0.03
Italy 72 0.02 Netherlands 111 0.03
Poland 72 0.02 Italy 96 0.02

Notes: Table reports the ten largest origin and destination countries in terms of the number
of international and inter-continental movers in our sample. Sources: GHTorrent, own
calculations.
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Table D.6: Top origin and destination affiliations

Origin Share Destination Share

Student 0.92 % Microsoft 2.08 %
Microsoft 0.72 % Google 2.00 %
University of Washington 0.62 % Amazon 1.37 %
Freelancer 0.51 % Facebook 1.00 %
IBM 0.41 % Red Hat 0.64 %
New York University 0.41 % Shopify 0.44 %
University of California 0.41 % IBM 0.37 %
University of Florida 0.41 % Stanford University 0.31 %
University of Oxford 0.41 % LinkedIn 0.28 %
Amazon 0.31 % Apple 0.26 %

5.13 % 8.75 %

Notes: Table reports the ten most frequently stated affiliations as a
percentage of all users with non-empty affiliation information. Sources:
GHTorrent, own calculations.
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Table D.7: Classification of programming languages

Classification programming
language

share

lang. class.

App development Ruby 5.68 %
Go 4.06 %
Swift 1.09 %
Objective-C 0.65 % 11.48 %

Data engineering Python 13.03 %
R 1.22 %
Jupyter Notebook 1.18 %
Scala 0.89 % 16.32 %

Low-level programming C++ 5.37 %
C 3.33 %
C# 2.30 %
Rust 1.40 %
Assembly 0.08 % 12.48 %

Program routine Shell 3.16 %
PowerShell 0.22 % 3.38 %

Web development JavaScript 20.91 %
HTML 6.65 %
Java 6.19 %
PHP 4.36 %
CSS 4.28 %
TypeScript 3.21 % 42.39 %

Other 10.74 %

Notes: The 27 most-used programming languages in terms of commits in
the GHTorrent are classified, 21 of which are represented in our sample.
Classified programming languages account for 89.26% of commits in our
sample. Sources: GHTorrent, own calculations.
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Table D.8: Top-paying programming languages

Classification programming language share median pay

lang. class. cumul. lang. class. avg.

Top 30 top-paying languages Zig 0.009 % $103,611
Erlang 0.145 % $99,492
F# 0.091 % $99,311
Ruby 5.749 % $98,522
Clojure 0.399 % $96,381
Elixir 0.383 % $96,381
Scala 0.894 % $96,381
Perl 0.491 % $94,540
Go 4.087 % $92,760
OCaml 0.365 % $91,026
Objective-C 0.646 % $90,000
Rust 1.365 % $87,012
Swift 1.041 % $86,897
Groovy 0.202 % $86,271
Shell 3.347 % $85,672
Haskell 0.771 % $85,672
Apex 0.015 % $81,552
PowerShell 0.23 % $81,311
SAS 0.002 % $81,000
Lua 0.312 % $80,690
Nim 0.016 % $80,000
Raku 0.001 % $79,448
Python 12.933 % $78,331
Kotlin 0.438 % $78,207
APL 0 % $77,500
Crystal 0.041 % $77,104
TypeScript 3.074 % $77,104
Assembly 0.078 % $77,010
Fortran 0.132 % $76,104
Cobol 0.001 % $76,000
C# 2.314 % 39.572 % $74,963 $86,008

Other top-paying languages C++ 5.516 % $74,963
Julia 0.416 % $74,963
R 1.217 % $74,963
SQL 0.12 % $74,963
C 3.438 % $74,351
JavaScript 20.381 % $74,034
Solidity 0.007 % $72,701
Ada 0.013 % $72,656
HTML 6.653 % $71,500
CSS 4.264 % $70,148
Prolog 0.018 % $70,000
Delphi 0 % $69,608
GDScript 0.021 % $69,608
VBA 0.002 % $65,698
Visual Basic 0.096 % $65,000
Matlab 0.215 % $61,735
PHP 4.375 % $58,899
Dart 0.221 % 46.973 % $55,862 $69,536

Not listed 13.455 %

Notes: Table reports programming languages on the StackOverflow list of top-paying technologies. We further distinguish between the top 30 and other listed

programming languages. Classified programming languages account for 86.54% of commits in our sample. Sources: GHTorrent, StackOverflow, own calculations.
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Table D.9: Keywords

Cluster keywords % projects

Code adventofcode; algorithm; algorithms;
android; api; app; application; apps; c; class;
framework; functions; game; hacktoberfest;
ios; javascript; library; module; nodejs;
plugin; python; react; server; software;
template; testing; tictactoe; tool; ui

7.06

Website blog; personal; personalwebsite; portfolio;
resume; site; website

2.11

File collection; docs; document; documentation;
dotfiles; file; files; githubslideshow; presen-
tation; presentations; scripts

1.17

Education course; coursera; example; examples;
exercise; exercises; freecodecamp;
helloworld; homework; learning; nowgithub-
starter; programmingassignment; repdata;
peerassessment; test

0.85

Data data; database 0.48
Other 13.06

Notes: Table reports keywords assigned to project type clusters. Projects may be
assigned to multiple clusters. Keywords search is conducted in project descriptions;
24.73% of projects feature non-empty project descriptions. Sources: GHTorrent, own
calculations.
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Table D.11: Project ownership and initial forks

IHS(single commits)
project owner

(1) (2) (3)
own non-own no initial forks

Jobmover × job search 0.1310∗∗∗ 0.0428∗∗∗ 0.1440∗∗∗

(0.0138) (0.0080) (0.0149)
Jobmover × post move -0.1157∗∗∗ 0.0024 -0.1088∗∗∗

(0.0182) (0.0097) (0.0194)

User FE × × ×
Month FE × × ×
Experience FE × × ×

Adjusted R2 0.33534 0.32483 0.32440
Observations 1,946,413 1,946,413 1,946,413
Users 22,896 22,896 22,896

Notes: Results from estimation of Equation 4.2 by repository ownership and
without initial fork projects. Experience is measured as months since the first
commit atmovemonth. Robust standard errors are clustered at the user level.
∗ p > 0.01, ∗∗ p > 0.05, and ∗∗∗ p > 0.1. Sources: GHTorrent, own calculations.
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Table D.13: Event study coefficients

IHS(single commits) (1) (2) (3)

Jobmover × event_time = -21 0.0126 0.0025 0.0017
(0.0206) (0.0217) (0.0215)

Jobmover × event_time = -20 0.0178 0.0283 0.0326
(0.0208) (0.0217) (0.0215)

Jobmover × event_time = -19 -0.0397∗∗ -0.0016 0.0042
(0.0196) (0.0208) (0.0207)

Jobmover × event_time = -18 -0.0555∗∗∗ -0.0084 -0.0066
(0.0193) (0.0204) (0.0203)

Jobmover × event_time = -17 -0.0328∗ -0.0167 -0.0145
(0.0168) (0.0178) (0.0176)

Jobmover × event_time = -15 0.1771∗∗∗ 0.0574∗∗∗ 0.0557∗∗∗

(0.0188) (0.0197) (0.0196)
Jobmover × event_time = -14 0.5110∗∗∗ 0.1608∗∗∗ 0.1596∗∗∗

(0.0239) (0.0251) (0.0252)
Jobmover × event_time = -13 0.5415∗∗∗ 0.1787∗∗∗ 0.1807∗∗∗

(0.0243) (0.0251) (0.0251)
Jobmover × event_time = -12 0.6329∗∗∗ 0.2443∗∗∗ 0.2455∗∗∗

(0.0277) (0.0282) (0.0282)
Jobmover × event_time = -11 0.5882∗∗∗ 0.1942∗∗∗ 0.1996∗∗∗

(0.0271) (0.0276) (0.0278)
Jobmover × event_time = -10 0.5708∗∗∗ 0.1640∗∗∗ 0.1675∗∗∗

(0.0268) (0.0272) (0.0273)
Jobmover × event_time = -9 0.4677∗∗∗ 0.1141∗∗∗ 0.1221∗∗∗

(0.0264) (0.0270) (0.0269)
Jobmover × event_time = -8 0.4538∗∗∗ 0.1290∗∗∗ 0.1377∗∗∗

(0.0273) (0.0278) (0.0277)
Jobmover × event_time = -7 0.4278∗∗∗ 0.1339∗∗∗ 0.1475∗∗∗

(0.0273) (0.0278) (0.0278)
Jobmover × event_time = -6 0.4627∗∗∗ 0.1440∗∗∗ 0.1630∗∗∗

(0.0287) (0.0293) (0.0295)
Jobmover × event_time = -5 0.4658∗∗∗ 0.1158∗∗∗ 0.1318∗∗∗

(0.0278) (0.0284) (0.0285)
Jobmover × event_time = -4 0.3806∗∗∗ 0.0759∗∗∗ 0.0967∗∗∗

(0.0274) (0.0276) (0.0278)
Jobmover × event_time = -3 0.3846∗∗∗ 0.0388 0.0654∗∗

(0.0265) (0.0272) (0.0272)
Jobmover × event_time = -2 0.3617∗∗∗ 0.0416 0.0690∗∗

(0.0264) (0.0271) (0.0273)
Jobmover × event_time = -1 0.4193∗∗∗ 0.0331 0.0738∗∗∗

(0.0275) (0.0283) (0.0285)
Jobmover × event_time = 0 -0.0184 -0.1128∗∗∗ -0.0799∗∗∗

(0.0225) (0.0237) (0.0242)
Jobmover × event_time = 1 0.1672∗∗∗ -0.2069∗∗∗ -0.0380

(0.0357) (0.0363) (0.0360)
Jobmover × event_time = 2 0.1323∗∗∗ -0.2101∗∗∗ -0.0355

(0.0391) (0.0397) (0.0394)
Jobmover × event_time = 3 -0.0117 -0.3078∗∗∗ -0.1291∗∗∗

(0.0379) (0.0383) (0.0380)
Jobmover × event_time = 4 -0.0196 -0.2641∗∗∗ -0.0780∗∗

(0.0338) (0.0342) (0.0340)
Jobmover × event_time = 5 -0.0234 -0.2527∗∗∗ -0.0621∗

(0.0364) (0.0371) (0.0367)
Jobmover × event_time = 6 0.0134 -0.2151∗∗∗ -0.0197

(0.0386) (0.0386) (0.0381)
Jobmover × event_time = 7 -0.3461∗∗∗ -0.2582∗∗∗ -0.0785∗∗∗

(0.0311) (0.0309) (0.0303)
Jobmover × event_time = 8 -0.3202∗∗∗ -0.2582∗∗∗ -0.0671∗∗

(0.0302) (0.0298) (0.0295)
Jobmover × event_time = 9 -0.2907∗∗∗ -0.2614∗∗∗ -0.0634∗∗

(0.0320) (0.0316) (0.0313)
Jobmover × event_time = 10 -0.3573∗∗∗ -0.2762∗∗∗ -0.0725∗∗

(0.0312) (0.0310) (0.0307)

User FE × × ×
Month FE × ×
Experience FE ×

Adjusted R2 0.28992 0.30870 0.35963
Observations 1,946,413 1,946,413 1,946,413
Users 22,896 22,896 22,896

Notes: Estimates for 𝑡𝑗 × JobChanger𝑖 based on Equation 1.2 with user and calendar month fixed effects. The outcome

is IHS-transformed commits to single-authored projects. The referencemonth is 𝑡 = −16. Bars show 95% confidence

intervals. Standard errors are clustered at the user level. ∗ p > 0.01, ∗∗ p > 0.05, and ∗∗∗ p > 0.1. Sources: GHTorrent, own

calculations.
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Table D.14: Job search period

Job search period:
(1) (2) (3) (4)

[−15, −9] [−15, −6] [−15, −3] [−15, 0]

Jobmover × job search 0.1947∗∗∗ 0.1836∗∗∗ 0.1768∗∗∗ 0.1646∗∗∗

(0.0154) (0.0144) (0.0141) (0.0141)
Jobmover × uncertain 0.1423∗∗∗ 0.1308∗∗∗ 0.0925∗∗∗

(0.0161) (0.0178) (0.0203)
Jobmover × post move -0.1099∗∗∗ -0.1099∗∗∗ -0.1100∗∗∗ -0.1036∗∗∗

(0.0184) (0.0184) (0.0184) (0.0190)

User FE × × × ×
Month FE × × × ×
Experience FE × × × ×

Adjusted R2 0.35946 0.35946 0.35946 0.35945
Observations 1,946,413 1,946,413 1,946,413 1,946,413
Users 22,896 22,896 22,896 22,896

Relation to baseline
+3.01 p.p. +1.90 p.p. +1.22 p.p. baseline
+18.3 % +11.5 % +7.4 % baseline

Notes: Results from estimation of Equation 4.2 for different definitions of the job
serach period. Experience is measured as months since the first commit at move
month. Robust standard errors are clustered at the user level. ∗ p > 0.01, ∗∗ p > 0.05,
and ∗∗∗ p > 0.1. Sources: GHTorrent, own calculations.
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Table D.15: International movers

IHS(single
commits)

international inter-continental

(1) (2) (3) (4)
yes no yes no

Jobmover × job search 0.2027∗∗∗ 0.1474∗∗∗ 0.2335∗∗∗ 0.1483∗∗∗

(0.0263) (0.0167) (0.0336) (0.0155)
Jobmover × post move -0.0812∗∗ -0.1124∗∗∗ -0.1057∗∗ -0.1031∗∗∗

(0.0342) (0.0228) (0.0435) (0.0211)

User FE × × × ×
Month FE × × × ×
Experience FE × × × ×

Adjusted R2 0.36811 0.35640 0.36273 0.35907
Observations 562,982 1,383,431 366,271 1,580,142
Users 6,598 16,298 4,305 18,591

Notes: Results from estimation of Equation 4.2 with IHS-transformed number of
commits to (non-)international and (non-)inter-continental single-authored projects.
Upward income groupmoves are defined as moves from developing to developed
countries. Upward moves in GDP per capita are based on current 2021 PPP USD.
Experience is measured as months since the first commit at movemonth. Robust
standard errors are clustered at the user level. ∗ p > 0.01, ∗∗ p > 0.05, and ∗∗∗ p > 0.1.
Sources: GHTorrent, own calculations.
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Table D.16: Upwardmovers

IHS(single
commits)

GDP p. c. income class

(1) (2) (3) (4)
other up other up

Jobmover × job search 0.1622∗∗∗ 0.1821∗∗∗ 0.1610∗∗∗ 0.2381∗∗∗

(0.0149) (0.0437) (0.0146) (0.0512)
Jobmover × post move -0.1034∗∗∗ -0.1038∗ -0.1038∗∗∗ -0.0949

(0.0199) (0.0627) (0.0195) (0.0755)

User FE × × × ×
Month FE × × × ×
Experience FE × × × ×

Adjusted R2 0.36073 0.34025 0.35980 0.33293
Observations 1,776,167 170,246 1,854,956 91,457
Users 20,829 2,067 21,763 1,133

Notes: Results from estimation of Equation 4.2 with IHS-transformed number
of commits to (non-)upward single-authored projects in terms of GDP p.c. and
income class, respectively. Upward income groupmoves are defined as moves from
developing to developed countries. Upwardmoves in GDP per capita are based on
current 2021 PPP USD. Experience is measured as months since the first commit at
movemonth. Robust standard errors are clustered at the user level. ∗ p > 0.01, ∗∗ p >
0.05, and ∗∗∗ p > 0.1. Sources: GHTorrent, own calculations.
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D.2 Figures

Figure D.1: Distribution of move distances
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Notes: Histogram on the left shows the distribution of move distances. Estimates on the right show
kernel densities for job movers and other movers. Sources: GHTorrent, own calculations.

Figure D.2: Distribution of moves across time

0

1,000

2,000

3,000

4,000

5,000

6,000

7,000

8,000

9,000

10,000

11,000

201601 201606 201701 201811 202103

co
un

t

0.0

0.2

0.4

0.6

201601 201606 201701 201811 202103

sh
ar

e

other

job

Notes: Histogram on the left shows the distribution of moves across data snapshots.
Shares on the right depict the distribution of moves across data snapshots for
job movers (dark gray) and other movers (light gray). Sources: GHTorrent, own
calculations.
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Figure D.3: Distribution of income changes
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Notes: Histograms depict the distribution of national per capita GDP changes of movers in the full
sample (left) and the international sample (right). GDP is measured in current 2021 PPP USD. Sources:
GHTorrent, World Development Indicators, own calculations.

Figure D.4: Distribution of affiliation size
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Notes: Histograms depict the distribution of affiliations with respect to the number of affiliated users
in the full GHTorrent sample as counts (left) and after logarithmic transformation (right). Note that
string-based merging of affiliations is likely imperfect, especially for small firms, which leads to a
downward bias of firm size. Sources: GHTorrent, own calculations.
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Figure D.5: Frequent words in project names and descriptions

do
tfi

le
s

w
eb

si
te

ad
ve

nt
of

co
de

bl
og

po
rt

fo
lio

docs

th
re

ej
s

pr
og

ra
m

m
in

ga
ss

ig
nm

en
t

resume

javascript

tictactoe

cs

algorithms

de
fin

ite
ly

ty
pe

d

helloworld

day

personalwebsite

ao
c

scripts

hacktoberfest

machinelearning

freecodecamp

py
th

on
spoonknife

la
b

leetcode

calculator

githubslideshow

te
st

exdataplotting

to
do

lis
t

react

weatherapp

do
ck

er

do
ck

er
fil

es

nodecv

go

personalsite

rust

ansible

core

hackerrank

nowgithubstarter

vimreactnative

todoapp

datastructures

ho
m

eb
re

w

keras

web

site

createreactapp

ho
m

eb
re

w
co

re ohmyzsh

reduxsimplestarter

vimrc

repdatapeerassessment

ar
du

in
o

charts

homebrewcask

ap
p

lib
ra

ry

python co
de

data

api

w
eb

website

react
application

javascript

basedplugin
game

implementation

c

framework

fil
es

learning

server

useclient

android
tool

source
nodejs go w

rit
te

n

personal package

system

programming

java

build

test

ex
am

pl
e

file

built

course

module

do
ck

er

ruby

site
github

language

ht
m

l

image

ph
p

op
en

script

sc
rip

tsused

development

io
s

collection

theme

rust

create

blog

support

template

testing

google

w
ra

pp
er

ba
si

c

can

to
ol

s

te
xt

list

de
m

o

angular

rails

page

css

created

service

interface

ap
pl

ic
at

io
ns

version

de

apps

native

ex
te

ns
io

n

component

command

ne
w

no
de

d

user

m
ac

hi
ne

en
gi

ne

js

easy

made

documentation

w
or

k

small

database

analysis

program

sample

platform

tim
e

json

building

ge
ne

ra
to

r

fast

line

bot
get

sw
ift

r

de
si

gn

django

like

se
t

so
ftw

ar
e

class

various

images management

m
ak

e

starter

configuration

ne
tw

or
k

tutorial

algorithms

fu
nc

tio
ns

solutions

git

x

manager

cu
st

om

on
e

components

just

lin
ux

le
ar

n

pr
ac

tic
e

browser

search

first

vi
a

ut
ili

ty

generate

spring

creating

ui

allows

control

bootstrap

cl
i

of
fic

ia
l

core

aws

po
rt

fo
lio

help

je
ky

ll

will

fr
on

te
nd

ru
n

algorithm
lightweight

integration

cl
ou

d

vimprovides

laravel

wordpress

model

windows

static
working users

jq
ue

ry

net

contains

golang

rest

running

w
ay

ex
am

pl
es

ty
pe

sc
rip

t

pa
rs

er

information

editor

uses

mobile

backend

without

assignment

around

environmentexercises

services

different

fr
ee

m
ul

tip
le

processing

challenge

Notes: Word clouds show frequently occurring words in single projects of movers. Word size and
color represent word frequency in project titles (left) and descriptions (right). Frequency limits are
set at 50 (titles) and 100 (descriptions). We remove English stop words, numbers, punctuation, URLs,
white space, and the words project, repository/repo, simple, and using. Sources: GHTorrent, own
calculations.

Figure D.6: Heterogeneity by user popularity
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Notes: Estimates for 𝑡𝑗 × JobChanger𝑖 based on Equation 1.2 with
user, experience and calendar month fixed effects. The outcome
is IHS-transformed commits to single-authored projects in the
respective follower quartile (1st quartile: green; 2nd quartile:
orange; 3rd quartile: blue and 4th quartile: purple.). The reference
month is 𝑡 = −16. Bars show 95% confidence intervals. Standard
errors are clustered at the user level. Sources: GHTorrent, own
calculations.
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Figure D.7: Heterogeneity by project age
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Notes: Estimates for 𝑡𝑗 × JobChanger𝑖 based on Equation 1.2
with user and calendar month fixed effects. The outcome is IHS-
transformed commits to single-authored new (orange) and old
(green) projects. New projects are defined as projects with the
date of the first commit in the month under consideration. The
reference month is 𝑡 = −16. Bars show 95% confidence intervals.
Standard errors are clustered at the user level. Sources: GHTorrent,
own calculations.

Figure D.8: Event study model robustness
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Notes: Estimates for 𝑡𝑗×JobChanger𝑖 basedonEquation1.2withuser andcalendarmonth fixedeffects.
The outcome is logarithmically transformed using 𝑙𝑛(𝑦 + 1) in the left panel and IHS-transformed
commits to single-authored projects in the right panel. The referencemonth is 𝑡 = −16. Bars show
95% confidence intervals. Standard errors are clustered at the user level. Sources: GHTorrent, own
calculations.
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