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Abstract

Probit models are employed to evaluate leading indicators for Germany's

recessions. The predictive power of leading indicators is found to be lower than

assumed in previous studies. Although, monetary variables provide the best

predictive power for recessions, survey data and order inflows show a lag rather

than a lead to the recession time series. US interest rates have also some

information content with respect to the German cycle. Constructing a model

with a set of variables to predict recessions does not help to improve the

forecasts. The out-of-sample performance of the indicators appeals to be even

worse.
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1. Introduction*

In general, business cycle forecasts in Germany are unbiased and efficient

(Dopke and Langfeldt 1995). This proposition, however, does not hold for the

prediction of recessions, which have been very often missed in past (Heilemann

1998). Moreover, the conventional view that leading indicators contain

information over the future stance of the business cycle has been challenged.

Thoma and Gray (1998) provide evidence using US data that monetary

variables are not useful in predicting business cycles. They argue that the

standard econometric evidence is misleading because it rests mostly on in-

sample properties rather than on the out-of-sample performance of the indicator

series under investigation. For these reasons it is particularly important to

develop models that can predict recessions (Filardo 1999, Stock and Watson

1993). One type of models which is considered to be useful in this context is the

probit approach (Estrella and Mishkin (1998)). Using this methodology, the

paper analyzes which time series might be useful for predicting Germany's

recessions. The main result is that the predictive power of leading indicators is

much more limited than the results by other methods suggests, although

significant in some cases. While monetary variables turn out to be reasonable

indicators, data from business surveys as well as order inflows provide no

pronounced lead with respect to recession periods. The use of a set of variables

rather than only an individual indicator does not improve the forecast

performance. Recession prediction models built for a lead of one, three and six

months, respectively, do not perform very well.

In Section 2 business cycle turning points are determined using an approach

advanced by Artis et al. (1997). Section 3 describes the econometric techniques

to be used in the following. The approach by Estrella and Mishkin (1998) is

applied. Chapter 4 analyzes single time series. In Section 5, the single time

series models are merged to construct a multifactor model to predict Germany's

The author thanks C. Pierdzioch, J. Scheide and J. Gottschalk for helpful comments on an
earlier draft of this paper. He is still responsible for all remaining errors.



recessions. Part 6 analyzes whether the indicators selected are useful in an out-
of-sample prediction. The last part concludes.

2. Dating Germany's Recessions

Recessions can be defined in many different ways (for a survey see Boldin

1994). In this paper, the concept of Artis et al. (1997) is used.1 This definition

of the cycle goes back to the NBER determination of business cycles. It refers

to the industrial production. The procedure to define recessions roughly

contains the following steps: Determination and elimination of extreme values,

calculation of a 7-month moving average of the time series, identification of

points higher (lower) than 12 months on either side using the moving average

and than go back to the original time series and determine the turning point.

Figure 1 shows the phases of the German business cycle as measured with this

concept. Turning points which are not given by Artis et al. (1997) are own

calculations.

An alternative technique to identify phases of economic activity uses trend

deviations. However, since output gaps measured in this way are more or less

symmetric around the trend, this concept fails to catch the pronounced

recessions mentioned above. A third method often used to define recession

periods is the practitioners rule that a recession is given by at least two quarters

of declining real GDP (Funke 1997). However, this definition is purely ad hoc.

Moreover, the dating procedure of Artis et al. (1997) looks at the absolute

lowest value of the time series defining the reference cycle within 24 months.

Hence, normally, the recessions according to the practitioner's rule we will be

recognized by the procedure used here as well.

1 Compare Horn (1995) for an application of this concept on the German business cycle.
Bernard and Gerlach (1996) use this definition, too. However, they evaluate the term
structure of interest rates only.



Figure 1 — Business Cycle Turning Points Based on the Procedure of Artis et al. (1997)
1962 to 1998 (Industrial Production, West Germany, Index 1991 = 100,
corrected for extreme values2, Shaded areas: Recessions).
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3. Econometric Methodology

The probit approach brought forward by Estrella and Mishkin (1998) is used to

determine whether a variable helps to predict recessions. The dependent vari-

able utilized in this analysis is a dummy that takes the value 1 for a recession as

defined in section 1, and 0 otherwise. The following equation is estimated:

[1] Recession, = Po +(3j • It_k + u,

where /, is the indicator to be considered and

2 The value of June 1984 has been replaced by the average of May and July 1984 since in
June the production was depressed by a strike in the metal industry.



fl if the economy is in a recession
r?l Recession, = \LZJ ' { Oelse

The lead k has to be determined by statistical criteria. Following the literature,

k is chosen by maximizing the so-called Pseudo-R2 (Estrella and Mishkin 1998):

[3] Pseudo-/?2 = 1 - (Lu/ Lcy
i2/n)L<-- .

Lc is the die log-likelihood of a regression in which the series recession is
explained by a constant only. Lu is the log-likelihood of the regression
including the possible indicator. The number is bounded between 0 and 1 and
can thus be interpreted in the same manner as the usual R2 in standard
regressions. The expected value of recession derived from the estimated model
is the probability of a recession in t:

[4] Prob(R = l) = <KP0 + IV,-*)

where (p is the cumulative standard normal density function. This kind of

analysis can easily be extended to more than one regressors. For example

Bernard and Gerlach (1996) add a foreign interest rate spread to the equation

above.

[5] Recession, = (30 + PiO'i) ~ <£>)/-« + M't/S " <&>)/-/ + "/

The significance of the variable can be analyzed by using the standard normal

distributed z-statistic: " ^ where s^ devotes the standard deviation of the co-

efficient (3,.

Moreover it is necessary to evaluate the goodness of fit of the model. In this

paper the test of Hosmer and Lemshow is used.3

If the data of the indicator variables are grouped intoy = 1,2,...,7 with m observations in

group). Define the number of y - 1 observations y: = £ )7 ar>d t n e average of predicted

values in group) as ~p • = £p,- / ' " / • The Hosmer-Lemeshow test statistic is computed as
ij



The basic idea of this test is that under the null of correct specification the

predicted values (i.e. the probabilities of a recession) should fall into groups in a

certain manner. This theoretical values can be compared to the actual estimated

probabilities. If the differences turn out to be larger the null of a correct

specification is rejected.

A shortcoming of probit models is their lack of dynamic specification

(Duecker 1997). They do not use the information contained in the autocorrela-

tion structure of the recession series R. However, the variables own history is

often very important for forecasting. Hence, a procedure suggested by Duecker

(1997) is used to test whether an indicator provides additional information as

compared to the recession times series itself. Following this approach, the

equation

[6] Recession = (30 + (3, • It_k + (32 R,-k + ui

is estimated. Again, the Pseudo-7?2 is calculated. Note, however, that the lag-

likelihood of the restricted model in the case is the one for model [1]. Hence,

the Pseudo-ft2 indicates whether model [6] provides additional information

compared to [1]. In addition, a Langrave multiplier test is computed to test

model [6] against model [1]. The test statistic

[7] LR = -2(LC-LU)

is under the null x2 distributed with numbers of restriction as degrees of free-

dom (1 in this case).

The focus of this paper is particularly on the out-of-sample performance of

the indicator series. To analyze this in the context of a probability forecast the

quadratic probability score (QPS) is used (Diebold and Lopez 1996: 259):

[8] QPS = ±h(Pl+k,,-Rt+k)
2

[5] HL =

The distribution of the HL statistic is approximated by a £ 2 distribution with J-2 degrees

of freedom (Eviews User's Guide: 466).



where P denotes the probability of an event R in t for the time t+k. The QPS lies

between 0 and 2. Smaller numbers indicate more accurate forecasts. The QPS

can therefore be seen as a rough analog of the mean square error in standard

regression models.

4. Empirical Results for Individual Time Series

In this paper, the following set of possible leading indicators is investigated:
monetary variables like money supply as well as nominal and real interest rates;
survey data, order inflows, share prices the real external value of the domestic
currency," a composite leading indicator, and variables representing monetary
policy abroad.4 The details of the selected time series are presented in the
appendix. Generally, the estimates were performed using monthly data from
1960 to 1998 unless otherwise stated in the table in the appendix.

Figure 2 shows the Pseudo-R for a set of possible leading indicators for

recessions in Germany. The time series are investigated in levels (survey data,

interest rates) or in changes over previous year (monetary aggregates, order

inflow).5 The Pseudo-R2 statistic is calculated from a lead of 15 months to a lag

of 5 months. The maximum of the statistic is used to determine the lead k of the

indicator. The results are in contrast to findings of Dopke et.al (1994) who used

leading point analysis, cross correlation's and tests on Granger-non-causality to

evaluate virtually the same set of indicators. Whereas in their analysis the ifo-

industrial climate index turned out to be a good indicator, the numbers here

indicate that this time series is not very helpful to predict recessions.

4 Generally, the set of indicators investigated by Dopke et.al. (1994), Lindlbaur (1995) or
Funke (1997) is used. In addition, some US variables are employed to analyze the Bernard
and Gerlach (1996) results. The main difference to the related work of Funke (1997) is the
use of a different definition of a recession and the inclusion of a lagged dependent variable
as a control variable as suggested by Duecker (1997).

5 Regressions based on monthly changes lead to insufficient results and are not reported.



Figure 2a — Pseudo-R2 in a Probit Model to Predict Germany Recessions for Selected Time
Series, Leads, and Lags
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Figure 2b — Pseudo-R* in a Probit Model to Predict Germany Recessions for Selected Time
Series, Leads, and Lags
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Figure 2c — Pseudo-R2 in a Probit Model to Predict Germany Recessions for Selected Time
Series, Leads, and Lags
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In fact, visual inspection of Figure 2 reveals that the series predicts recessions

with a substantial lag. Moreover, if one considers the leads only, the Pseudo-R2

is quite low as compared to other variables. However, the results can be

improved if the components of the climate index — the business expectations

and the current business situation — are considered separately (this confirms

the results of Langmantel (1999)). The index of business expectations is a better

leading indicator as both the index of the opinion on the current situation and

die combined climate index. Since all the ifo time series have a lag with respect

to the recession series and only a very small predictive power if considered with

a lead they should be used only to predict recessions over a rather short time

period. The same holds for the index of order inflows. The consumer confidence

is not a good indicator for the stance of the overall business cycle. This is not

surprising, since the variable is constructed to match the development of

consumption, which is a relatively smooth time series as compared to the

overall cycle.

Generally, monetary variables perform much better.6 Real money supply,

long- as well as short-term interest rates and the interest rate spread have a lead

of about 5 to 6 months and a much better fit than the other time series. Whereas

the fit of real money supply is somewhat higher the lead of the short-term

interest rates seems to be more convenient since the longer lead provides a good

fit as well. Contrary to widespread belief, real interest rates have not much

predictive power for recessions. Moreover, they are clear-cut outperformed by

their nominal counterparts. Confirming the results of Bernard and Gerlach

(1996) the estimates show some influence of the US monetary variables on the

German business cycle. The real money supply Ml is not available any more

after the start of the Euro. Hence, it is also tested whether the European Money

Supply Ml shows some predictive power with respect to the German business

cycle. Unfortunately, this is not the case. The time series shows a relatively low

correlation to the recession time series and provides no clear cut lead.

The result of a good predictive power of monetary variables with respect to the business
cycle is line with the vast majority of the literature. Compare e.g. Kramer and Langfeldt
(1994), Langfeldt (1994), Sauer and Scheide (1995) and Bonser-Neal and Marley (1997) ,
Dotsey (1998) and Atta-Mensah and Tkraz (1998).
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Table 1 — Pseudo-R2 Measures of Fit and Test on Significance for Single-Indicator-
Recession Prediction Models Including the Logged Dependent Variable

Time Series

Short-term interest rate

Long-term interest rate

Real short-term interest rate

Real long-term interest rate

Interest rate spread

Real money supply Ml

Real European Money Supply Ml

Survey data: expectations

Survey data: current situation

Survey data: business climate

Survey data: consumer confidence

OECD leading indicator

Index of new orders

Stock Market Index

Real external value of the DM

US short-term interest rates

US long-term interest rates

US yield spread

k = 3

0.078
(35.2***)

0.032
(14.9***)

0.035
(14.5***)

0.009
(3.3*)
0.078

(35.2***)
0.080

(4.16**)
0.011

(22.4***)
0.004

(0.9)
0.035

(11.9***)
0.016

(5.2**)
0.054

(2.0)
0.006

(2.2)
0.002

(0.3)
0.001

(0.08)
0.003

(0.00)
0.026

(11.9***)
0.006

(2.7)
0.026

(12.1***)

forecasting Horizon

k = 6

0.131
(59.7***)

0.063
(29.1***)

0.050
(19.4***)

0.019
(6.3**)
0.117

(53.5***)
0.126

(3.42**)
0.043

(29.7***)
0.005

(0.1)
0.056

(17.95***)
0.039

(11.9***)
0.082

(0.1)
0.017

(6.2*)
0.012

(3.2*)
0.004

(0.08)
0.004

(3.27*)
0.041

(18.7***)
0.009

(4.3**)
0.042

(19.3***)

k = 9

0.161
(74.0***)

0.092
(42.0***)

0.040
(13.3***)

0.046
(16.0***)

0.129
(59.0***)

0.176
(8.02***)
0.100

(33.9***)
0.017

(2,0)
0.061

(17.7***)
0.056

(15.5***)
0.116

(1.2)
0.039

(13.9***)
0.030

(8.9***)
0.008

(0.31)
0.015

(11.9***)
0.045

(20.8***)
0.014

(6.7***)
0.037

(17.3***)

*** (**, *) denotes that the hypothesis of a zero coefficient is rejected at the 1 (5, 10) percent
level.
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The OECD leading indicator7 as an example for composite indicators shows

not much predictive power with respect to the recession periods. The stock

market index does not help to predict recessions. This might be due to the fact,

that the time series is extremely volatile and hence, tends to give a lot of wrong

signals.

Although some variables investigated here are significant, the fit seems rather

poor. In this respect one has to keep in mind that even a very low Pseudo-/?2 is

consistent with significant influence of the variable. Generally, the calculations

show at least some predictive power considering monetary leading indicators

although their performance appears to be worse than indicated by other

evaluation methods like in-sample forecasting regression (Langmantel 1999) or

in-sample test on Granger non-causality (Fritsche 1999). The predictive power

of the variables is tested more formally in Table 1. Generally, most of the

indicators provide substantial information until they improve the fit of a model

which includes the lagged depended variable only. The values of the Pseudo-R2

against this model as well as the value of the LR-test-statistic increase with a

larger forecasting horizon. This does not mean, however, that the predictive

power of the leading indicators becomes greater if the forecasting horizon is

increasing. Rather, the information content of the lagged recession time series is

decreasing sharply.

All in all, the test confirm the results above. Survey data perform surprisingly

bad and monetary variables are better leading indicators.

5. Empirical Results for a Combination of Time Series

Given the results derived in the previous section, we next try to improve the

model by enlarging the set of explanatory variables used in equation [1]. Three

models are considered. The first model assumes only a lead of one month, one

assuming a lead of three months and a last one is estimated under the assump-

7 The indicator contains the index of new orders, the business survey, Ml money supply, the
yield on public sector bonds, the share prices and an index of unit labour costs. Compare
Petietal.(1996) for details.
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tion that the optimal lead is six months. Generally, all variables are chosen to be

part of the model that show a Pseudo-R2 of at least 0.1 at a lead of three months.

In previously — not reported — regressions it turns out, that the long- and the

short-term interest rates enter the equation with coefficients of opposite signs

but more or less the same size. Hence, the yield spread seems to be the natural

choice. In order to measure the monetary policy of the US the yield curve is

used, too. Additionally, the ifo-business expectations and the index of order

inflows are included. A difficult question is, how to deal with the money supply

variable. On one hand it provides additional information compared to the other

variables. On the other hand, for practical purposes the variable should be

omitted since it is not available any more after the start of the Euro. The

Euroland Money supply Ml turns not out to be a good indicator in the single

indicator analysis. Hence, no money variable is included. In contrast the lagged

dependent variable is used since it improves the forecasting properties of the

model significantly.

Table 2 gives the estimation results. Most of the coefficients have the

expected sign. An increase in the levels of the exogenous variables reduce the

probability of a recession. However, this does not hold for the ifo survey on

business expectations. According to the z-statistic only the domestic spread and

the lagged dependent variable are significant in all three specifications. The

order inflow is always insignificant, the ifo survey enters only the six months

model, though with an implausible sign. Moreover, the overall performance of

the models is not sufficient. Although the Pseudo-R2 looks better than in the

single indicator models this mainly due to the lagged dependent variable. The fit

decreases — not surprisingly — with the forecasting horizon. In the case of the

six months model the goodness-of-fit test even rejects the hypothesis of a well-

specified model.

The results of an in-sample forecasting evaluation are also presented in table

2. For example, 68.6 percent of the recession periods are forecasted by the six

months model correctly if the "cut off rate is set to 0.5, that is any probability

that exceeds 0.5 is counted as a signal for a recession. In other words: If the

probability is less than 50 percent an expansion is seen as more likely than a
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Table 2 — Prediction Models for Germany's Recession

Constant

Interest Rate Spread

Ifo-Index

Order Inflow

US Spread

Recession(-k)

Pseudo-R2

% Correct "no recession"
% correct "recession"
Goodness of Fit test

Model 1
(one month lead)

-1.73
(-8.0)***
-0.26

(-3.1)***
0.01

(0.5)
-0.05

(-0.3)
-0.09

(-1.25)
3.65

(11.6)***
0.86

98.0
94.3
4.64

Model 2
(three months

lead)

-1.13
(-6.9)***
-0.33

(-5.6)***
0.01

(1.2)
-0.001

(-0.1)
-0.12

(-2.3)**
2.56

(10.7)***
0.65

94.8
84.8
9.45

Model 3
(six months lead)

-0.69
(-4.7)
-0.38

(-7.2)***
0.02

(2.4)**
-0.006

(-0.5)
-0.13

(-7.9)***
1.69

(7.9)***
0.44

90.0
68.6
32.96***

The t-values in brackets are corrected for heteroscedasticity using the GLS-method. ***(**,*)
denotes that the null is rejected at the 1(5,10) percent level.

recession; is the probability exceeds 50 percent the recession is more likely.
Moreover, the series of the probability of a recession shows wrong signals.8 To
As shown in figure 3 the signals of 1977 and 1990 were not followed by a
recession whereas the "mini-recessions" of both 1987 and 1995 occurred with-
out any warning. If the development in 1998 is counted as a mini-recession no
signal has occurred, too. On the other hand, the models predict a recession in
the early seventies which did not occur. However, on the other hand the most
pronounced recession in 1974 and 1982. Only the months model signals the
recession of 1993. The probabilities calculated from the three and six months
model appear to be rather small.

To calculate the time series in figure 3 the insignificant variables have been omitted from
the equations.
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Figure 3 — Estimated Probabilities of a Recession and Recession Periods (Shaded Areas) in
Germany 1968 to 1999

70 72 74 76 78 80 82 84 86 88 90 92 94 96 98

One Months Model Six Months Model
Three Months Model

6. Out-of-sample Performance

In the recent literature dealing with the evaluation of leading indicators and

recession prediction models there is a growing consensus, that the in-sample

criteria are likely to be misleading in analyzing the predictive power of a

indicator time series or a prediction model (Estrella and Mishkin 1998,

Kirchgassner and Savioz 1998, Davis and Fagen 1997). Hence, the models

developed in section 5 are used to produce out-of-sample predictions in the

following way: The equation of the 3-months (6-months) model outlined in

section 5 is estimated using data from 1969 to 1976. Insignificant variables are

omitted from the equations as well as the lagged dependent variable. Hence the

remaining variables are the domestic and the U.S. term spread. The model is

used to calculate the probability of a recession for the next three (six) months.

The procedure is repeated after adding additional three months of data until the
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end of the sample. Figure 4 shows the probabilities of a recession given by the

in-sample performance of the model and given by the procedure described

above.

Figure 4— Predicted Probabilities of a Recession (calculated from an) In-sample and an
Out-of-sample Model.

Probability of a Recession

- Three Months Ahead -

78 80 82 84 86 88 90 92 94 96 98

In - Sample Out - of - Sample

Probability of a Recession

- Six Months Ahead -

78 80 82 84 86

In - Sample

90 92 94 96 98

Out - of - Sample



17

The result is clear cut: the out-of-sample performance of both models is
obviously different from the in-sample performance of the models. In particular,
before recession of 1992/93 the probability obtained from the out-of-sample
procedure is even lower than the one calculated from the in-sample models.
However, as mentioned before the recession is missed in both cases. The results
of the visual inspection are consistent with the statistics summarized in table 3
where the QPS statistics are given for both models and forecasting horizon's.
Whereas in-sample reasoning suggest that the predictive power is more or less
equal in both cases, the out-of-sample results confirm that the six months model
shows larger forecast errors.

Table 3 — Average Quadratic Probability score (QPS) for In- and Out-of-sample Predictions
of Germany's Recessions

Model

Three months model
Six months model

In-sample

0.31
0.30

Out-of-sample
0.86
0.94

7. Conclusions

Several time series are investigated to analyze whether they can serve as leading
indicators for Germany's recessions. The so-called "classical" approach of
dating turning points was used. The main results are that the predictive power of
leading indicators is only low. Short-term interest rates, narrow money supply
and the interest rate spread appeared to be relatively good leading indicators.
Data from business surveys as well as order inflows provide lags rather than
leads with respect to recession periods. The best predictive power among the
survey data is provided by the business expectations. The course of American
monetary policy as measured by the US yield spread helps to forecast German
recessions. Predicting recessions with a set of variables rather than with only
one variable does not increase the power. Recession prediction models build for
a lead of one, three and six months, respectively, does not perform better than
the single indicator models. For leads longer than nine months only monetary
variables provide any predictive power for recessions. Out-of-sample forecasts
show that the prediction of a recession is only possible for very short fore-
casting horizons.
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Appendix table 1: Data and Sources

Time Series

ifo-business-expectation, ifo-business survey:
current situation, ifo business climate

Consumer confidence

Order inflow

Money supply Ml

Long-term interest rate

Short-term interest rate
US-long-term rates

US-Short-term rates

OECD Composite Leading Indicator Germany
(trend restored)
Stock market index

Inflation rate

Industrial production

European Money Supply Ml
European Consumer Price Index

Details and Source

balance of optimistic (+) and pessimistic (-)
firms in manufacturing. Monthly data. Source:
ifo-Institute. Data from 1968 to 1998.
Index 1980=100. Source: GFK
Marktforschung. Data from 1980 to 1998.
Seasonally adjusted index of new orders
1991=100 in manufacturing. Source:
Deutsche Bundesbank and own calculations.
Data from 1962 to 1998.
Bill. DM. Seasonally adjusted. Source:
Deutsche Bundesbank.
"Umlaufrendite festverzinslicher
Wertpapiere", Source: Deutsche Bundesbank
3-Month Money Market rate
10-year government bond yield. Source:
OECD, Main Economic Indicators.
3- month money market rate, Source: OECD
Economic Indicators
Index 1990=100, Source: OECD Main
Economic Indicators
Index 1987=100, Source: Deutsche
Bundesbank
Year on Year Change of the West German
CPI (seasonally adjusted). Source: Deutsche
Bundesbank
Index 1995=100, seasonally adjusted. Source:
Deutsche Bundesbank. Data from 1962 to
1998.
Bill. Euro. Source: European Central Bank.
Index 1990 = 100. Source: Datastream.
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