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ON THE INFORMATION CONTENT OF THE FAMA AND FRENCH
FACTORS IN THE UK

Abstract

This study explores the information content of Hdhd SMB by linking the
Fama-French factors to shocks in the state vasallbich predict future
investment opportunities. It shows that the HMLtéaccontains information
about shocks to default spread. Moreover, the Hareaeh model explains the
cross-section of average returns on portfoliosesoan size and book-to-market
ratio better than both a model that includes shackihe state variables and a
model that includes news related to future indaktgroduction growth in
addition to the market factor. Furthermore, wheadlogs on HML and SMB are
present in the model, loadings on shocks to defriéad lose its explanatory
power for the cross-section of returns. The resyit®vide economic
interpretation for the empirical success of HMLtéadut different from the US

evidence that shocks to state variables subsumea+{Faemch factors.



1. Introduction

Fama and French (1993, 1995, 1996) argue that @lnvddch includes HML
and SMB factors alone with the Market factor explaiost of the cross-sectional
variation in average returns of portfolio sortedsiee and book-to-market. HML
is the return of a portfolio long in high book-toakket stocks and short in low
book-to-market stocks whereas SMB is the returma giortfolio long in small

stocks and short in big stocks.

The outstanding performance of the Fama-French hioae ignited a great
debate among the finance academics over the economoition behind the
HML and SMB factors. Fama and French (1993) ardust the superior
performance of HML and SMB factors might be becalsy work as a proxy
for time variation in the investment opportunityt.sehis risk based explanation
is in the spirit of Merton’s (1973) Intertemporab@tal Asset Pricing Model
(ICAPM).

Campbell (1996) argues that the empirical implemigm of the ICAPM should

neither be based on selecting important macroecmneaniables nor on running
a factor analysis on the returns variance covaeanatrix. Rather, factors should
be chosen on the basis of their ability to forecdsnges in future investment

opportunities.

A growing body of research supports the risk-basgadanation behind the HML
and SMB factors by linking them to macroeconomigalaes and business cycle
fluctuations. One interpretation of the relatiotvieen HML and shocks to term
spread is in the context of cash flow maturities assets. Cornell (1999),
Campbell and Voulteenaho (2003) and Lettau and Weaq2007) argue that
growth stocks are high duration assets which mhkentlike long-term bonds
and more sensitive to shocks in the long end oftéhe structure. In contrast,
value stocks have lower duration than growth stogk&ch makes them more
similar to short-term bonds and more sensitivehtocks in the short end of the

yield curve.



Fama and French (1989) find that term spread témdse low near business
cycle peaks and high near troughs. Moreover, Hatfthlaee (2006) show that
term spread and short term interest rate, proxyhleyone-year treasury vyield,
move in opposite directions. Thus, they predict thereases (decreases) in the

term spread to be associated with higher (loweudrms on HML on average.

The default spread has long been used as a praxythéostate of business
conditions and, in particular, as a measure oficradrket conditions (see, for
example, Gertler, Hubbard, and Kashyab (1990) aa&hi{ab, Lamont, and Stein
(1994)). Chan and Chen (1991) argue that smallsfiame often marginal firms
which are particularly dependent on external fimagcand have financial

leverage and cash flow problems. The earnings poidpr these firms is more
sensitive to changes in the business conditionsrefbre, they predict negative
association between shocks in default risk andatlegage returns on SMB. This
suggestion is supported by Petkova (2006) findin§snegative covariation

between average returns on SMB and shocks to defardad though it is only

marginally significant.

Some imperfect capital market theories (e.g., Ba#teaand Gartner (1989),
Gertler and Gilchrist (1994), Kiyotaki and Moore@lr)) argue that a change in
credit market conditions will affect small and lardirm’s risk differently.

Information asymmetry between firms and their ddi induces agency costs
which make it required for firms to use collatendien borrowing in the credit
market. However, small firms are usually suppongth less collateral than
large firms and are less able to raise externabdurConsequently, lower
liquidity and higher short-term interest rates wilve more adverse effect on

small firms compared with large ones.

Perez-Quiros and Timmermann (2000) find that sifivatls show higher cyclical

asymmetries in risk and expected returns than lérges. They discover that
small firms are more strongly affected by tighteedit market conditions (as
measured by higher interest rates, higher defadm@, and lower money
supply growth) than large, better collateralizech&. Hahn and Lee (2006) build
on these results and suggest the use of the negaftichanges in the default

spread as alternative macroeconomic proxy for SMB.



Fama and French (1992b) argue that book-to-mardeityeis associated with
relative profitability. Stocks with lower B/M ratisignal stronger earnings and
are less subject to default risk. On contrast, hi§ ratio firms have
persistently poor earnings. An increase in defasittis commonly interpreted as
a signal of the market expectations of worsenirgglitrmarket conditions. This
will raise the discount rate which will consequgttilt firms with high book-to-

market ratios more heavily than firms with low betokmarket ratios.

Chan and Chen (1991) predict that small firms Wwél more sensitive to news
about the state of the business cycle. Levis antokti (1993) confirm this
proposition while studying the size premia in thK during different business
cycles in the period 1960 to 1991. They find thatak firms tend to
underperform in economic contractions and outperfaluring periods of
economic expansions. This argument was supportedebgvidence provided by
Liew and Vassalou (2000), Vassalou (2003) and K&003).

Dechow, Sloan, and Sloiman (2004) consistent witbrn€ll (1999) and

Campbell and Voulteenaho (2003) argue that low Bgkbwth) stocks are long
duration stocks and hence are more sensitive teatgg returns shocks .This
suggests that firms with low B/M ratio are expectedcave higher exposure to
shocks in economic growth than high B/M firms amtewersa. This expectation
finds support in Bagella et al. (2000) finding imetUK that returns of value
stock portfolios covariate less with GDP growthrnththose of glamour stock

portfolios.

The goal of this paper is twofold. First, it linkke Fama-French factors to
shocks in the state variables in order to explbesimformation content of HML
and SMB. Second, we compare the performance ofrsioveof the ICAPM

where the factors are shocks to state variabless presdict future investment

opportunities with both the Fama-French model &wedMassalou (2003) model.

Our study will not be restricted to discover théatienship between HML and
SMB and alternative macroeconomic proxies in a Bniime-series regressions,
but also expanded to test the pricing performanicelifferent asset pricing

models constructed on the basis of these proxiegder to examine whether



alternative macroeconomic proxies of HML and SMBlein the cross-sectional

variation in returns in the way the HML and SMB do.

The rest of the paper is organised as follows.i@e& explores the data sample
selection. Section 3 discusses the portfolios ftionaand how the shocks in the
state variables are constructed. Section 4 exptagmsethodology of this study.
Section 5 presents the descriptive statistics anthins the results form running
different sets of cross-sectional regressions ififerent sets of testing portfolios.

Section 6 summarises and concludes.

2. DATA SAMPLE

The sample covers all UK listed firms (live and dlefor the period from July
1980 to April 2003. For our empirical analysis w&wannual accounting data
from DataStream (book-to-market and market valuda)daas well as
macroeconomic data. Monthly returns data have kg#acted from the London
Share Price Database (LSPD). The companies arehethtcetween the two
databases by their SEDOL number. Furthermore, wahesLondon Share Price
Database Industrial classification (G17) and th&ETndustrial Classification
Benchmark (ICB)in our construction of the industry portfolios. Welude in
our sample companies that have been de-listed tihenexchange due to merger
or bankruptcy etc. Wexclude companies with more than one class of ordinary
share, companies with negative book-to-market, @rdpanies that belong to
the financial sector (banks, insurance companmeggsitment funds, unit trusts

and property companies).

The proceeds from a delisted stock are distribatedng other stocks in the
portfolio on the basis of their weights. Moreovee correct for the delisting
bias of Shumway (1997) by adjusting the delistiegums to -100 percent
whenever the LSPD death type is liquidation (7)ptgtion cancelled for reason
unknown (14), receiver appointed/liquidation (18), administration (20), or
cancelled and assumed valueless (21). The returth®@mmarket portfolio is

proxied by the value-weighted return on the finahtime all share index while



the yield on three month Treasury bill is used awsaxy for risk-free rate. The

distribution of firms across the years is descritmedppendix, Table A.

3. PORTFOLIO FORMATION
3.1 Construction of risk factors

Michou, Mouselli and Stark (2007) review differanethods used to construct
Fama-French factors HML and SMB in the UK. Theywlbat the mainstream
of these methods have attempted to apply the lettdre spirit of the Fama and
French (1993) methods to the UK situation, with sattempts at adaptation to

the differences between the UK and US stock markets

We follow Gregory, Harris and Michou (2001, 2008), construct Fama and
French factors. That is, at the end of June eaahtyfeom 1980 to 2003, stocks
are allocated to two groups small (S) or big (B)tloa basis of the median of the
largest 350 firms. Stocks are also allocated imndependent sort to three book
to market groups, low (L), medium (M) or high (F)gcording to the breakpoints
of the bottom 30%, middle 40% and top 30% of thiies of BM recorded for
the largest 350 firms at the end of yedr .Therefore, six size-BM portfolios
(S/L, SIM, S/H, B/L, B/M, B/H) are constructed dee tintersections of the two
size and three BM groups. Then, we calculate theevaveighted monthly

returns for the six intersected portfolios.

The return on the size factor (SMB) is definedhesrhonthly difference between
the average of the returns on the three smallmizeolios (S/L, S/M, S/H) and
the average of the returns on the three big siz#¢fgios (B/L,B/M,B/H).
However, the return on the book-to-market factocakulated as the difference
between the average of the returns on the two BMportfolios (B/H,S/H) and
the average of the returns on the two low BM pdid&o(B/L,S/L).

3.2 Construction of the 16 size-BM intersected portfolios

We construct two sets of testing portfolios to exelthe information content of
Fama-French factors. The first set is based aimgostocks by size and the BM

ratio. The second set is based on industry sorts.



For the size-BM intersected portfolios, we indeparity sort stocks into
quartiles based on size and the BM ratio at thecgrldine of each yeamwhich
results in 16 size-BM intersected portfdlioFor the size sort, firm size is
measured as the number of stocks outstanding riedtipy the stock price at the
end of June. The BM ratio for every stock is meaduwas the book value of the
firm at the end of December of yelat (the equity capital and reserves minus
total intangibles) divided by the market value log firm at the end of December

of yeart-1.

The intersection of these size and BM independenmts sgives us sixteen
portfolios each year. For these sixteen portfolia® then calculate value-
weighted returns on the assumption that the pavfare bought and held for a
year. Repeating this process, year by year, eegula time series of portfolio
monthly returns from July 1980 to April 2003. Thecess returns on these 16
portfolios are the dependent variables in the tg®ees regressions. Table B in

Appendix provides descriptive statistics for thesiz&2-BM sorted portfolios.

3.3 Construction of the 20 industry portfolios

We use the London Share Price Database induslasditication codes G17 and
the FTSE Industrial Classification Benchmark (I@8)onstruct twenty industry
portfolios every month from July 1980 to April 2008Ve estimate value-
weighted monthly returns for these portfolios. Suamyrstatistics for the industry
portfolios are reported in Appendix Table C. In stwuacting the 20 industry

! We use 16 instead of 25 size-BM intersected paodpdespite the fact that explaining the excesgme

on the 25 Fama-French testing portfolios contirtodse the basic approach in US empirical finanadiss,

for two reasons. The first reason is the desirentintain a reasonably large number of firms in each
portfolio. It is well known that the number of sksctraded on the London Stock Exchange is lowen tha
those traded on the NYSE, AMEX and NASDAQ. Henamstructing 25 size-BM intersected portfolios
for the UK sample potentially will result in a lomumber of stocks in some portfolios. Therefore, the
average returns of these portfolios could be vengiive to slight changes in their componentso8egcour
choice of constructing 16 size-BM sorted portfoliiogls support from both Miles and Timmermann (1996)
who construct 16 intersected size-BM portfolios $e as testing portfolios in their asset pricingstes



portfolios, we apply the same criteria we previgussed for the construction of

the 16 size-BM intersected portfolios.

3.4 Thelndustrial Production (I1P) growth mimicking portfolio

Vassalou (2003) constructs a mimicking portfolionefvs related to future GDP
growth following Lamont (2001). She regresses ®it@DP growth on eight
base assets (the six size-BM portfolios, which @sed to construct HML and
SMB factors, in addition to term and default spsgagb the fitted value from the
regression will contain the same information asftltare GDP growth but this
information is expressed now in terms of portfakurns. In addition to those
eight base assets, she adds in to the regresseha control variables which
includes a constant, the yield spread of long-tdm@asury bonds minus the
Treasury bill yield, the yield spread between |degn corporate bonds and
long-term government bonds, the consumption weatib, and the risk-free rate
in order to filter the information in the mimickingprtfolio so it captures only

the innovations in future GDP growth.

In this study, however, we construct a mimickingtfmio for news related to
industrial Production (IP) growth instead of GDRwth because GDP data is
not available in the UK on a monthly basis in castrto all the macroeconomic
variables we employ. Andreaat al. (2000) point out that IP accounts for 26.6%
of the UK’s GDP in 1995 and 25.9% for the US in 899

We follow Vassalou (2003) in constructing a mimigki portfolio of news
related to future IP growth by regressing IP groatheight base assets and a set
of control variables. The eight base assets cornsissix stock portfolios
constructed from the intersection of two MV ancethBM portfolios in addition

to two fixed-income portfolios which are the retsirron default spread
(DEFAULT) and term spread (TERM). DEFAULT is defithas the difference
between the monthly return of the Financial Timged interest securities price
index and the Financial Times government securfiiése index. TERM is the
yield difference between a long term governmentdo@md a short term

government bond (one year government bond). The stairce for TERM and



DEFAULT components is DataStream, apart from theldyion a one year

government bond, which is obtained from the Bankmdgland website.

According to the UK literature on the macroeconofiaictors that affect stock
returns, our set of control variables includesaitifin, unexpected inflation, real
money supply, the difference between the yield arglterm and three month
Treasury bill rate (TERMY), the UK treasury billtea the Input Price Index
(IP1), and oil prices. We define those control abtes as follows:

a) Real money supplyis the UK money supply MO deflated by the Consumer
Price Index (CPI);

b) Termy is the difference between the yield on long tema short term
government interest rates. The long-term interatt s approximated by the
yield on the government long-term bond while thersbterm interest rate is
measured by the three month Treasury bill rateh Baderest rates are converted
to their monthly equivalents to be comparable witick returns;

c) IPI is the Input Price Index which refers to fuel andterial purchased by
manufacturing industries and not seasonally adjuste#ained from the Office
for National Statistics;

d) Oil Pricesis the monthly price of crude petroleum;

e) Inflation is the monthly percentage change in the Consumes RPidex;

f) Unexpected inflationis the difference between expected inflation actda

inflation measured by the percentage change iCtle

In order to construct expected inflation, we foll@xooks (2002) in fitting an
ARMA model to the actual series and making a on@pge(month) ahead
forecast, then rolling the sample forward one pmkriand re-estimating the
parameters, and making another one-step-aheadafdyend so on. We use two
information criteria, namely, the Akaike and Schayan order to determine the
order of the model that best captures the dynagatufes of the data. We find
that ARMA (2,1) produces the lowest values for btit Akaike and Schwarz
information criteria -2.47453 and -2.34605 respetyi. Moreover, we use static
forecasts to construct our expected inflation serie

The regression model is of the form:

10



IPt,t+12 = CBt—l,t + kz t-1,t-2 + et,t+12 ) (1

where:

Rz Is the annualised IP growth over the nexdve months;

B is a column vectaf eight base assets returns — six of them are
stock portfolios and two are fixed-income portfgliivom the end
of periodt-1 to the end of periot

C Is a row vector of portfolio weights

Zivi-2 is a vector of a constant and a sebafrol variables from the end
of period t-2 to the end of period t-1;

k is a row vector of coefficients @antrol variables;

Q2 is the error term, assumed to be untzdae with both Bt-1,t and

Zt-1,t-2.

The monthly return on the mimicking portfolio ofwe related to IP growth from
the end of periot+1 to the end of periot( MFTRALL,_,,) is then equal to:

MFTRALL,_,, =¢B,_,, (2

The results from regression (1) are reported indablt reports the coefficients
on the base assets and control variables while-skegtistics are reported below
the coefficients. The standard errors are correfbedheteroscedasticity and
serial correlation up to five lags using the Newigst (1987) estimator. The
individual coefficient estimates of the base asastshard to interpret because of
multicollinearity among them. Moreover, thestatistics for these coefficients
reject the null hypothesis that they are individuaignificantly different from
zero in almost all cases. However, the asymptoti@lue from they’(8) test,
which examines the hypothesis that the coefficiefthe base assets are jointly
zero, suggests that the eight base assets jointifain some information about
the future IP growth. This is consistent with Vdsaas (2003) findings for the

11



US where none of the base assets have coeffidiggtare significantly different
from zero. The coefficients on the base assetshase that will be used in the
construction of mimicking portfolio of news relatéal IP growth as explained

above.

Among the control variables, the coefficient ontpask-free rate is positive and
significantly different from zero while the coefiénts on previous inflation rate,
input price index and real money supply are negabiut significantly different
from zero. This suggests that those four contraialdes are significant in

predicting future IP growth in the UK. Regarding tadjusted-B we can see

that is very close to Vassalou’s adjusteteR38.62%.

Table 01 The ability of size and BM portfolios to predictfuture IP growth

Coefficient t-statistics
Base assets B/H -0.0039 -0.0928
B/M -0.0717 -1.4734
B/L 0.0393 0.8903
S/H 0.0316 0.4288
S/IM -0.0592 -0.6289
S/L 0.1089 2.4215
Def -0.0788 -0.7528
Term 5.1488 0.8242
Control variables | Constant 0.1775 2.8030
Termy 5.3373 1.1089
B 4.1947 1.6509
Inflation -5.2341 -1.9868
IPI -0.0010 -2.5297
Oil prices 0.0002 0.3579
Real money -0.0050 -2.4868
Unexpected Inflation -0.0655 -0.0203
Adj R? 32.7980
¥(8) 29.7944
p-value 0.0002

Notes: The table reports the coefficients on theebassets and control variables as well as trstatistics (reported
below the coefficients) and they are correctechfeteroscedasticity and serial correlation, usirgNlewey-West (1987)
estimator with five lags. The base assets inclidedguity portfolios with different book-to-mark@M) and size (MV)
characteristics as well as the return on long-tgavernment bonds minus the return on short ternemgoaent bonds
(Term) and the default spread measured as thedtiffe between the monthly logarithmic returns effinancial Times
fixed interest securities price index and the Fai@nTimes government securities price index. Téeims of the six
equity portfolios are in excess of the risklese.r& stands for big MV whereas S stands for smadl Bimilarly, H, M,
and L denote high, medium, and low B/M respectivélye set of control variables includes a constiuetyield spread
of long term government bonds minus the treasutyigld (TERMY), the risk-free rate (TB), inflatig oil prices, real
money supply, unexpected inflation, IPl. The vaeabTERMY, INFLATION, IPI, oil prices, real moneynd
unexpected inflation are lagged by one period. démendent variable is the annualised IP growth themext twelve
months. The regressions use monthly data, andethens are simple. The chi-square test examinebypethesis that
the coefficients of the base assets are jointlg.ZEne sample period is from July 1980 to April 200

12



3.5 VAR estimation to construct shock in state variables

To generate shocks in the state variables, caralldhbe taken in the

specification of models that are used to providedaoonal expectations of the
variables concerned. However, relatively littleeatton has been paid to the
econometric modelling of the state variables taveeshocks in the series. For
instance, Chan, Chen and Hsieh (1985) and Ghea. (1986) construct the
shocks as the changes in, or the rates of growttheovariables, despite the
Chenet al. (1986) initial suggestion that a vector autoregnee (VAR) model

might be more appropriate.

Brooks (2002) points out that one advantage ofguMAR models to extract
shocks to the state variable is that it is morexilfle than univariate
autoregressive (AR) models. The VAR model allohs value of a variable to
depend not only on its own lags but on the lagstter variables in the system.
Therefore, the VAR model offers a rich structureickhenables it to capture

more features of the data.

Campbell (1996) extends the application of VAR egst to asset pricing tests.
He argues that the variables that enter the veiftstate variablesz,, play a
double role in the empirical work. First, theseiagbles are forecasting variables
known for their ability to predict stock returnsec®nd, shocks to these state
variables are factors in cross-sectional asseingritests. The UK literature on
the relation between stock returns and macroecanemamiables confirms that
the first role of the forecasting variables is gah the UK for the risk-free rate
(Beenstock and Chan, 1988), default risk (Clare @hdmas, 1994) and term

spread risk (Poon and Taylor, 1991), while the sdaole is what we test.

Campbell (1996) assumes that the veaofollow a first-order VAR:

2y SAZ HU (3)

13



Campbell and Shiller (1988) argue that the firgteor VAR is not restrictive
since a higher-order VAR model can always be sthékéo first-order form.
Moreover, Campbell (1996) argues that first-ordeARV has the desirable
property of generating simple multi-period foresast the elements i by just

multiplying z; by the j +1 power of the matri’A:

E.Z.ju =A"z, (4)
The first element of the vectaris the excess return on the market while the
other elements are term spred@&RM), default spreaddEF), the risk-free rate
(Ry), HML and SMB, respectively. All these variables are required bi®
stationary. Hence, all variables are subjectedhto daugmented Dickey-Fuller
(ADF) test. If a unit root is detected in any oetprevious variables, then the
first difference of this variable will be used imbsequent analysis. Hence,

equation (4) can be re-written as:

RM it _RM,I—l 1
Term, Term_,
Def, _ A Def, N
- ut (5)
th th—l
HML, HML,_,
_Sl\/l B, | _SI\/IBt_1 |

Brooks (2002) defines a stationary series as otie avconstant mean, constant
variance and constant autocovariances for eachngiag. The concept of
stationarity is important because the use of natiestary data can lead to a
spurious regression. In other words, the end resfu#t regression of two non-
stationary variables regressed on each other migbk good (significant
coefficient estimates and highdR but is really misleading as both variables
could be totally unrelated. Therefore, all variahie the VAR model are required

to be stationary.
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One way to test whether a series y is stationatyyiperforming an ADF test,
usually referred to as a unit root test. The babjective of the test is to examine

the null hypothesis thaty = Grom the following equation where p is the

number of lags and is the error term;
P

Ay, :C+wyt—l+z/]iAyt—l+Ut (6)
i=1

Hence, all variables are subjected to an ADF teh wwelve lags of the

dependent variable in a regression equation (6)henraw data series of the
above mentioned six variables. If the test statiskiceeds the critical value, the
null hypothesis of a unit root in the series isectgd. In contrast, if the test
statistic does not exceed the critical value, thiehypothesis of a unit root in the
series cannot be rejected. The value of the tatissts and the relevant critical

values from the DF tables are presented in Table 2.

Table 02 ADF test statistics for variables in the VAR sytem

Variable Augmented Dickey-Fuller Test statistic
Excess market return -3.929156
Term Spread -2.373685
Default Spread -4.379773
Risk-free rate -1.719578
SMB -4.146458
HML -4.007449

Dickey-Fuller critical values are:-3.4563 for 1%8224 for 5%, and -2.5725 for 10%.

It can be noticed from Table 2 that the ADF teatistic is more negative than
the critical values (at any level) for all the \zoies apart from term spread and
risk-free rate. Hence, the null hypothesis of & voot in term spread and risk-
free rate cannot be rejected. However, the nullothygsis of a unit root is

rejected for the remaining variables.

If the null hypothesis of a unit root cannot beeotgd in any of the tested
variables, then the first difference of this valeals taken and tested again for a
unit root. Hence, we take the first difference lo¢ tvariables with a unit root,

namely, term spread and risk-free rate, and apy@\ADF test for the new series.
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The augmented Dickey-Fuller test statistics forrbke series are -6.979764 and
-7.446724 respectively. The null hypothesis of & toot in the new series (i.e.
the first difference of the term spread (DTERM) dhd first difference of the
risk-free rate (DRF)) is therefore rejected.

We estimate equation (3) where the elements arfe now the excess return on
the market, the first difference in term spread HRXM), default spread (DEF),
the first difference in risk-free rate (DRF), HMIné SMB, respectively. Next,

we save the residuals corresponding to DTERM, DE# RRF from running

P4 and u™ respectively. These

this VAR system and denote them a&¥™,u
shocks are possible risk factors in addition to ¢lxeess return of the market

portfolio, HML and SMB.
4. Research Design

4.1 Relationship between HML and SMB and shocks to state variables

As the first step in testing whether the HML and EBRctor contain information
about shocks to state variables, we calculate ahelation coefficients between
HML and SMB and news related to future IP growitFTRALL), shocks to the
term spread’™™), shocks to the default spread’S), and shocks to risk-free

rate (7).

In the next step we examine the joint distributmHML and SMB and the
MFTRALL, u™™ u®¥ andu®. Therefore, we run the following two time-series

regressions:

HML, = ¢, +¢ (R — Ry) + C,MFTRALL, + o, ™™ +c,u,” +cu,™ + &, (7)

Where:
Co IS the consteamn;

c,,C,, C;, C,,andc;, is the covariance of HML witiR - R, MFTRALL,

T Def
erm, u

u ,andu™ respectively;
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EnmLt IS the error terntiate t.

and,

SMB =d, +d,(R, —Ry) +d,MFTRALL +d,u, ™" +d,u” +du," +£g,5 (8)

Where:
d, IS the constaer;

d,,d,, d;, d,,andd; is the covariance of HML with(R, - R, MFTRALL,

u™™ uP¥ andu® respectively;

E vpt IS the error terntiate t.

If HML factor covaries significantly (whether pasily or negatively) with any
of the above mentioned shocks to state variabhes) e can argue that HML
factor may contain information about shocks to siase variables. However, if
the covariance of HML factor with any of the abawentioned shocks to state
variables is insignificantly distinguishable fronera, then we can suggest that
HML factor does not contain information about shetlk this state variable. The

same argument applies for the SMB factor.

4.2 Asset pricing specification

The CAPM relates the expected return on any assetstmarket risk only.
Hence, it abstracts from potential changes in thestment opportunities set
over time and therefore implicitly assumes that meariance efficiency is a
time-invariant concept. In response to this criéigivlerton (1973) develops an
intertemporal version of the CAPM (ICAPM) to incorpte a dynamic structure
into the CAPM.

In the ICAPM, investors not only dislike uncertgirgbout future wealth as in
the CAPM, but also dislike uncertainty over futurarestment opportunities
(Fama, 1996). Therefore, investors should be cosaied for holding risk
linked with the market and for holding risk asstetawith potential changes of
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the investment opportunities set which, in turnuldoarise due to changes of
some state variables. Fama (1996) also restatesirthierms of algebra. He
argues that, in the ICAPM, investors aim to minenthe variance of their
investment portfolio not only subject to obtainiagdesired portfolio expected
return and constrained by the asset weights addimge (as in the CAPM) but
also subject to achieving desired betas againstag-gariable mimicking

portfolios.

Merton (1973) derives an asset pricing formula wh#re expected excess
returns on an individual asset over the risk-frae rdepends not only on its
correlation with the excess market return but asoits correlation with the
excess return on an asset that proxies for int@oeah changes of the investment
opportunities set. Likewise, Fama (1996) presehts ICAPM as a simple
generalisation of the CAPM model by adding risknpiiems for the sensitivities
of R to the return®,, s=1,....,S,0n state variable mimicking portfolios:

ER) R, = Au[ER,)~R 1+ T ALER) R 1.0 ©

where:

B, is the exposure of portfolio to the excess return on state variable

mimicking portfolios.

We assume that asset returns are governed by sheeti time version of the
Merton (1973) ICAPM, whereas the shocks in stateatées, which are risk
factors in the ICAPM, come from a vector autoregnes (VAR) model.
Campbell (1996) argues that this linkage has tlsralde feature of not biasing
the results towards detecting spurious patternsnwinking time-series and
cross-sectional findings. We assume the followetgnn-generating process:

S

Ri —Ry =& +18iM (RMt - th) +Z(ﬁis)uts T & Cli (10)
s=1

where:

u’ is the shock to state varialsiéor periodt;
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B, isthe exposure of portfolicto the shock in the state varialsle

This equation is a form of equation (9) where trerkat factor and the shocks to
the state variables are the relevant risk factorheé ICAPM. The shock is the
unexpected component of the variable as only trexpected part of the state
variable should attract a risk premium.

Consequently, the betas from equation (10) willthee inputs in the following
general cross-sectional model:
- s -
Re =R = Vi + Vo B + 2 W) Bs +a , Lt (11)
s=1

where:

V.  isthe risk premium for the shock to state vdeador period t

4.3 The competing asset pricing models

In order to understand the information contenthef 8MB and HML in a risk-
based framework, we decided to compare the perfacenaf the Fama-French
model with two other asset pricing models — the s#@su model and the
Macroeconomic model. Each one of these models gis@svn risk story for the
empirical success of Fama-French model in the W®&nTwe put all the possible
risk factors together with the Fama-French factorene model, called the All
Factor model, and test the new model to find wiiadtors retain their ability to
explain returns. The main aim here is to compagepticing performance of the
first three models and to use the All Factor madekexplore the incremental
ability of different risk factors in explaining theross-section of stock returns.
We provide a brief description in the following 8ens of the asset pricing

models which we test.

4.3.1 The Fama-French three factor model

Fama and French (1993) propose an asset pricinglmmddch includes, apart
from the market factor, a factor related to BM whitiey call high-minus-low
(HML), and a factor related to size, and called I&ménus-big (SMB). They
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argue that their model does a good job in explgimwerage stock returns in the
US. In a series of papers, Fama and French (198K, Jand 1996) argue that
their factors, namely HML and SMB, act as stateialdes in the context of
Merton’s (1973) ICAPM. If this is true, then thes$actors should capture
information about fundamental risk in the econontych affects the investment

opportunity set.

4.3.2 The Vassal ou model

Vassalou (2003) finds that a factor capturing neetated to future gross
domestic product (GDP) is an important factor iplaxing the cross-section of
returns of portfolios sorted on size and BM rafsdie points out that a model
which includes this factor along with the markettéa has explanatory power
about as high as the Fama-French model. Moresbher claims that the HML
and SMB factors mainly contain information related future GDP growth.
Furthermore, she shows that the HML and SMB factose most of their
explanatory power in the presence of the GDP neegad factor. This result
provides an economic interpretation for the emplrguccess of HML and SMB

in explaining the cross-section of asset returns.
4.3.3 The Macroeconomic model

Petkova (2006) proposes an asset pricing modelitbktdes, in addition to the
market factor, shocks to the aggregate dividentdl yshocks to the term spread,
shocks to the default spread, and shocks to tkdrae rate. She shows that this
model works better than the Fama-French model jptaéxing average returns of
portfolios sorted on size and BM ratio. Furthermaige argues that changes in
the investment opportunity set are not only duamdws related to future GDP
growth. Moreover, Campbell (1996) indicates that émpirical implementation
of the ICAPM model should not be based on choosimprtant macroeconomic
variables. Instead, the factors in the ICAPM shdwddrelated to shocks in state
variables that predict future investment opporiasitTherefore, Petkova (2006)
concentrates on state variables that are foundorl as proxies for changes in

the investment opportunity set in the cross-seatiasset-pricing literature.
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Merton (1973) argues that the changing nature efiniterest rate is the prime
example against the constant investment opporasn@doncept. Moreover, Long
(1974) states that the yield curve is a relevant glathe investment opportunity
set in an economy with a bond market. Litterman &utheinkman (1991)

confirm that the main drivers of the term structofenterest rates are its level
and its slope. Therefore, we use the risk-free aate term spread to capture

variation in the yield curve.

Hahn and Lee (2006) argue that shifts in investno@mportunity set come also
from time-varying risk premia. Jagannathan and WEr896) use variations in
the default spread as a proxy for time-varying psémia. Therefore, the default
spread is employed to capture the hedging concefnisvestors related to

variations in risk premia.

Another relevant part of the investment opportusiy that faces investors in the
ICAPM is the conditional distribution of asset metst. Many papers confirm that
the first moment of asset returns varies over tand suggest proxies for the
variation in average returns. Fama and Schwert7)L8fow that excess market
returns move through time and document that thastng bill rate (as a proxy
for expected inflation) has explanatory power otlex excess market return.
Campbell (1987) confirms the time-varying natureagérage excess returns on
the market and argues that the term structuretefdst rate forecasts the market
return. Moreover, Fama and French (1989) show thatvariation in stock
returns can be explained by both the default spa@dderm spread.

4.3.4 The All Factor model

The All Factor model corresponds to one where alspble risk factors are
included. Using this model will enable us to untkand the incremental ability of
different risk factors in explaining the cross-sattof stock returns. Moreover, it
shows whether any of these factors will becomeagimiicant in the presence of

other factors.
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4.4 The empirical methodology for testing asset pricing models

We use the Fama-MacBeth approach to examine andarenthe cross-sectional
explanatory power of the Fama-French model to tlutber different models,
namely, the Vassalou model, the Macroeconomic maatel the All Factor

model.

4.4.1Timeseriesanalysis

We report the time-series estimates of the factadihgs computed in the
following first-pass time-series regressions cqroegling to the Vassalou model,
the Fama-French model, the Macroeconomic model,th@dAll Factor model
respectively.

Rit - th =g +18iM (RMt - th) +:3iMFTRA|_|. MFTRALLt +&,, Ui (12)

it?

which corresponds to the Vassalou model where:

MFTRALL; Is the return on a mimicking portfolio for newsated to

industrial production growth for peridg

2 a— is the exposure of portfolto MFTRALL;
and
Rt - th =q +18iM (RMt - th) +18iHMLHMLt +18iSVIBSV|Bt + &y i (13)

which corresponds to the Fama-French model where:

a is the intercept term for portfolio i;
By s B, @and g,z  are the exposures of portfolio i ®,, HML, andSMB

respectively;

Eq is an error term for portfolio i for period t.
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and
Rit - th =a +:3iM (RMt - th) +:3iMFTRALLMFTRALLt +:3iDef utDEf +

+ U™ + B uF +&,,0i (14)

iTerm™t t it?

which corresponds to the Macroeconomic model where:

uem is the shock to the term spread for petiod

u’ is the shock to detfgpread for period

u’* is the shock tk#eee rate for periodt

Birams Bios -aNdBg are the exposures of portfolioto u™™, u™, and u®
respectively;

and

Ri =Ry =8 + By (R = Ry) + B HML, + Bigyg SMB, + B U™ +

Bog U™ + B U + Byeras MFTRALL, + ¢, , D (15)

which corresponds to the All Factor model.

Bearing in mind that shocks to state variablesrareportfolio excess returns
because they are constructed from VAR model, thepka means of these
shocks do not correspond to their estimated risknga. Hence, the pricing error
of the model for a given portfolio could not be negented by the intercept in the
time-series regression. Therefore, Cochrane (28fjf)es that the typical test of
the intercept being jointly zero, like the GRSest, is not strictly applicable in

this case.
In order to show which risk factors are relevantlombasis that the testing assets

are loading significantly on them, we present thatjtest of the significance of
the corresponding loadings, computed from the SUiRtleh Kan and Zhang
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(1999) argue that testing the joint significanceha assets’ factor loadings is an

important step in detecting useless risk factors.

4.4.2 Cross-sectional analysis

The resulting estimates of betas from equation} &2 used as the independent
variables in cross-sectional regressions, one segme for every month, with

portfolios excess returns being the dependent blasa

Rit - th = yit + th ﬁiM + thFTRALL IBiMFTRALL + ait ’Dt (16)
where:

Vi is the risk premiwf zero-beta portfolifor periodt;

Yam is the risk premiwfthe market factoior periodt;
VivETRALL is the risk premiumMFTRALL for periodt;

The resulting estimates of betas from equation (AR then used as the
independent variables in cross-sectional regressione regression for every

month, with portfolios excess returns being theetelent variables,

Ry = Ri = Vi *Vu Bw + Vi B + Viae Bigue + @, Lt (17)
where:

Vi is the zero-beta risk premium of portfolifor period t;
Vau » Ve » Visws is the risk premium on the market factdhML and

SVIB respectively of portfolio i for period t;

is the pricing error of portfolio i for period t;

Similarly, the resulting estimates of betas from)(&are used as the independent
variables in cross-sectional regressions, one segme for every month, with
portfolios excess returns being the dependentbasa

24



Rt - th = }/tO + }/tM ﬂim + J/tMFTRALLﬂiMFTRALL + }/tTermﬁTerm + +}/tDef ﬁDef +

A

Ve, B, * @, Lt 18]

Where:

Viem: Vou @ndyg  is the risk premium ofu™™, u®, andu™ respectively

for periodt;

Finally, the resulting estimates of betas from (& used as the independent
variables in cross-sectional regressions, one segme for every month, with

portfolios excess returns being the dependent blasa

Rt - th = }/tO + }/tM ﬂiM + }/tSMBﬂiSMB + J/tHMLﬂiHML + }/tMFTRALLﬁiMFTRALL +

ytTermﬁTerm + ytDef ﬁiDef + thf ﬁin + ait ' Lt (19)

For each model, the time-series and the crossesettsteps are then repeated
each month in the sample, providing for each végiad time series of its
associated risk premium. The time series averafesese estimates are then
tested by a-test for significant differences from zero. We rggaoth adjusted
and unadjusted cross-sectional t-statistics to em$drShanken (1992) and
Jagannathan and Wang (1998) concerns regardingrdeesion of the Fama-
MacBeth standard errors. Moreover, we use the @estonal R*> measure
employed by Jagannathan and Wang (1996) to contpargoodness-of-fit of
the competing asset pricing models and the asymptbt-square test in order to

check if the pricing errors from each model aratjgizero.

Finally, Lewellenet al. (2006) argue that the risk premium for any factor
portfolio (not shocks) obtained from the cross-eeal regressions should be its

expected excess return. Therefore, we compare @mdast the performance of
these different models not only on the basis oésisectional adjustdrf or y*

tests but also on the basis of whether the estdnak premia are reasonable.
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5. RESULTS

5.1 Descriptive statistics

Table 3 provides summary statistics for the posmisk factors, namely, excess
market return, HML, SMB, news related to futuregii®wth MFTRALL), shocks
to the term spreadi{®™), shocks to the default spread?), and shocks to risk-
free rate (). The t-statistics, corrected for heteroscedasticity andalse
correlation using the Newey-West (1987) estimatadiidates the significance of

only two risk factors, the excess market return ldivi.

The correlation coefficients between the examinskl factors are presented in
Table 4. It can be noticed that the correlationsvben HML and SMB factors
and excess market return are in fact low (—11.78@b -a11.24% respectively)
and only significantly different from zero at 10%veél of significance.

Therefore, we can use these factors together immael without having much

multicollinearity concerns.
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Table 3 Summary Statistics for the Risk Factors

R-R HML SvIB MFTRALL u'em u’e u?
Mean 0.004972 0.00639 -0.0012 0.00064 -2.76E-20 5B -9.72E-21
Median 0.009105 0.00554 -0.0024 0.00169 -1.43E-06 .00G21 -6.11E-06
Maximum 0.132757 0.17745 0.11514 0.0184 0.001161 026B7 0.001969
Minimum -0.27057 -0.1577 -0.1252 -0.0198 -0.00097  0.0308 -0.00134
Std. Dev. 0.048269 0.03254 0.03007 0.00753 0.0008  .009@5 0.000413
Skewness -1.0457 0.30783 -0.0109 -0.378% 0.169051 0.17%1 0.882693
Kurtosis 6.788899 9.42972 4.32706 2.531973 4.4734 63036 7.773552
T-statistics 1.87* 2.23* -0.68 0.71 0.00 0.00 0.00
Observations 274 274 274 274 274 274 274

Note: the sample period is from July 1980 to ARAD3 and the t-statistics are corrected for heteidesticity and serial correlation, using the NeWésst
(1987) estimator with four lags.

* implies the mean factor return is significantlyfeient from zero at the 5% level of significancsing a two-tailed test.

** implies the mean factor return is significantifferent from zero at the 10% level of significancising a two-tailed test.

Table 4 Correlations Matrix between the Risk Factos

RoRy HML SViB MFTRALL urem uPe u
Ri-R 1.000000 -0.1178** -0.1124** 0.32629 0.01743 0.0891 | -0.2275*
HML 1.000000 -0.1185** -0.3699* 0.00057 0.05654 0919
SvIB 1.000000 0.43182* 0.08352 0.17083% -0.0102
MFTRALL 1.000000 0.14812% 0.01524 -0.1104*t
uem 1.000000 -0.0774 -0.2705*
u"e 1.000000 0.20628*
ut 1.000000

* implies the correlation coefficient is significantifferent from zero at the 5% level of significan using a two-tailed test.
** implies the correlation coefficient is signifintly different from zero at the 10% level of sigo#énce, using a two-tailed test.
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5.2 Relationship between HML and SMB and shocks to state variable

In this section, we present the results from rugnire time-series regressions of
equations (7) and (8) of SMB and HML on the exaessrn of the market factor,
an industrial production growth mimicking portfalishocks to the term spread,
shocks to the default spread, and shocks to tkeree rate. The-statistics are
below the coefficients and they are corrected fetetoscedasticity and serial
correlation, using the Newey-West (1987) estimatibh four lags. The adjusted
R-squared is reported in percentage form, and &énepke period is from July
1980 to April 2003we compute shocks to the state variables in a VARegys

as explained in section 3.5.

As can be noticed from Table 5, the return on HMLttdr covaries negatively
and significantly with news related to future IRPgth with t-statistic equal to -
3.11. This result is consistent with the findingCornell (1999) and Dechowt
al.(2004), which suggest that firms with a low BMioaare expected to have
higher exposure to shocks in economic growth thigh BM firms, andvice
versa. Moreover, it is consistent with the Bageftaal. (2000) result for the UK
that returns of value stock portfolios covary lesgh GDP growth than those of
glamour stock portfolios. However, HML covaries piogly and significantly
with shocks to default spread with coefficient d®and t-statistic of 2.18. This
last result contradicts the Fama and French (1982f)ment that firms with
high BM ratios (with persistently poor earningsg dit more heavily by the
change in the default risk than firms with low BMtios. Moreover, neither
shocks to the term spread nor shocks to the resk4fate are significant factors

for the variation in HML.

The return on SMB covaries positively and signifita with news related to
future IP growth with a coefficient of 2.08 amgtatistic of 6.98. This result
confirms the Levis and Kalliontzi (1993) evidence the UK, and the evidence
provided by Liew and Vassalou (2000), Vassalou 80hd Kelly (2003) that
small firms tend to underperform in economic cocticms and outperform
during periods of economic expansions. Moreoves, réturn on SMB covaries
positively and significantly with shocks to the delt spread (a coefficient of

0.60 and t-statistic of 3.12), which contradictse tiPerez-Quiros and
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Timmermann (2000) and Hahn and Lee (2006) eviddocehe US of the
negative association between shocks to defaultadpeand contemporaneous
returns on SMB. Again, neither shocks to term sprea shocks to risk-free rate

are significant factors for the variation in SMB.

Table 5 Time-Series Regressions Showing the Contearpaneous Relations
between the HML and SMB Factors and Shocks in Statéariables

HML, =¢, + ¢ (R, =~ Ry) + C,MFTRALL, +Cou, ™™ +c,u, > +c,u," + &,

SMB =d, +d,(R, —Ry) +d,MFTRALL +d,u, "™ +d,u,°" +dyu," +Egyp

Dep. Variable | co C1 C Cs Cs Cs Adj. R
HML 0.01 |-0.01 -1.64 | 4.8¢ 0.2¢ -5.4¢ 13.2¢
2.6€ |-0.2¢ -3.11 | 0.7¢ 2.1¢ -1.4¢
db | di &  |d | de d Adj. R
SVIB 0.0C |-0.1¢ 2.0¢ 1.0¢ 0.6C -4.2C 27.9(

-0.87 | -5.81 6.9¢ 0.2t | 3.1 -1.1

This table presents time-series regressions of S HML on shocks to the excess return on
the market factor, industrial production growth rgking portfolio, and shocks to the term
spread, the default spread, the three-months 3-I8hocks to the state variables are computed in
a VAR system. The t-statistics are below the comffits and they are corrected for
heteroscedasticity and serial correlation, usirgNlewey-West (1987) estimator with four lags.
The adjusted R-squared is reported in percentage. fohe sample period is from July 1980 to
April 2003.

5.3 Asset Pricing Tests

5.3.1 Time-seriesregressions

In this section, we present estimates of the lggjirand their associated t-
statistics, estimated in the first-pass time semggessions (12), (13), (14), and
(15) of the excess returns on the sixteen porgddiorted on size and BM on the
four different asset pricing models. We also repairit tests of the significance
of the corresponding loadings, computed from a SyRem. We do this in
order to show which risk factors are relevant ia ense that the 16 portfolios

load significantly on them.
As pointed out in section 4.4.1, Kan and Zhang @)9figgest testing whether

the loadings of the portfolios with respect to atipalar factor are jointly

significantly different from zero in the first-passne-series regression before
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running the second pass cross-section regresdidhe lloadings on a certain
factor are not jointly significant, then this factwould be a good candidate for a

useless factor (Jagannathan and Wang, 1998).

Panel A in Table 6 presents results for the Vassatodel from July 1980 to
April 2003. An F-test implies that the 16 loadinge shocks to IP growth
(MFTRALL,) are jointly significant, with the correspondingvalue being less
than 0.01%. Moreover, portfolios’ loadings MFTRALL; are inversely related
to size. Within each size quartile, the loadingrdases monotonically as one

moves from smaller size quartiles to larger sizartjes.

Panel B of Table 6 presents results for the Fameadfr model over the sample
period. The loadings on bothML; andSVIB; are jointly significant in the sense
that the 16 portfolios load significantly on themoreover, the slopes on HML
factor are systematically related to BM while slepen SMB factor are

systematically related to size.

(Term

Similarly, loadings on shocks to IP growth and $soio term spreadu( ~ ) are
jointly significant in Panel C of Table 6, with tlerresponding-values being

less than 0.01%. However, the slopes on shocksetd¢fault spreacU(DEf) and

shocks to the risk-free rataalt(*f ) are jointly insignificant with the corresponding

p-values being 0.21% and 0.52% respectively.

It can be noticed that the time-series regresswitis the shocks in the state
variables (Panel C) produce adjustet fhat are smaller than the ones in the
regressions with the Fama-French factors (PaneTBis might be attributed to
an error-in-variable problem that is more severéthacase of the shocks terms.
Hence, the result may be biased against findingjfetgnt factor loadings on the

shocks to the state variables.

Panel D presents the loadings on the factors frayAll factor model. Shocks to

state variables show loadings that are jointly ificent with the corresponding
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p-values being less than 0.01% apart from shocldetault spreadl(tDEf) and

shocks to risk-free rateu(™ ). The loadings onu,”™® and u” are jointly

insignificant with the correspondingp-values being 0.72% and 0.52%

respectively.

To summarize, the time-series evidence from theniésected size and BM
portfolios suggests that shocks to IP growth andcleh to term spread, in
addition to Fama and French’s three factors, aefuti$actors in explaining the

time-variation in portfolio returns.

Table 6 Loadings from Time-Series Regressions

Panel A: Loadings on the Vassalou Model Factors from Time-3ies
Regressions

low | 2 | 3 | High low| 2 | 3 [ High
a ty F
Small| 0.15 0.30 0.49 1.04 0.31 076 165 3.8 6(89
2 -0.49 | -0.26| -0.04 0.61 -1.42  -096 -014 221 .0k
3 -0.65| -0.06 0.15 0.51 245 -0.28 0.65 1,80
Big -0.30 0.15 0.08 0.50 -2.00 1.20 0.46 2.9
B & F
Small| 0.52 0.57 0.57 0.47 5.82 6.48 9.06 8.89 >100
2 0.65 0.65 0.65 0.65 11.95 11.88 11/813.8 | <.01
3 0.82 0.78 0.76 0.79 17.62 18.38 14./86!.82
Big 0.96 1.00 0.98 1.04 29.83 39.71 29|0A4.81
BumETRALL ts F
Small| 3.65 2.56 2.31 1.85 5.18 437 594 4097 1052
2 3.25 2.22 1.85 1.71 6.77 6.28 521 441 <|.01
3 3.17 1.63 1.28 1.10 6.78 514 353 250
Big 0.81 -0.54| -0.44 0.01 3.871 -3.00 -1560 0.p1
Adjusted R
Low 2 3 High
Small 35.20 36.70 47.45 43.29
2 54.93 57.07 57.17 51.28
3 71.44 68.93 60.12 54.94
Big 84.52 85.74 79.43 65.12

Panel B:Loadings on the Fama-French Factors from Time-Serg
Regressions

Low | 2 | 3 | High Low| 2 [ 3] High
a ty F
Small| 0.68 | 0.52| 0.63] 1.01 151 147 269 545 5|70
2 -0.04 | -0.05| -0.08 0.48 -0.18 -0.28 -056 307 .0k
3 -0.18| 0.00| -0.02[ 0.24 -1.76  -0.04 -0p4 101
Big | 001 | 000| -0.26] 0.17 013 0.02 -2.p8 0.BO
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Bu 5 F
Small| 0.76 0.77 0.76 0.65 10.76 10.98 12|5.61| >100
2 0.87 0.83 0.83 0.83 20.84 18.33 17,am.53| <.01
3 1.03 0.93 0.92 0.95 4531 35.%5 22(94.12
Big 0.96 0.98 1.00 1.10 27.5p 40.48 38,33.89
BrmL ty F
Small| -0.40 -0.03 0.06 0.26 -2.41 -3.4f7 -8.26 -9/83 >100
2 -0.32 -0.06 0.29 0.40 -0.22 -0.82 3.8 3p/59 XK|O
3 -0.37 0.13 0.44 0.58 0.72 6.583 10/411.96
Big -0.43 0.18 0.48 0.52 4.53 6.68 11/48.64
Bsms {g F
Small| 1.21 1.13 0.96 0.85 8.81 7.45 9.76 9.8 >100
2 1.20 0.96 0.91 0.91 1940 1249 16/%.35| <.01
3 1.06 0.89 0.88 0.88 21.76 21.88 15/1116.92
Big -0.10 | -0.08 0.01 0.24 209 173 0.29 4.00
Adjusted R
Low 2 3 High
Small 53.28 | 57.17 66.58 65.98
2 80.24| 78.08 80.56 75.6Q
3 90.88| 89.82 85.64 82.13
Big 90.22 | 86.73 88.08 72.9b
Panel C:Loadings on the Macroeconomic Model Factors from Tne-Series
Regressions
low | 2 | 3 | High low| 2 [ 3] High
a ta F
Small| 0.17 0.28 0.52 1.05 0.35 0.72 1.76 3.80 6|79
2 -0.47 | -0.25]| -0.02 0.63 -1.39 094 -006 230.0k
3 -0.66 -0.04 0.18 0.54 -2.52 -0.23 0.y7 194
Big -0.31 0.15 0.10 0.53 -2.11 1.22 0.55 2.9
Bu 5 F
Small| 0.53 0.57 0.55 0.47 6.26 6.8Y 9.30 9.32 >100
2 0.65 0.65 0.64 0.65 1297 1294 12/78.78| <.01
3 0.81 0.77 0.74 0.77 18.12 18.96 14,914.93
Big 0.97 1.00 0.98 1.03 28.24 41.14 27\9%0.47
BmFTRALL ty F
Small] 3.70 | 2.60| 240] 1.85 52d 454 607 503 10.54
2 3.30 2.19 1.84 1.70 6.87 6.28 540 443 <|01
3 3.14 1.56 1.22 1.06 6.8( 5.00 3.50 251
Big 0.80 -0.60 -0.46 -0.03 3.85 -3.37 -1.b6 -0J07
Brerm ts F
Small| -3.49 | -5.73| -14.45 0.78 -0.34 -0.72 -183 0712 010
2 -4.80 6.70 2.03 3.71 -0.54 1.0 0.82 0p3 <01
3 0.89 9.36 6.17 4.34 0.15 1.94 093 051
Big 2.13 7.85 3.83 4.04 0.56 1.86 0.76 0.p8
BoerauLT ts F
Small| 0.42 0.90 0.81 0.67 1.26 2.59 270 241 127
2 0.84 0.67 0.59 0.61 3.13 2.60 247 2710 021
3 | 051 | 044| 068 0.70 240 210 206 283
Big -0.10 -0.01 0.09 0.17 -0.94 -0.0/ 0.7Y3 0.97
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Bre ts F
Small| 7.99 3.96 -6.52 -2.05 1.15 058 -1.17 -0434 0}94
2 1.95 0.81 -2.45 0.82 0.36 0.15 -048 0[13 0|52
3 -3.34 | -3.52| -8.12| -7.27 -0.76 -0.88 -1p7 -1j10
Big 2.19 -3.15| -0.98] -6.62 0.63 -1.10 -0.p8 -1/51
Adjusted R
Low 2 3 High
Small 53.28 | 38.45 49.65 44.6b
2 56.62| 58.37 57.99 52.13
3 71.61| 69.45 61.41 56.04
Big 84.43| 85.90 79.34 65.0p
Panel D:Loadings on the All Factor Model Factors from TimeSeries
Regressions
Low |2 | 3 | High Low | 2 | 3 | High
a ta F
Small| 0.62 0.45 0.59 0.93 1.35 120 246 485 5.3
2 -0.06 | -0.07 -0.14 0.42 0265 -0.35 -0p0 2/80 .0k
3 -0.23 0.00 -0.03 0.22 -208 -0.02 -0p6 1[73
Big -0.03 0.02 -0.30 0.13 -0.29 015 -240 0.p4
Bu 1 F
Small| 0.74 0.77 0.72 0.61 10.5p 12.02 11{580.87| >100
2 0.86 0.83 0.81 0.81 18.57 18.39 16/98..87| <.01
3 1.00 0.94 0.91 0.93 3841 35.10 20983.47
Big 0.94 0.99 0.98 1.07 23.81 37.61 33}6233.27
BrmL ty F
Small| -0.35 0.01 0.09 0.31 -1.89 0.04 1.06 5p1 >100
2 -0.30 | -0.04 0.34 0.45 -289 057 641 784 Xk|O
3 -0.34 0.13 0.45 0.59 -7.01 3.18 10/111.91
Big -0.41 0.16 0.51 0.56 -9.45 3.16 13/26.33
Bsms ts F
Small| 1.15 1.09 0.88 0.76 6.17 5.80 8.04 7.55 >100
2 1.14 0.93 0.85 0.84 1477 10.22 14/08.79| <.01
3 1.01 0.90 0.85 0.84 18.81 20.11 12/712.68
Big -0.16 | -0.06| -0.04 0.18 -2.92 -1.14  -0.p9 2.95
BumFTRALL t F
Small| 0.74 0.35 0.72 0.78 1.28 0.75 260 255 2/20
2 0.42 0.17 0.63 0.69 1.39 0.78 3.03 2[/9 0[00
3 0.49 -0.10 0.20 0.28 2.54 072 1.10 123
Big 0.46 -0.21 0.46 0.50 2.59 112 241 158
Brerm ts F
Small| -3.03 | -6.93| -15.86 -1.54 -0.38 -096 -2.39 -0j2910G
2 -4.59 5.90 -0.52 0.64 -0.78 1.1p -041 003 X0
3 1.46 | 7.74| 3.07] 058 043 260 0.78 o010
Big 4.28 7.11 1.38 1.15 1.33 2.00 041 0.2
BoerauLT ts F
Small| -0.17 0.25 0.25 0.13 -0.54 0.89 1.25 00 0j77
2 0.23 0.13 -0.01) -0.02 1.81 0.72 -011 -0j11 0(72
3 0.00 -0.14 0.05 0.04 -0.02 -1.25 037 023
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Big | 0.11 | -0.02] -0.03] -0.10 1.22 -015 -0p8 -0/58
Bre ts F
Small| 10.89 8.56 -2.31 2.83 1.9¢ 1.46 -0.63 066 094
2 5.11 4.48 2.96 6.79 1.4( 0.91 0.83 148 052
3 -0.99 0.99 -2.09 -0.51 -0.31 0.40 -0.68 -0j10
Big -0.70 -2.50 1.68 -2.80 -0.25 -0.91 0.8 -0J70
Adjusted R
Low 2 3 High
Small 53.49| 57.75 67.55 66.76
2 80.77| 78.30 80.9( 76.06
3 91.01| 89.90 85.5% 81.90
Big 90.42| 86.81 88.17 72.8[1
Notes:
0] This table reports the loadings from time-sgniegressions on 16 intersected portfolios
sorted by size and BM.
(i) The corresponding t-statistics are also regwrtand they are corrected for

heteroscedasticity and serial correlation, usimgNewey-West estimator with five lags.
(iii) The sample period is from July 1980 to A@2D03.

(iv) The last column reports F-statistics, andtleerresponding p-values, from a Seemingly
Unrelated Regression (SUR), testing the joint Sigance of the loadings.
(v) The intercepts are in percentages.

5.3.2 Cross-sectional regressions

While the previous time-series regression results g rough idea about which
factors help to price assets in the sense thatGhmortfolios load significantly on

them, they neither indicate whether the risk faxtare themselves priced nor
suggest which model performs better than the otimepsicing the cross-section
of the 16 intersected portfolios. Moreover, shokk#he term spread, the default
spread and the risk-free rate are not portfolioesgaeturns, which implies that
their sample means do not correspond to their estignrisk premium. Hence,

the intercept computed in the time-series regresdimes not correspond to the

pricing error of the model for a given portfolioghin and Lee, 2006).

If the factors are not portfolio returns, one catireate the factor risk premia
using the Fama-MacBeth (1973) two-pass cross-settiegression approach.
Cochrane (2001) shows that the Fama-MacBeth proeadyractically the same
as first-stage generalised method of moments (GMMhen the identity

weighting matrix is used. Roll and Ross (1994) &ahdel and Stambaugh
(1995) have advocated a type of second-stage GMN thwe second-moment of

matrix for returns as a weighting matrix.
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However, Lettau and Ludvigson (2001) argue thatR@ma-MacBeth method, or
first stage GMM, is more appropriate than the sdcetage GMM where an
estimated weighting matrix is used. This is becdbeetesting portfolios, sorted
according to size and BM ratio, are chosen to ssreeconomically interesting
characteristics. When an estimated weighting maisixemployed, testing
portfolios will be linear combinations of origingortfolios, which will be

difficult to find an economical interpretation fand even involve implausible

long and short positions in the original portfolios

Therefore, we use the two stage Fama-MacBeth metho@éxamine four
different model specifications — the Vassalou moted Fama-French model, the
Macroeconomic model, and the All Factor model ower period July 1980 to

April 2003, first with time-invariant betas andcsad, with time-varying betas.
5.3.2.1 Cross-sectional estimation with time invariant-betas

Panels A, B, C and D of Table 7 contain the resafitsquations (16), (17), (18)
and (19) from applying the second step of the FMaaBeth (1973)
methodology using the excess returns on 16 pasdddiorted by size and BM.
Since the dependent variables in the four crosesat regressions are excess

returns, the intercept,, of each cross-sectional regression should be zero

(Petkova, 2006). Further, Jagannathan and Wang/y20@ue that if the model
Is correctly specified, the intercept term shouddzero because assets with zero
betas should only earn the risk-free rate and lnrerowvords a risk premium of

zero. This hypothesis is strongly rejected fof@lir models.

The estimates of the risk premium associated watvsnrelated to IP growth in
both the Vassalou model and the Macroeconomic moadet 0.36%
and- 043 %respectively per month are significant, but wellole the sample
mean of 0.06%. It turns insignificant when the Fafnanch factors are added in

the All Factor model, but becomes closer to thedamean.

Panels B and D reveal that the estimates of risknprm associated with HML

are 0.78% and 0.72% respectively, which are sicguifi and close to the sample
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mean of 0.64%, even after correcting for samplingre Consistent with the
sample mean of SMB, the estimated risk premiaedltd SMB are negative and
insignificantly different from zero in the crossesien of portfolio returns in both
panels. Further, none of the premia on shocks te ¢hate variables

(Vg s Vo » Vire ) S€EM 1O be important cross-section determinahtaverage

returns. Under the error-in-variables correctidre ttstatistics of the prices of
risks related to term spread, default spread aaditk-free rate shocks are not

individually significant.

The adjusted?> measure suggests that the Fama-French model pmothié best
fit with an adjusted¥® equal to 66.15%. However, tixé statistic for the Fama-
French model, which tests the null hypothesis thaetpricing errors from the
model are jointly zero, has a p-value of < .01,gasging the null hypothesis has
to be rejected. The adjust&f from the All Factor model is -58.11%, which
means that there is more variation in the averageuals than in the average
excess returns. The statistics for the three remaining models are #sge
enough to reject the null hypothesis that the pgoerrors from the model are
equal to zero at any level of significance. Essdiytithe cross-sectional results

do not support any model with respect to pricinge:

The four models in Table 7 show that the markea lietan important factor in
the cross-section of returns, although the estiroétde market risk premium
tends to be negative and far from the sample’s neganss return on the market
portfolio of 0.49% per month. These negative ed@®maof the market risk
premium are consistent with Fama and French (19B)annathan and Wang
(1996), and Lettau and Ludvigson (2001), using fnlgnbr quarterly data.
However, Jagannathan and Wang (2007) argue thahegative sign on the
estimated market risk premium and the large infgrtagm in the cross-sectional
regression is due to the near-multicollinearityw®n the vector of ones and the
vector of stock market betas induced by the sixtearket betas being nearly the
same. Hence, we re-estimate the competing models the intercept term

restricted to zero.
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Table 8 shows the estimation of the risk premiuspemted with different risk

factors when the intercept,, is restricted to zero. Consistent with the

Jagannathan and Wang (2007) conjecture, the estimdgk premia on the
market factor in all Panels in Table 8 is positaral close to the sample mean
excess return on the market portfolio, althoughy @ignificant in Vassalou’s
model. Panels A, C and D in Table 8 show that igiepremium associated with
news related to IP growth is now insignificant wheis included in any asset

pricing specification.

Panels B and D in Table 8 reveal that the risk jpremassociated with HML
remains a positive and significant factor in thessrsection of the 16 portfolios

after restricting the intercept,, to be zero. The risk premium related to SMB

factor remains insignificant in the cross-sectionportfolio returns in both
panels. However, surprisingly, the premium on skoitkthe default spread in
Panel C is now positive and significant, but logesignificance when the Fama-
French factors are added in Panel D. This lastltresuggests that HML
subsumes the default shock factor and subsequemttiains information about
default risk, consistent with the Vassalou and X{8§04) finding that HML

contains some default-related information.

The adjusted?? measure in Table 8 still favours the Fama-Frenoleh with an
adjusted?? equalling 29.26%, relative to the other three nmddowever, the”
statistic for the Fama-French model has a p-vafue ®1, suggesting the null
hypothesis of zero pricing errors has to be rejed#oreover, the? statistics for
the three remaining models are also large enougiejéat the null hypothesis
that the pricing errors from the model are equalzeyo at any level of
significance. Again, the cross-sectional resultsndd support any model with

respect to pricing errors.

The results for industry portfolios are presentadTiable 9 and 10. When
industry data are used, the risk premia associatitddSMB and HML factors are

insignificant in all cases (with and without theéearcepty,) and far from their

sample mean. Moreover, the estimated market riskjar are close to the sample
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mean but only significant at 10% when the crossiseal regressions are run

without intercept.

Perhaps strikingly, thg® test does not reject the null hypothesis thatptfiging
errors are jointly zero for any of the factor comdiions for the industry
portfolios. The Fama-French model is no longer fenmurite according to the
adjusted’? measure. This result is similar to those in Loo@0and Phalippou
(2006), who find that grouping stocks based oneddint attributes can give
different asset pricing answers using the same @iostiocks.

Given the contradictory results concerning pricergors, in particular, but also
the significance of factor risk premia, between thwe sets of portfolios, we
examine how the factors perform when the 36 podfaokturns (the 16
intersected portfolios based on size and BM and2théndustry portfolios) are

combined in a single set. The results are presentédbles 11 and 12.

In Table 11, the risk premium associated with HMLPanel B and D of 0.38%
and 0.36% are insignificant and far from the sammpé&an of 0.64%. Moreover,
the risk premia associated with news related t@gr®wvth and shocks to state
variables are also insignificant in Panel A and T@e Fama-French model
produces the highest adjust€®d measure. Nonetheless, tlké test strongly

rejects the null hypothesis that the pricing eramesjointly zero for all models.

When we restrict the value of the intercept terntbéozero in Table 12, the risk
premium associated with HML becomes significantha Fama-French model
and closer to the sample mean. Moreover, the méakédr risk premium turns
significant in the Macroeconomic model. Howeveg &l Factor model has the
highest adjuste® measure of 36.39%. Nevertheless, tA¢est strongly rejects
the null hypothesis that the pricing errors aratjgizero for the all competing

models.

It can be noticed from the cross-sectional tesés thstrict the intercept to be
zero do not come always with the same resultshéf model is correctly

specified, the zero beta risk premium should egeab. However, the zero beta
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risk premium are positive and significantly diffetefrom zero for all models
when tested against the 16 portfolios sorted by &1 size and for three out of
four of the models when tested against the 36 coeabportfolios. The zero beta
risk premium is insignificantly different from zerust for the tests on 20

industry portfolios.

Moreover, restricting the intercept to be zero geanthe sign of the market risk
premium to the more theoretically appealing one, amanany cases, it changes
its significance as well. Furthermore, it also @ases the model’s pricing errors,
measured by? and decreases the explanatory power of the moasisured by

adjusted R for the tests on the 16 portfolios sorted by BMi @ize. However,

such a restriction does not always give similaultssfor the tests on the 20
industry portfolios or the 36 combined portfolid¢ence, we cannot suggest a
single model as the best one for pricing assetsseems to depend not only on

the portfolio groupings but also on the model sfesation.
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Table 7 Cross-Sectional Regressions for Differentsgset Pricing Models on 16 Intersected Size/Book-tdarket Portfolio
Excess Returns (with Intercept)

Pane A: Vassalou’'s Model

Yo Wm VYMETRALL Adj-R2 X2 p —value
Estimatt 3.05 -2.47 -0.36 57.39 52.99 <.01
FM t-sta 5.96 -4.32 -3.94
SH - sta 5.08 -3.82 -3.48

Pane B: Fama-French’s Model

Yo Yu Vi Ysus Adj.R? X 2 p —value
Estimatt 2.46 -2.01 0.78 -0.20 66.15 48.68 <.01
FM t-sta 5.05 -3.50 3.53 -1.04
SH - sta 4.46 -3.18 3.42 -1.02

Pane C: Macroeconomic’s Model

Yo Ym VYMETRALL Vrerm VoerauLt Vre Adj R? X 2 p —value
Estimatt 3.29 -2.70 -0.34 -0.01 -0.28 -0.02 60.52 29.24 <.01
FM t-sta 5.87 -4.25 -3.61 -1.65 -0.82 -1.31
SH - sta 4.04 -3.10 -2.65 -1.15 -0.57 -0.91

Pane D: All Factor's Model

yO yM yHML yS\/IB yMFTRALL yTERM yDEFAULT yRF AdJ 'Rz X 2 p - Val ue
Estimat: 2.53 -2.02 0.72 -0.25 -0.09 -0.02 -0.82 0.00 -58.11 50.37 <.01
FM t-sta 4.42 -3.20 3.19 -1.29 -0.47 -1.68 -1.60 -0.34
SH - sta 2.70 -2.10 2.69 -1.19 -0.29 -1.03 -0.98 -0.21

Notes: (i) This table reports the results of FavtecBeth cross-sectional regressions using the exetsrns on 16 portfolios sorted by size and Bhibra

The full-sample factor loadings, which are the pgledent variables in the regressions, are compatede multiple time-series regression. The coigffits
are expressed as percentages per month. (ii) Tjostad R-squared follows Jagannathan and Wang [18%® is reported in percentage form. (iii) The t-

statistics, indicated by FM t-stat, are the FamaB&th estimate while those indicated by SH t-statthe Fama-MacBeth estimate adjusted for the Sirank

(1992) correction. (iv) The last columns repgftstatistics, and their corresponding p-valuesthertest that the pricing errors in the model aiwtly zero.
(v) Each panel examines the sample period from @80 to April 2003.
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Table 8 Cross-Sectional Regressions for Differentgset Pricing Models on 16 Intersected Size/Book-tdarket Portfolio
Excess Returns (without Intercept)

Pane A: Vassalou’'s Model

Y VYMFTRALL Ad R? X2 p- value
Estimatt 0.68 0.04 -27.15 107.08 <.01
FM t-sta 2.19 0.45
SH t stal 2.19 0.45

PaneB: Fama-French’s Model

Y Yamr Yave Adj.R? X? p - value
Estimatt 0.36 0.79 0.25 29.26 93.14 <.01
FM t-sta 1.20 3.58 1.19
SH t- sta 1.20 3.55 1.18

PanelC: Macroeconomic’s Model

Ym VYMETRALL Vrerm VoerauLt Ve Adj R’ X 2 p- value
Estimatt 0.62 -0.23 -0.02 1.12 0.01 13.09 40.32 <.01
FM t-sta 2.03 -2.53 -1.80 3.63 0.88
SH - sta 1.90 -1.68 -1.11 2.24 0.54

PaneD: All Factor's Model

M Vime Ysus YMETRALL Vrerm VoerauLr Vre Adj R? X 2 p- value
Estimat: 0.35 0.85 -0.03 0.40 -0.01 0.12 0.02 -77.54 76.88 <.01
FM t-sta 1.13 3.80 -0.18 2.39 -1.07 0.28 1.16
SH - sta 1.05 341 -0.17 1.69 -0.75 0.19 0.81

Notes: (i) This table reports the results of FavtecBeth cross-sectional regressions using the exetsrns on 16 portfolios sorted by size and Bhibra
The full-sample factor loadings, which are the pgledent variables in the regressions, are compatede multiple time-series regression. The coigffits

are expressed as percentages per month. (ii) Tjostad R-squared follows Jagannathan and Wang [18%® is reported in percentage form. (iii) The t-
statistics, indicated by FM t-stat, are the FamaB&th estimate while those indicated by SH t-statthe Fama-MacBeth estimate adjusted for the Sirank

(1992) correction. (iv) The last columns repgftstatistics, and their corresponding p-valuesthertest that the pricing errors in the model aiwtly zero.

(v) Each panel examines the sample period from @80 to April 2003.
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Table 9 Cross-Sectional Regressions for Differentgset Pricing Models on 20 Industry Portfolio ExcesReturns (with

Intercept)
Pane A: Vassalou's Model

Yo Yu YvrTraLL Adj.R? X 2 p —value
Estimat: 0.67 -0.09 -0.13 35.98 15.13 0.65
FM t-sta 0.80 -0.09 -1.27
SH t- sta 0.79 -0.09 -1.25

Pane B: Fama-French’s Model

Yo Wm VimL Ysus Adj-Rz X2 p—value
Estimat: 0.27 0.38 0.13 -0.58 45.67 13.95 0.67
FM t-sta 0.33 0.41 0.44 -1.59
SH - sta 0.32 0.41 0.44 -1.57

Pane C:. Macroeconomic’s Model

Yo Yu VurrauL Vieru YoerauLr Vee Adj.R? X2 p-value
Estimatt 0.43 0.25 -0.06 0.00 -0.58 0.00 69.46 12.83 0.62
FM t-sta 0.54 0.28 -0.58 -0.17 -1.92 0.51
SH - sta 0.44 0.23 -0.49 -0.14 -1.60 0.43

Pane D: All Factor's Model

Yo Y j Ysus VYMETRALL ViEru VoerauLt Vre Adj.R? X? p—value
Estimatt 0.64 -0.01 -0.06 -0.32 -0.07 0.00 -0.84 0.01 77.86 17.26 0.19
FM t-sta 0.79 -0.01 -0.17 -0.92 -0.29 -0.49 -1.97 1.05
SH - sta 0.55 0.00 -0.13 -0.69 -0.20 -0.34 -1.38 0.74

Notes: (i) This table reports the results of FavtacBeth cross-sectional regressions using the exe#srns on 20 industry portfolios. The full-samfactor

loadings, which are the independent variables & réfgressions, are computed in one multiple timeseegression. The coefficients are expressed as

percentages per month. (ii) The adjusted R-squatkxivs Jagannathan and Wang (1996) and is repamtpdrcentage form. (iii) The t-statistics, indea by

FM t-stat, are the Fama-MacBeth estimate while @hosglicated by SH t-stat are the Fama-MacBeth estimdjusted for the Shanken (1992) correction.

(iv)The last columns repo® statistics, and their corresponding p-values,tiier test that the pricing errors in the model aiatly zero. (v) Each panel
examines the sample period from July 1980 to A}H03.

42




Table 10 Cross-Sectional Regressions for Differedtsset Pricing Models on 20 Industry Portfolio Exces Returns (without

Intercept)
Pane A: Vassalou’'s Model

Ym VvETRaLL Adj-R2 X22 p—value
Estimat: 0.59 -0.14 24.30 14.79 0.68
FM t-sta 1.89 -1.33
SH - sta 1.88 -1.29

PaneB: Fama-French’s Model

Ym Vimr Vsus Adj.R? X 22 p—value
Estimat: 0.65 0.13 -0.65 46.00 12.25 0.78
FM t-sta 2.13 0.45 -2.03
SH - sta 2.13 0.45 -1.99

PanelC: Macroeconomic’s Model

Y VYMFTRALL Vrerm VoerauLt Vre Adj R? X 22 p- value
Estimat: 0.68 -0.06 0.00 -0.59 0.00 69.84 5.58 0.99
FM t-sta 2.22 -0.58 -0.26 -1.93 0.20
SH t- sta 2.16 -0.49 -0.21 -1.59 0.17

PanelD: All Factor's Model

Yu VimL Yave VYMETRALL ViEru VoerauLt Vre Adj.R? X 22 p—value
Estimatt 0.64 -0.01 -0.46 -0.01 -0.01 -0.73 0.01 -35.7§ 7.64 0.87
FM t-sta 2.07 -0.03 -1.39 -0.03 -0.61 -1.89 0.64
SH - sta 1.98 -0.03 -1.12 -0.03 -0.46 -1.42 0.49

Notes: (i) This table reports the results of FaviecBeth cross-sectional regressions using the exedgrns on 20 industry portfolios. The full-samfadctor
loadings, which are the independent variables & réfgressions, are computed in one multiple timeseegression. The coefficients are expressed as
percentages per month. (ii)The adjusted R-squaréalvs Jagannathan and Wang (1996) and is reportpdrcentage form. (iii) The t-statistics, indiedtby

FM t-stat, are the Fama-MacBeth estimate whiledhindicated by SH t-stat are the Fama-MacBeth eséiradjusted for the Shanken (1992) correctiof. (iv

The last columns repoyf statistics, and their corresponding p-valuestHertest that the pricing errors in the model aretly zero. (v) Each panel examines
the sample period from July 1980 to April 2003.
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Table 11 Cross-Sectional Regressions for Differedtsset Pricing Models on the Combined Set of 36 Indtry Portfolio
Excess Returns (with Intercept)

Pane A: Vassalou’'s Model

Yo M YmETRALL Adj-R2 X2 p- value
Estimatt 1.67 -1.08 -0.16 30.53 117.01 <.01
FM t-sta 3.52 -1.96 -1.73
SH - sta 3.40 -1.91 -1.69

Pane B: Fama-French’s Model

Yo Ym Vi Ysus Adj.R2 X 2 p —value
Estimatt 1.42 -0.88 0.38 -0.10 35.88 114.22 <.01
FM t-sta 3.05 -1.57 1.60 -0.50
SH - sta 2.99 -1.54 1.59 -0.50

Pane C: Macroeconomic’s Model

Yo M YMETRALL VrErm VoerauLt Vre Adj R? X 2 p —value
Estimat: 1.77 -1.14 -0.15 0.00 -0.14 0.01 31.37 110.83 <.01
FM t-sta 3.48 -1.95 -1.57 -0.36 -0.57 0.67
SH - sta 3.31 -1.87 -1.51 -0.35 -0.55 0.64

Pane D: All Factor's Model

yO yM yHML yS\/IB yMFTRALL yTERM yDEFAULT yRF AdJ 'Rz X 2 p - Val ue
Estimat: 1.04 -0.48 0.36 -0.13 0.07 -0.01 -0.36 0.01 -17.98 93.27 <.01
FM t-sta 2.10 -0.83 1.49 -0.64 0.41 -1.27 -1.34 1.19
SH - sial 1.75 -0.72 1.39 -0.62 0.35 -1.06 -1.12 1.00

Notes: (i) This table reports the results of FavtecBeth cross-sectional regressions using the exetsrns on the combined set of 36 portfolios. filie

sample factor loadings, which are the independan@bles in the regressions, are computed in oniéipteutime-series regression. The coefficients are

expressed as percentages per month. (ii) The adjissquared follows Jagannathan and Wang (1996)sarported in percentage form. (iii) The t-stis,

indicated by FM t-stat, are the Fama-MacBeth edgmuéhile those indicated by SH t-stat are the FaMaaBeth estimate adjusted for the Shanken (1992)

correction. (iv) The last columns repgftstatistics, and their corresponding p-valuesthertest that the pricing errors in the model aetly zero. (v) Each

panel examines the sample period from July 198%td 2003.
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Table 12 Cross-Sectional Regressions for Differedtsset Pricing Models on the Combined Set of 36 Pdalio Excess Returns
(without Intercept)

Pane A: Vassalou’'s Model

Yu YvFTRALL Adj.R? X 2 p-value
Estimat: 0.60 0.00 -28.86 141.38 <.01
FM t-sta 1.93 0.05
SH t- sta 1.93 0.05

PaneB: Fama-French’s Model

Ym Vimi Ysus Adj-R2 X? p - value
Estimatt 0.46 0.48 0.08 4.95 129.99 <.01
FM t-sta 1.52 2.01 0.42
SH - sta 1.51 2.00 0.42

PanelC: Macroeconomic’s Model

Ym VvETRaLL VrErm VoerauLt Vre Adj R? X 2 p- value
Estimat: 0.61 -0.04 -0.01 0.19 -0.01 -19.18 108.07 <.01
FM t-sta 2.02 -0.46 -1.41 0.79 -1.00
SH - sta 2.00 -0.42 -1.25 0.71 -0.89

PanelD: All Factor's Model

M Vime Ysus YMETRALL Vrerm VoerauLr Vre Adj R? X 2 p- value
Estimat: 0.52 0.45 -0.05 0.26 -0.02 -0.29 0.01 36.39 76.20 <.01
FM t-sta 1.70 1.85 -0.27 1.74 -2.00 -1.11 0.91
SH - sta 1.65 1.65 -0.26 1.34 -1.52 -0.85 0.70

Notes: (i) This table reports the results of FavtecBeth cross-sectional regressions using the exetsrns on the combined set of 36 portfolios. filie
sample factor loadings, which are the independan@bles in the regressions, are computed in oniéipteutime-series regression. The coefficients are
expressed as percentages per month. (ii)The adj&ssguared follows Jagannathan and Wang (1996)samegborted in percentage form. (iii) The t-stidis
indicated by FM t-stat, are the Fama-MacBeth edgmuéhile those indicated by SH t-stat are the FaMmaaBeth estimate adjusted for the Shanken (1992)
correction. (iv) The last columns repgftstatistics, and their corresponding p-valuestHertest that the pricing errors in the model aetly zero. (v) Each
panel examines the sample period from July 198%td 2003.
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5.3.2.2 Cross-sectional estimation with time-varying betas

We find that the results from the previous sectrany according to the testing
portfolios employed and the model specificationeQ@mossibility is that the use
of time-invariant betas may contribute to theseilltes Therefore, we re-estimate
the cross-sectional regressions using sample fdoemtings, which are the
independent variables in the regressions, compute®0 months, rolling,

multiple time-series regression.

Panels A, B, C and D of Table 13 contain the resoftestimates of equations
(16), (17), (18) and (19) from applying the secatep of the Fama-MacBeth
(1973) methodology on the excess returns of 1&qms$ sorted by BM and size
where the sample factor loadings are time-varyikgain, the hypothesis that the

intercepty,, of each cross-sectional regression should be meretrongly

rejected for all four models.

The estimates of the risk premia associated withisneelated to IP growth in
both the Vassalou model and the Macroeconomic maafel - 028%
and—- 030 %respectively per month are significant but welldvelthe sample
mean of 0.06%. Moreover, it remains significant whiee Fama-French factors

are added into the All Factor model, but still welow its sample mean.

Panels B and D reveal that the estimates of themiemium associated with
HML are 0.90% and 0.98% respectively, which arenifigant even after
correcting for the sampling error but higher thae sample mean of 0.64%.
Moreover, consistent with the sample mean of SM&adfa the estimated risk
premia related to SMB are negative and insignifiyatifferent from zero in the
cross-section of portfolio returns in both pané&lsrther, none of the premia on

shocks to state variablesy (., .« V) are important cross-sectional

determinants of average returns. Under the erromitables correction, the
statistics of the prices of risks related to tepread, default spread and risk-free

rate shocks are not individually significant.
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The adjusted?> measure suggests that the All Factor model pravide best fit
with an adjusted®? equal to 56.03%. However, tixé statistic for the All Factor
model, which tests the null hypothesis that theipg errors from the model are
jointly zero, has a p-value of < .01, suggesting tull hypothesis has to be
rejected. The adjuste from the Fama-French model has an AdjustédfR
49.82%. Moreover, thg® statistics for the three remaining models are ksge
enough to reject the null hypothesis that the pgaerrors from the model are
equal to zero at any level of significance. As Uistie cross-sectional results do

not support any model with respect to pricing esror

The market beta is an important factor in the csesgion of returns in three out
of four models in Table 13 (not in the Macroeconomiodel), despite the

estimate of the market risk premium tending to legative and far from the

sample mean excess return on the market portfél49% per month. Again,

these negative estimates of the market risk prermawmwnconsistent with Fama
and French (1992a), Jagannathan and Wang (1996)l.ettau and Ludvigson

(2001), using monthly or quarterly data. Moreoubey are consistent with the
results using time-invariant betas in Table 7. Afobe, however, we re-estimate
the competing models with the intercept term retd to zero.

Table 14 shows the estimation of the risk premsoaated with the different
risk factors when the intercept, , is restricted to zero. Consistent with the
Jagannathan and Wang (2007) conjecture, the estimdgk premia on the
market factor in all Panels in Table 14 is positral close to the sample mean
excess return on the market portfolio in all thedels, apart from the Fama-
French model. Panels A, C and D in Table 14 shoat the risk premium
associated with news related to IP growth is nosigimficant when is included

in any asset pricing specification.

Panels B and D in Table 14 reveal that the risknwen associated with HML
remains positive and significant in the cross-sectf the 16 portfolios after

restricting the intercepy,, to be zero. The risk premium related to SMB remsai
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insignificant in the cross-section of portfoliouwats in both panels. Further, the

premium on shocks to default spread is insignifi¢atoth Panels C and D.

Restricting the intercept term to be zero in Tabfereduces the explanatory
power of the testing models. Further, the adjufedeasure in Table 14 now
favours the Fama-French model, with adjustequal to 36.71%, relative to the
other three models. However, thestatistic for the Fama-French model has a p-
value of < .01, suggesting the null hypothesistbase rejected. Thg® statistics
for the three remaining models are also large emaogeject the null hypothesis
that the pricing errors from the model are equalzeyo at any level of
significance. As usual, the cross-sectional residtsiot support any model with

respect to pricing errors.

The results for industry portfolios are presented ables 15 and 16. The main
difference with the results with time-invariant &eis that when industry data are
used, the risk premium associated with HML are reagnificant in all cases

(with and without the intercepy,) and close to the sample mean. However, the

SMB factor remains insignificant. The estimated kearrisk premium are
negative for the specification with intercept anukitive when the intercept is
restricted to be zero. The® test does not reject the null hypothesis that the
pricing errors are jointly zero for any of the factombinations for the industry
portfolios. Moreover, the Vassalou model is thethesdel according to the

adjusted?®? measure.

We now examine how the factors perform when thep8@folio returns are

combined in a single set. The results are predant&ables 17 and 18. In Table
17, the risk premia associated with HML in Panelan8 D of 0.66% and 0.64%
respectively are significant and close to the sermpéan of 0.64%. Moreover,
the risk premium associated with news related tgri®wth and shocks to state
variables are also insignificant in Panels A andT@e Fama-French model
produces the highest adjustBf measure of 26.50%. Nonetheless, #ietest

strongly rejects the null hypothesis that the pgcerrors are jointly zero for all

models.
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When we restrict the value of the intercept terntbéozero in Table 18, the risk
premium associated with HML factor remains sigmifit in the Fama-French
model and close to the sample mean. The markeorfaisk premium turns
positive but remains insignificant in all the testmodels. The Fama-French
model has the highest adjustetimeasure of 14.20%. Nevertheless, YAdest
strongly rejects the null hypothesis that the pgcerrors are jointly zero for the
all competing models.

Again, it can be seen from the cross-section tbstisrestricting the intercept to
be zero does not always produce the same resuétdind/ that the zero beta risk
premium are positive and significantly differenorir zero for all models when
tested against the 16 portfolios sorted by BM amd and for one out of four of
the models when tested against the 36 combinedofpost The zero beta risk
premium are insignificantly different from zero jusr the tests on 20 industry
portfolios.

Moreover, restricting the intercept to be zero genthe sign of the market risk
premium to the more theoretically appealing ond, ibbecomes insignificant.
Furthermore, it also increases the models’ pri@nmrs, measured by?, and
decreases the explanatory power of the model, medidly adjusted Rfor the
tests on both the 16 portfolios sorted by BM arzk sand the 36 combined
portfolios. However, such a restriction increadaes ¢xplanatory power of the
models for the tests on the 20 industry portfobas it moves the pricing errors
in different directions. Therefore, and similarttee conclusion from the cross-
sectional regression on time-invariant betas, wagasuggest a single model as
the best one for pricing assets as it seems tondepet only on the portfolio
groupings, as suggested by Lo (2004) and Phalig@006), but also on the
model’s specification itself.
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Table 13 Cross-Sectional Regressions for Differertsset Pricing Models on 16 Intersected Size/Book-tdarket Portfolio
Excess Returns (with Intercept)

Pane A: Vassalou’'s Model

Yo Wm VYMETRALL Adj-R2 X2 p —value
Estimatt 1.89 -1.52 -0.28 32.95 61.00 <.01
FM t-sta 3.58 -2.71 -3.87
SH - sta 3.31 -2.57 -3.73

Pane B: Fama-French’s Model

Yo Yu Vi Ysus Adj.R? X 2 p —value
Estimatt 1.75 -1.57 0.90 -0.09 49.82 67.99 <.01
FM t-sta 3.24 -2.60 3.87 -0.43
SH - sta 3.00 -2.45 3.79 -0.42

Pane C: Macroeconomic’s Model

Yo Ym VYMETRALL Vrerm VoerauLt Vre Adj R? X 2 p —value
Estimatt 1.54 -1.16 -0.30 -0.01 -0.03 -0.01 43.16 50.45 <.01
FM t-sta 2.98 -2.05 -3.55 -1.54 -0.15 -1.09
SH - sta 2.59 -1.86 -3.25 -1.37 -0.13 -0.96

Pane D: All Factor's Model

yO yM yHML yS\/IB yMFTRALL yTERM yDEFAULT yRF AdJ 'Rz X 2 p - Val ue
Estimat: 1.99 -1.60 0.98 -0.12 -0.31 -0.01 0.07 -0.01 56.08 49.67 <.01
FM t-sta 3.74 -2.76 4.32 -0.53 -2.77 -1.96 0.43 -1.0d
SH - sta 3.09 -2.41 4.37 -0.54 -2.38 -1.67 0.29 -0.84

Notes: (i) This table reports the results of FavtecBeth cross-sectional regressions using the exetsrns on 16 portfolios sorted by size and Bhibra
The sample factor loadings, which are the independariables in the regressions, are computed im6@ths rolling multiple time-series regressioneTh

coefficients are expressed as percentages per m@hthhe adjusted R-squared follows Jagannathah\Wang (1996) and is reported in percentage form.
(i) The t-statistics, indicated by FM t-stat, alee Fama-MacBeth estimate while those indicate8yt-stat are the Fama-MacBeth estimate adjustethé
Shanken (1992) correction. (iv) The last colummnsorey? statistics, and their corresponding p-values,tlier test that the pricing errors in the model are

jointly zero. (v) Each panel examines the samptégddrom July 1980 to April 2003.
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Table 14 Cross-Sectional Regressions for Differedtsset Pricing Models on 16 Intersected Size/Book-tdarket Portfolio
Excess Returns (without Intercept)

Pane A: Vassalou’'s Model

Ym VvETRaLL Adj R? X 2 p- value
Estimat: 0.55 -0.06 -18.08 85.68 <.01
FM t-sta 1.46 -0.72
SH - sta 1.46 -0.71

PaneB: Fama-French’s Model

Yum Yeme Ysus Adj.R? X2 p —value
Estimat: 0.17 0.92 0.18 36.71 83.15 <.01
FM t-sta 0.47 4.04 0.76
SH - sta 0.47 3.99 0.74

PanelC: Macroeconomic’s Model

Y VYMFTRALL Vrerm VoerauLt Vre Adj R? X 2 p- value
Estimat: 0.42 -0.15 -0.01 0.14 -0.01 29.60 78.54 <.01
FM t-sta 1.12 -1.77 -1.19 0.70 -0.14
SH - sta 1.11 -1.71 -1.13 0.67 -0.14

PanelD: All Factor's Model

Yu VimL Yave VYMETRALL ViEru VoerauLt Vre Adj.R? X2 p—value
Estimatt 0.41 0.93 0.01 -0.12 -0.01 0.08 -0.01 35.24 71.3%5 <.01
FM t-stal 1.11 4.09 0.05 -1.12 -2.27 0.39 -0.30
SH - sta 1.08 4.11 0.05 -1.01 -2.04 0.35 -0.27

Notes: (i) This table reports the results of FavtecBeth cross-sectional regressions using the exatsrns on 16 portfolios sorted by size and Bhbra
The sample factor loadings, which are the independariables in the regressions, are computed im6aths rolling multiple time-series regressioneTh

coefficients are expressed as percentages per m@hthhe adjusted R-squared follows Jagannathah\Wang (1996) and is reported in percentage form.
(iii) The t-statistics, indicated by FM t-stat, ahee Fama-MacBeth estimate while those indicate8Hyt-stat are the Fama-MacBeth estimate adjustethé
Shanken (1992) correction. (iv) The last columrsorex? statistics, and their corresponding p-values,tfier test that the pricing errors in the model are
jointly zero. (v) Each panel examines the samptégddrom July 1980 to April 2003.
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Table 15 Cross-Sectional Regressions for Differetsset Pricing Models on 20 Industry Portfolio Exces Returns (with

Intercept)
Pane A: Vassalou's Model

Yo Ym VYMETRALL Adj-R2 X2 p —value
Estimatt 1.09 -0.71 -0.12 15.89 10.35 0.92
FM t-sta 1.67 -1.10 -1.58
SH - sta 1.65 -1.09 -1.57

Pane B: Fama-French’s Model

Yo Yu Vi Ysus Adj.R? X 2 p —value
Estimatt 0.90 -0.62 0.54 0.17 3.36 12.59 0.76
FM t-sta 1.34 -0.93 2.18 0.54
SH t- sta 1.31 -0.91 2.17 0.53

Pane C: Macroeconomic’s Model

Yo Y VMETRALL Vrerm YoerauLT Vre Adj R X 2 p —value
Estimatt 1.28 -0.98 -0.05 -0.01 0.04 0.01 -36.39 10.21 0.81
FM t-sta 1.89 -1.43 -0.63 -0.68 0.21 0.54
SH - sta 1.84 -1.40 -0.62 -0.67 0.20 0.53

Pane D: All Factor's Model

yO yM yHML yS\/IB yMFTRALL yTERM yDEFAULT yRF AdJ 'R2 X 2 p - Val ue
Estimat: 1.04 -0.81 0.61 0.31 0.16 -0.01 0.03 -0.01 -103.81 10.81 0.63
FM t-sta 1.50 -1.16 2.72 0.97 1.43 -1.69 0.13 -0.03
SH - sta 1.32 -1.05 2.76 0.91 1.30 -1.53 0.12 -0.03

Notes: (i) This table reports the results of FaviecBeth cross-sectional regressions using the exatarns on 20 industry portfolios. The sampldédiac

loadings, which are the independent variables erdgressions, are computed in 60 months rollingipiai time-series regression. The coefficients are

expressed as percentages per month. (ii) The adjissquared follows Jagannathan and Wang (19@6)sarported in percentage form. (iii) The t-stis,

indicated by FM t-stat, are the Fama-MacBeth edgmuéhile those indicated by SH t-stat are the FaMmaaBeth estimate adjusted for the Shanken (1992)

correction. (iv) The last columns repgftstatistics, and their corresponding p-valuestHertest that the pricing errors in the model anatly zero. (v) Each

panel examines the sample period from July 198%td 2003.

52




Table 16 Cross-Sectional Regressions for Differedtsset Pricing Models on 20 Industry Portfolio Exces Returns (without
Intercept)

Pane A: Vassalou’'s Model

Y YmrTraLL Adj.R? X 2 p —value
Estimat: 0.36 -0.08 40.23 8.46 0.97
FM t-sta 0.99 -1.05
SH - sta 0.99 -1.05

PaneB: Fama-French’s Model

Yum Yeme Ysus Adj.R? X2 p —value
Estimat: 0.28 0.53 0.04 4.06 13.30 0.72
FM t-sta 0.79 2.13 0.13
SH - sta 0.79 2.12 0.13

PanelC: Macroeconomic’s Model

Y VYMFTRALL Vrerm VoerauLt Vre Adj R? X 2 p- value
Estimat: 0.31 -0.03 -0.01 0.08 -0.01 -3.57 8.16 0.92
FM t-sta 0.85 -0.40 -1.27 0.54 -0.37
SH t- sta 0.85 -0.40 -1.24 0.53 -0.36

PanelD: All Factor's Model

Ym Vhme Vavs VYMETRALL VierRu YoerauLT Vre Adj.R? X2 p—value
Estimatt 0.28 0.53 0.13 0.16 -0.01 0.06 -0.01 -76.13 11.72 0.55
FM t-sta 0.79 2.37 0.44 1.41 -1.61 0.32 -0.79
SH - sta 0.77 2.40 0.42 1.29 -1.47 0.29 -0.72

Notes: (i) This table reports the results of FavtecBeth cross-sectional regressions using the exegsrns on 20 industry portfolios. The sampladac

loadings, which are the independent variables enrdgressions, are computed in 60 months rollingiptel time-series regression. The coefficients are
expressed as percentages per month. (ii)The adj&ssriuared follows Jagannathan and Wang (1996jsamgborted in percentage form. (iii) The t-stitis
indicated by FM t-stat, are the Fama-MacBeth edéméhile those indicated by SH t-stat are the FMaaBeth estimate adjusted for the Shanken (1992)

correction. (iv) The last columns repgftstatistics, and their corresponding p-valuesthertest that the pricing errors in the model aetly zero. (v) Each
panel examines the sample period from July 198%td 2003.
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Table 17 Cross-Sectional Regressions for Differedtsset Pricing Models on the Combined Set of 36 Indtry Portfolio
Excess Returns (with Intercept)

Pane A: Vassalou’'s Model

Yo Yu YvrTraLL Adj.R? X2 p - value
Estimat: 1.34 -0.94 -0.15 7.77 100.43 <.01
FM t-sta 2.68 -1.79 -2.24
SH - sta 2.60 -1.76 -2.22

Pane B: Fama-French’s Model

Yo Yu Vime Yavs Adj.R? X2 p —value
Estimat: 0.94 -0.67 0.66 -0.01 26.50 100.06 <01
FM t-sta 1.85 -1.21 291 -0.06
SH - sta 1.81 -1.20 2.92 -0.06

Pane C:. Macroeconomic’s Model

Yo M VYmFTRALL Vrerm YoerauLr Vre Adj R? X 2 p —value
Estimat: 0.97 -0.61 -0.11 -0.01 0.10 0.01 8.00 98.14 <01
FM t-sta 1.96 -1.19 -1.65 -1.37 0.78 0.15
SH - sta 1.89 -1.17 -1.63 -1.34 0.76 0.14

Pane D: All Factor's Model

Yo M Vi Ysus VYmETRALL Vrerm VoerauLr Vre Adj-R2 X2 p —value
Estimatt 0.92 -0.62 0.64 -0.05 0.01 -0.01 0.09 0.01 18.8 .6389 <.01
FM t-sta 2.01 -1.34 3.33 -0.23 0.15 -2.06 0.59 0.11]
SH - sta 1.86 -1.29 3.48 -0.23 0.15 -1.93 0.55 0.11]

Notes: (i) This table reports the results of FavtacBeth cross-sectional regressions using the exedsrns on the combined set of 36 portfolios. Jdmmple
factor loadings, which are the independent varmbighe regressions, are computed in 60 montliagahultiple time-series regression. The coefiitgeare
expressed as percentages per month. (ii) The adjissquared follows Jagannathan and Wang (19@6jsarported in percentage form. (iii) The t-statss,

indicated by FM t-stat, are the Fama-MacBeth edéméhile those indicated by SH t-stat are the FMaaBeth estimate adjusted for the Shanken (1992)

correction. (iv) The last columns repgftstatistics, and their corresponding p-valuesthertest that the pricing errors in the model aetly zero. (v) Each

panel examines the sample period from July 198%td 2003.
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Table 18 Cross-Sectional Regressions for Differedtsset Pricing Models on the Combined Set of 36 Pdalio Excess Returns
(without Intercept)

Pane A: Vassalou’'s Model

Ym VvETRaLL Adj R? X 2 p- value
Estimat: 0.41 -0.04 -17.60 127.76 <.01
FM t-sta 1.13 -0.56
SH - sta 1.12 -0.56

PaneB: Fama-French’s Model

Ym Vimr Ysue Adj-R2 X? p - value
Estimat: 0.22 0.67 0.09 14.20 115.74 <.01
FM t-sta 0.60 2.92 0.39
SH - sta 0.59 2.92 0.39

PanelC: Macroeconomic’s Model

Y VYMFTRALL Vrerm VoerauLt Vre Adj R? X 2 p- value
Estimrate 0.37 -0.04 -0.01 0.20 0.01 -5.67 110.10 <.01
FM t-sta 1.03 -0.67 -1.63 1.45 0.06
SH - sta 1.02 -0.66 -1.57 1.39 0.06

PanelD: All Factor's Model

Yu VimL Yave VYMETRALL ViEru VoerauLt Vre Adj.R? X2 p—value
Estimatt 0.31 0.62 -0.01 0.06 -0.01 0.12 -0.01 12.25 99.33 <.01
FM t-sta 0.87 3.25 -0.05 0.77 -2.45 0.80 -0.26
SH - sta 0.86 3.43 -0.05 0.74 -2.27 0.74 -0.24

Notes: (i) This table reports the results of FavtacBeth cross-sectional regressions using the exedsrns on the combined set of 36 portfolios. Jdmmple
factor loadings, which are the independent varmbighe regressions, are computed in 60 montliagahultiple time-series regression. The coefiitgeare
expressed as percentages per month. (ii)The adj&ssriuared follows Jagannathan and Wang (1996jsamgborted in percentage form. (iii) The t-stitis
indicated by FM t-stat, are the Fama-MacBeth edéméhile those indicated by SH t-stat are the FMaaBeth estimate adjusted for the Shanken (1992)
correction. (iv) The last columns repgftstatistics, and their corresponding p-valuesthertest that the pricing errors in the model aetly zero. (v) Each
panel examines the sample period from July 198%td 2003.
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6. CONCLUSION

In the time-series stage of asset pricing testdjndethat the market factor, HML, SMB,

shocks to IP growth, and shocks to the term spagadiseful factors in explaining the
cross section of the sixteen size and BM interseptatfolios, in the sense that their
loadings are jointly significant, with the correspling p-value being less than 0.01%.
However, shocks to the default spread and shocksetoisk-free rate appear to be good

candidates for useless factors, as suggested bpkd@zhang (1999).

When we apply the Fama-MacBeth second-stage cexs®xsal regressions with time-
invariant betas on the sixteen size-BM intersegexfolios, estimated risk premia are
consistently positive and significant for the HMactor, while the estimated risk premia
for SMB are consistently insignificant. Moreovere \find that the HML factor contains
information about default spread in the sense ttiatrisk premia on the default spread
surprise factor is significant in the macroeconomicdel but turns insignificant in the
All Factor model. Hence, these finding sets up sdimie between a macroeconomic
variable and a factor associated with cross-seatturn predictability. However, tests
for asset pricing errors suggest that all modelsdpece pricing errors significantly

different from zero.

When the Fama-MacBeth methodology is applied to2@eindustry portfolios, asset
pricing tests suggest that the risk premia forRaea-French factors and shocks to state
variables are statistically indistinguishable fraaro — but, as in the previous section, the
various models produce insignificant pricing errofkis result is consistent with Lo
(2004) and Phalippou (2006), who find that groupstarks based on different attributes
can give different asset pricing answers usingstme pool of stocks.

When re-running the regressions on the two sep®ufolios combined, those factor risk
premia are generally insignificantly different frorero, other than the HML factor in
Fama-French model, when the risk premia for HML ggnificantly positive.

Nonetheless, the null hypothesis that the pricimgre are zero can be rejected for all

models.
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In addition, the results for the sixteen portfolindicate that the Fama-French model is
better than the other three tested models in cagtuassets’ covariances with time-
varying investment opportunities. However, the Fafmench model no longer provides
the best fit when we run the cross-sectional testthe twenty industry portfolios. This
result can be attributed to the fact HML and SMB eonstructed on the same basis as
the sixteen portfolios, and they represent podfoditurns, while shocks to state variables
correspond to realisations of factors that expthm time-varying nature of investment

opportunity set.

However, when we re-run the Fama-MacBeth secorgkstaoss-sectional regressions
with time-varying betas for the sixteen size-BMenstected portfolios, estimated risk
premia remains positive and significant for the HN#ctor, while the estimated risk
premia for SMB are consistently insignificant. Thek premia on the default spread

surprise factor is now insignificant.

When the Fama-MacBeth methodology with time-varybegas is applied to the 20
industry portfolios, asset pricing tests suggesit timne risk premia for HML is now
significant, while those for the remaining Famasfete factors, and shocks to state
variables, are still statistically indistinguishabfrom zero — but, again, the various
models continue to produce insignificant pricingoes. Moreover, applying the Fama-
MacBeth methodology with time-varying betas on twe sets of portfolios combined

gives similar results to those of the 16 intersggertfolios.

To sum up, we find that the HML factor containsommhation about shocks to default
spread, is consistent with Vassalou and Xing (2a64) HML factor contains some

default-related information, although this conatusis only valid for the specification

with time-invariant betas without intercept and tbe 16 intersected portfolios. The
Fama-French model explains the cross-section afgeereturns on portfolios sorted on
size and BM ratio better than a model that incluslescks to the state variables. When
loadings on HML and SMB are present in the modedings on shocks to the default

spread loses its explanatory power for the crosBeseof returns. The results provide
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economic interpretation for the empirical succes$iMIL factor but contradict the US

evidence that shocks to state variables subsuma+{Faemch factors.

Moreover, given the absence of ‘industry standafoisSMB and HML construction in
the UK and the evidence of a real difference betwtbe outcomes of applying different
sets of factors as shown by Micheual. (2007), caution is needed to be taken when
adopting just one of the combinations of Fama-Hrefactors and then drawing
inferences accordingly. As a consequence, we stidbas further research is clearly
needed before reaching a clear cut inference regptde economic intuition behind the

Fama-French factors.
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APPENDIX

TABLE A

Sample Observations by Year

Year Number of Firms by Year
1980 731
1981 734
1982 759
1983 792
1984 818
1985 884
1986 934
1987 995
1988 1034
1989 1075
1990 1061
1991 988
1992 1041
1993 1020
1994 1044
1995 1061
1996 1051
1997 1212
1998 1280
1999 1180
2000 1081
2001 1066
2002 1070
Total 22911
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Table B
Descriptive Statistics for the Portfolios Sorted orSize and Book-to-Market for the
Period 1980(7)-2003(4)

Size Book-to-market equity quartile
Low | 2 | 3 | High
Average firm size (Emillions)
Small 5.51 5.52 5.42 4.75
2 21.02 20.29 19.36 18.84
3 73.15 74.29 69.87 66.44
Big 1552.88 1274.63 1119.09 707.96
Aver age book-to-mar ket
Small 0.23 0.55 0.93 3.45
2 0.24 0.53 0.90 1.84
3 0.23 0.54 0.89 2.30
Big 0.23 0.53 0.88 1.58
Aver age val ue-weighted monthly returns (%)
Small 1.33 1.43 1.60 2.07
2 0.72 0.89 1.09 1.72
3 0.64 1.12 1.30 1.65
Big 0.91 1.29 1.22 1.70
Average of number of firmsin each portfolio
Small 33 42 59 115
2 57 58 66 68
3 76 72 62 40
Big 83 77 63 26
Notes:

In June each year, stocks are independently sortedsize and BM quartiles to form 16 value weighte
portfolios on the basis of the intersection betwtentwo groupings. Firm size is measured as tmeben

of shares outstanding multiplied by the stock prtethe end of June. BM is measured at the end of
December of previous year.
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TABLE C

Industry Portfolios’ Descriptive Statistics

Industry Average | Ave. Average | Average

Value- No. of | MV BM

Weighted | Stocks

Monthly

Returns

%
1.0il and Gas 1.04 21 208.94 0.88
2.Chemicals 1.12 32 479.19 1.00
3.Basic Resources 1.20 19 615.89 1.20
4.Construction and Materials 1.15 72 276.22 1.03
5.Aerospace and Defence 1.27 16 410.28 0.82
6.General Industrials 1.37 24 84.32 1.10
7.Electronic and Electrical Equipment 1.06 59 166.90.79
8.Industrial Engineering 0.97 102 151.71 1.08
9.Industrial Transportation 1.01 32 260.94 1.16
10.Support Services 0.92 100 136.42 0.72
11.Automobiles and Parts 1.40 24 219.63 1.20
12.Food and Beverages 1.31 51 635.68 0.9]
13.Personal and Household Goods 1.60 109 128.288 1.3
14.Healthcare 1.53 36 583.98 0.68
15.Food and Drug Retailers 1.24 37 869.96 1.07
16.General Retailers 1.54 49 325.87 1.01
17.Media 1.36 57 286.68 0.80
18.Travel and Leisure 1.17 70 253.78 0.98
19.Technology 0.52 60 146.88 7.30
20.Utilities 1.39 28 2120.40 1.02
Note:

The portfolios are formed from July 1980 to ApridGB using LSPD G17 codes and FTSE Industrial

Classification Benchmark (ICB)

2 Utilities include Telecommunication, Electricitya§, Water and other companies
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