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Abstract

This paper first discusses concepts, definitiors #weoretical explanations for international
business cycles. This is followed by an overviewp@vious empirical studies. We then argue
that forex postanalyses the output gap is a univariate quantidicaf the business cycle that
is comparable across space and time and readillabla(or rather computable from GFP
series), which recommends its use for our purpoBesed on an unbalanced panel of
guarterly output gap series in a panel of 40 coesmtirom 1960qgl to 201193, we then test a
number of hypotheses regarding the imbeddednefisecbwiss economy into international
business cycles and possible changes thereof lne@getent years. The results identify layers
of international business cycles, where the intgmmaof Switzerland is pronounced.
Moreover it markedly deepened after 1994. A casé&taitzerland being ‘special’ can hence
not be made in terms of its recent business c\atiem.
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1. Introduction

From an economic as well as a political perspectwitzerland has a special role within
Europe or even in the global world. Being situatethe middle of Europe and surrounded by
EU member states, Switzerland is neither (and ta@hico become) a member of the EU nor
the European monetary union. This special situagjimes rise to several aspects that may
influence the national business cycle in a (pogsibifferent way than other comparable

countries.

In particular, we direct our attention to possildgernational interconnectedness of
business cycles across countries worldwide. Thiepwiill first discuss concepts, definitions
and theoretical explanations for international bass cycles. This is followed by an overview
of previous empirical studies. We then argue tbaek postanalyses — notwithstanding its
well-known end point problem — the output gap snasariate quantification of the business
cycle that is comparable across space and timereadily available (or rather computable
from GFP series), which recommends its use for purposes. Finally, based on an
unbalanced panel of quarterly output gap series panel of 40 countries from 196091 to
201193, we test a number of hypotheses regardmgnmbeddedness of the Swiss economy
into international business cycles and possiblegbs thereof over the recent years.

The results identify layers of international bussecycles, where the integration of
Switzerland is pronounced. Moreover it markedly peed after 1994. A case for
Switzerland being ‘special’ can hence not be madéerms of its recent business cycle
pattern.

International business cycles: concepts and défimst

The concepts of international business cycles wordd business cyctehave long captured

the imagination of economists. In either case, dhiele is affecting more than a single
country. In a fully integrated world economy, wegti find a dominant world business cycle
with no pronounced regional variation, whereas lass than fully integrated world, some of
the trans-national cyclical co-movement will be fbo&d to geographical regions or economic

blocks.

! For a discussion of the world business cycle Gesgjory et al(1997 and 1999).
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The economic history of the last decades recordsnarease in economic openness.
Typically, however, we do not see countries unanmndigly opening their economies towards
the rest of the world.Rather, we see some removal of international &@rio economic
activity going hand-in-hand with the consolidatioh supra-national economic blocks that
tear down borders within but at the same time enest barriers vis-a-vis the rest of the
world. Hence, the typical pattern of economic gldadion is currently the formation of
blocks, resulting in a polycentric and possibly raiehical structure. Accordingly, a
reasonable assumption is that, presently, diffelayegrs of business cycles proceed at the
same time. Formally, this structure can be repiteskeas a polycentric hierarchy of cycles,
where the cyclical position of countiyat timet P;; is determined by country-specific
(‘idiosyncratic’) factors li;, supra-national developmen;, business conditions within

structurally defined groups of countri€g;, and a world business cydld, so that
Pit = f(liy, St Gkt W).

Note that this notation immediately suggests faotoprincipal component analyses as a
method to address this concept empirically. Inipaldr, the observed variableRr; — could
be explained by a number of non-measurable latariabes that reflect the hierarchy of
cycles. And indeed, a number of recent studiemternational business cycles have referred
to factor models. Before we turn to this researale, shall briefly summarise some

fundamental theoretical considerations on inteamati business cycles.

2. Theoretical considerations on international busiess cycles

The earliest theory of cyclical patterns in econoamtivity attributes them to nature: climate
and weather, relating to predominantly agricult@e@bnomies. With the share of agriculture
in output declining, the cyclicality of economicrahtions in the secondary and tertiary sector
is traditionally referred to an investment cycldiere at some stage over-investment leads to
more or less severe corrections until a new bodsise The underlying assumption is that a
considerable number of market participants aretirggato the same signals. These may be the
employment outlook, profits, order books, raw mateand intermediate goods prices,
inventories, exchange rates, demand for expontews about international crises and war or

peace.

% For a stylised economic history from a trade apenmess perspective, sgergsten(2001).
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Apart from this view, an influential school of thretical, academic economists highlights
the ‘real business cycle’ theotyBased on the assumption of rational and informgehts,
this theory sees the origin of cycles in exogensiuscks (technical innovation or political

intervention).

Moreover, though they do not represent the maiastresome economists continue to
refer to Schumpeter's theory of the business {gdaumpetei939). This theory ascribes the
business cycle to clusters of innovations whicld & a general phase of prosperity. New
products and procedures deliver monopoly renthégioneers; on the other hand they make
some of the inheritedapital stock obsolete in economic terms. Thisdtwe destruction’
triggers vigorous price adjustments and consequeetitrepreneurs and bankers face
difficulty in assessing the profitability of furthennovation and investment. Moreover, at that
stage, a considerable part of investment is geipagulative rather than innovative. Once the
initial cluster of innovations has diffused throutje economy, profits converge towards zero.
The boom is over and the economy returns to aosiaty state. This may even manifest itself
as a depression. Typically, however, the pricesidjent that happened through the recession
forms the basis for new innovative activity whiadmin culminates in a cluster of innovations.
Evidence for this business cycle theory so farmparse. Yet, it cannot be ruled out that the
‘Second Industrial Revolution’ (within the IT sectdas brought about a convergence of
technological trajectories, which would result inchustering of innovations and hence

constitute the basis for a next Schumpeter cycle.

These theories comprise a number of argumentsctratikewise serve as theoretical
explanations for gupra-nationalityof business cycles. Generally, a systematic conafrtgn
of economic activity across different territoriahits has to be attributed to cyclical forces
operating across regiofifhese could affect either prices or quantitiebath, and relate to
goods and services, factors of production, findremaurities or to psychological factors such
as consumer confidence or the ‘animal spirits’ ofr&preneurs. Hence, as far as economic
agents react to signals from abroad, we would exjmed¢ind trans-nationality in business
cycles. Real business cycle theory directly implieat the business cycle will be supra-

national if this is true for the driving forcese.i.the technology and policy shocks that are

% Seel.ucke(2002).
* See, amongst otheGlark and Van Wincoof2001) andArtis (2003).
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hitting the international economy. From a Schumpeterian perspective, a common

technological trajectory would constitute the bdsissupra-nationality of the business cytle.

Economic theory hence states a number of plausitjaments for the emergence of
international business cycles and identifies paa#nttriggering factors as well as likely
channels for international transmission and ditfnsiSome of the factors that drive the
business cycle operate predominantly domesticallyile others have more international
significance. In this context, we would expect tbatintries are not necessarily affected to the
same degree by the factors that drive internatianalles. Geographic, cultural and
technological proximity would imply more similar agtions to impulses from the
international economy. Moreover, ‘cyclical proxigiiis affected by economic and political

integration (or disintegration) and thus not timeariant.

The economic integration of Europe is an imporifinstration of these considerations,
as it has shaped or at least deepened a distinEtivepean business cycl&@he cyclical
integration is nevertheless far from complete. hrtipular, private consumption is still
heavily affected by country specific idiosyncragi€airthermore, according to some findings,
it appears that the overall deepening of cyclingégration in the EC/EU has flattened out in
the new millennium, and the recent financial crisagggered by high indebtedness of some
euro zone economies puts a bold question mark tetha assertion that the European
economic integration is continuously deepertimgtra-European frontiers hence continue — to

some extent — to be boundaries for the busineds.tyc

Switzerland is neither a member of the EU nor ef MU (and not likely to become one
in the foreseeable future); nevertheless, basea rmumber of bilateral treaties, its goods and
factor markets are highly integrated into the EUjoh is by far its major trading partner.
Accordingly, in economic terms, Switzerland carnpb&ctically considered to be as integrated
into the EU as the UK, Sweden, or Denmark — they &l members that have so far

voluntarily maintained their national currenciesddmence monetary policy as a nationally

® Norrbin and Schlagenhayf.996) find "limited support" for real businessclgs in form of industry specific
cycles with international business cyclésibs (1999) shows that OECD countries with similar isidial
specialisations are characterised by distinctivenowement of economic activity.

® This might especially affect groups of countriéghva similar human capital endowment, allowing #oquick
diffusion of clusters of innovations; s€@min and Hobijn(2004).

" SeeFatas(1997).

8 SeeAmbler et al(2004).

® SeeArtis (2003).

19 seeClark and van Wincoof2001).



controlled tool to steer the economy through theiess cycle and the bumpy evolution of

the international economy.

At this stage, we can conclude that business cyatesnowadays a more or less
international phenomenon. From a global perspecthe cyclicity of economic activity can
analytically be decomposed into local, regiohaindustry specific, national and supra-
national cycles and —possibly — a global cycle. @mpirical studies on international business
cycles that we are going to survey in the followsegtion will provide additional evidence

for this view.

3. Previous research on international business cyd

So far, most attempts to identify international ihass cycles have — at least implicitly —
referred to the classical NBER conceptRBiirns and Mitchell(1946), which defines the
business cycle as a co-movement of a number ofoecgnparameters and aggregates. For
example,Vahid and Englg1993) andCubadda(1999) showed that business cycles can be
modelled econometrically by ‘common feature’ ano-tependence’ analyses (both based on
cointegration) as a joint movement of the cyclicaimponents of income and consumption.
Some widely cited studies specify internationalibess cycles as dynamic factor models,
where a multi-dimensional variable space of ecowotime series across a sample of
countries is reduced to a limited number of dimenst The results of this approach are
promising. It has been demonstrated that factoretsodre sufficiently general to identify
characteristic cyclical movement patterns of adangmber of variables in the first factor.
Studies that consider larger numbers of countresally find a polycentric or hierarchical
structure. Moreover, the empirical literature siugggehat there may be a global factor that is

mainly driven by shocks, along with cyclical movertseof more confined natufé.

Amongst analyses referring to dynamic factor mqdéls work ofKose et al(2003) has
to be highlighted. These authors subjected yeamy tseries of output, consumption and
investment from 1960 to 1990 across 60 countraeert from the Penn World TablEo a
dynamic factor analysis and identified a world dmcas well as factors for North America,

" The regional levewithin a country will not be subjected to an analysishiis section. For advances in this
direction, sed®elke and Hein€2004) as well a¥ondl and Traistaru-Siedschlgg006).

12 See e.gNorrbin and Schlagenha§996), Gregory et al.(1997),Forni et al. (2001),Koseet al (2003) and
Marcellino et al.(2003). Dynamic factor models are, of course, alsitable for the identification of NBER type
business cycles withionecountry oroneregion, see e.gtock and Watsof1999),Bandholz and Funkg&003)
andMariano and Murasaw#2003).

13 SeeMalek Mansour(2003).
% For a description of this data set, Seenmers and Hest¢h988).
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Europe, Oceania, Latin America, Africa, Asia (riddg well as Asia (poor). This study is
remarkable as it refers to a comparably broad cgusample'® so that — unlike in other
studies — the multi-layer structure of businessles/that becomes visible in this analysis
draws a more convincing picture of the world busgeycle than studies that rely on smaller
country sampleose et alii'scentral result is that there indeed is a worldeyieat accounts
for a considerable share of output fluctuation. &mer, co-movement is more pronounced
within the group of developed countries, indicatthgt the international transmission of the
world business cycle to the poorer parts of thedwsrless effective, which is an intuitively
persuasive structural finding, given that thesentwes are less integrated into the world
economy. On the other hand, apart from a North Acaarfactor (covering the NAFTA
countries) supra-national factors emerge far lesportant than in previous studies.
Furthermore, compared to output, consumption awesitment are governed more by country
specific factors. Finally, the analysis confirm#iararchy with the world factor accounting
for the bulk of the lowest frequencies, whereas gshbsequent factors tend to explain the

higher frequencies of the underlying series.

Notwithstanding these encouraging findings, a sewdisadvantage of dynamic factor
analysis in practical terms is its requirement rdga the completeness and consistency of
the data, and the econometric effort is remarkabite empirical literature on international
business cycles thus still refers to less complesthods, and the resulting findings are
sometimes no less revealir@hristodoulakis et al(1995) for example, screened HP-filtered
guarterly series from EC countries for cross catrehs and found close co-movements of
output growth, from which they concluded that thesmintries constitute a distinctive
international business cycldmbler at al.(2004) ran pairwise cross correlations of différen
macroeconomic indicators for a number of developmehtries and found plenty of positive,
albeit usually only weak to moderate correlatiolmderestingly, the private consumption
cycles again show hardly any sign of internatiomaégration. Based on a time varying
weighting matrix which is derived from the ‘styltsdacts’ of national and international
business cycled,umsdaine and Prasa(2003) identified a European and a world business

cycle factor.

A few studies refer to standard (cross sectiorahar than dynamic factor or principal
component analyses. Though they do not model the timension, a significant advantage

> The extension of the usual sample size of arouh@dntries to 60 comes at a pritése et al (2003)
analyse yearly instead of the usual quarterly seaad the quality of the data quoted in the PemnldVTables
is occasionally rather doubtful (see Section 4.thisf section).
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in practical terms is that they require only onealale (a time series reflecting the cycle) per
country. The points on the time axis are then é@a@s observations. Accordingly, countries
that exhibit a similar cycle tend to ‘load’ (comt#) on the same factors or principal
components. An early application of this method sudy byFuhrmann(1980). However, it
comprises only three countries. More recentBgyek and Selove{2002) conducted a
principal component analysis of GDP growth rate$ivad European countries as well as the
US and obtained two principal components with eigéies greater than one. They
interpreted this as a reflection of one generaiofaas well as two supra-national cycles with
opposite phases, one of them comprising GermanyFeartce and the other the UK and the
US. Bezmen and SelovgR005) conducted a comparable analysis for a nurobd.atin
American countries, the EU, Japan and the US. Tiesults point to a comparably low
degree of cyclical integration within Latin Americ¥et another approach that builds on
principal component analysis is suggestedHmymes(2002). This study assessed business
cycle convergence towards Germany by examiningosiatity of a first principal component
of deviations of a number of EU countries' cyclest the German cycle, which is an elegant
way to specify a centre-periphery model empiricaljolmes found strong convergence

towards the German cycle during the 1990s for BefgiFrance and the Netherlands.

Yet another statistical method that has provenuldef the identification of international
business cycles is cluster analysis. For a sanfpE€D countriesArtis and Zhang2001)
by means of hierarchical cluster analysis iderdifee group of Central European countries
(Germany, France, Netherlands, Belgium and Austaapredominantly Nordic periphery
group (Denmark, Ireland, UK, Switzerland, Swedemgriy and Finland), a southern
periphery group (ltaly, Spain, Portugal and GreeeelNorth American group (the US and
Canada) as well as Japan as an cyclically isotedomy. A study byrtis (2003), covering
an enlarged sample of OECD countries, constructdssamilarity measure based on cross
correlations of GDP growth rates and subjected & hierarchical cluster analysis. AsArtis
and Zhang(2001), the country groups that form clusterssamglar, albeit not identical to the
countries that constitute the major supra-nati@eahomic regions or blockBoreiko(2003)
referred to ‘fuzzy cluster analysis’ — an algorithaliowing for more ambiguity than
hierarchical clustering — to evaluate convergencEastern European transition economies
with the EMU member countries. He found that Estoand Slovenia are ‘leaders’ in
convergence, which is in part attributed to ‘busseycles correlation’, in other words, to
their accession to an international business cyiold is dominated by EMU member

countries. Last but not least, a study by one efatthors of this investigatioG(aff, 2006)



submitted a panel of yearly data on output gapscapacity utilisation across developed 26
countries from 1960-2003 to a series of cross taia, principal components and cluster
analyses. He found evidence for a largely regignadifined hierarchy of cycles. The most
important finding in our context is the detectidracstrong co-movement of most countries in
the sample, which is interpreted as the ‘world’ibess cycle, along with an Scandinavian-
Anglo-Saxon business cycle as well as a closelgnated group of non-Scandinavian and
non-English speaking European countries plus Jagpah Israel. Although Switzerland
clusters closely together with Germany and Ausitmassociation with the French, Italian
and Japanese cycle appears even stronger. Hoves/@raff (2006) analysed yearly data,
which are likely to conceal the better part of thaamics in international business cycles,
and as the data end in 2003, i.e. just beforartdgration of EU goods and factor markets, an
extension of this approach with quarterly datahe very present may shed new light on
Switzerland’s position in the complex of internatib business cycles. We shall turn to this
below.

To sum up the general observations of this sectiancan conclude that the empirical
evidence generally confirms the theoretical exgewiaof a hierarchical and to some degree
polycentric structure of international businessleycYet, in detail, there is little congruence
as far as the identification of countries that ¢om® particular international cycles is
concerned. Most likely, apart from the large varief methods applied, this has to be
attributed to the diversity as well as to the tgtlic small size of the country samples that

these studies refer to.

4. An empirical analysis based on quarterly outpugap data

As we have seen, international business cycles bagr analysed with a range of strikingly
diverse methods. Presently, dynamic factor analisigls to dominate the field. Cross
correlation analysis is also regularly applied.nBipal component analysis and cluster
analysis are used occasionally, but as they do bmddng to the standard tools of
econometrics, they are usually not the preferrethauks.

The advantages and disadvantages of the differesthads are rooted in their
appropriateness to reflect the theoretical con@édpinternational business cycles. Yet, in

practical terms, requirements concerning the dagalarly impair their applicability.

Dynamic factor as well as common feature- and queddence analyses are theoretically

well defined implementations of the NBER concepisfhess cycles as a synchronism of a



large number of economic series). Yet, unless tiadyais is restricted to few countries with a
sound statistical basis, data availability ereayb barriers for their implementation.

In contrast to this, a univariate characterisatibthe cyclical movement allows to extend
the empirical analyses to a significantly largemtner of countries, which is clearly desirable
when the aim is to identify a truly global stru@uAn international correlation matrix can for
example help to identify international cyclical egtation. Cross correlations allow for the
consideration of phase shifts. The disadvantagéhe$e methods is that the analysis is
pairwise, so that it is not possible to determineald business cycle or layers of cycles,
possibly representing a hierarchy of cycles. F@& purpose, data reduction algorithms like
principal component analysis or factor analysis a@ppropriate methods. A first principal
component (or factor) that correlates positivelytva large number of country cycles can be
interpreted as a world business cycle, whereasegulesit factors or principal components
would suggest cycles comprising (geographically stucturally related) sub-groups of
countries. To reveal a layer structure, clusterlyss grouping country cycles and
successively combining them into bundles (‘clusfaascording to their degree of similarity,
would be the preferred method. Accordingly, thesthwods are particularly suitable for our
purpose. Yet, they require that the cyclical positof a country is adequately captured in a

single time series.

4.1 An indicator for cyclical development

Business cycles characteristically manifest theweselin over- or underutilisation of
productive resources of an economy. Consequeriplieal business cycle analysis regularly
refers to variables reflecting the utilisation bétfactors of production — labour and capital —,
usually approximated by the unemployment rate Aedate of capital utilisation. Apart from

this, variables like the output gap aim at quairifyaggregate economic capacity utilisation.

Labour and capital utilisation both consider juse dactor of production and in doing so
may give a distorted picture of the cyclical movemef an economy as a whole, unless
labour and capital utilisation are co-moving. THiswever, is usually not the case. Labour
utilisation is typicallyfollowing the business cycle, and furthermore, is it lesdically
responsive compared to capital utilisation. In &ddito this, though unemployment statistics
at a first glance seem to be a well-documentedraeadily available indicator of the business
cycle, the data are almost hopeless for internatiand inter-temporal comparisons. Capital
utilisation is more convincing, since it typicalproceeds simultaneously with the business

cycle. Unfortunately, capital utilisation is not l@ocumented statistical information.



From a theoretical perspective, the output gapckvig defined as the relative deviation
of the observed output (GDF) at timet from potential outputy*, i.e. (Y;— Y*)/Y*, is
probably the most convincing concept to determimeedyclical position of an economy. And
indeed, it is widely used amongst theorists as vasll practitioners. Unfortunately, for
practical purposes, the concept depends on thendatdion ofY*, which — like the business
cycle — is an inherently unobservable variableallge a macroeconomic production function
should quantify the potential output path. Since this is a formidable task, it is common to
refer to univariate statistical procedures — fiterthat are designed to isolate the trend of the
Y; series from the cycle (and the noise) and thentéopret this trend ag*;. Various low pass
filters are doing the job fairly well, and this t$éical approach impresses through its
simplicity as well as comparability across time asphce. We shall hence adopt this

methodology.

Our data forY; are quarterly seasonally adjusted GDP volume @sdicom the OECD
online National Accounts data ba$élhe coverage at the time of writing is up to 20& foy
most countries. Some series go as far back as bed8pr most countries, the series start in
1960. For a considerable number of countries, heweke series start as late as in the 1990s,
and for Russia in 2003. We are hence dealing witlglaly unbalanced panel. The coverage is

summarised in Table 1.

To estimate trend GDP, we use the common Hodrielsdtt-filter, which is easy to
implement and restricts discretion to one exogemmuametet! the intensity of smoothing.
This assures reproducibility of our calculationsdi8advantage of this filter is the ‘end point
problem’, which is due to the fact that symmetiltefs become increasingly asymmetric
towards the margins of a time series, which mayseasubstantial revisions as new data
points are added. With the Hodrick-Prescott filthis problem is especially severe for the
last four to six data points. One strategy to raiiggthis problem is to re-establish symmetry
at the margin by forecasting a few data points. fEselting symmetry, however, is of purely
technical nature, as the ‘true’ future values dreamurse unknown, so that any improvement
of the end point characteristics of the filter ifuaction of the forecasting accuracy. Since

economic forecasts are notoriously unreliable ctoseirning pints, where early and reliable

16 See http://stats.oecd.org/Index.aspaccessed on 30 November 2011 for this versiorihef paper. The
quarterly GDP series referred to is labelled ‘B1l:G&oss domestic product - expenditure approach —
VOBARSA: Millions of national currency, volume asi@tes, OECD reference year, annual levels, sedgonal
adjusted’.

7 SeeHodrick and Prescot(1997). Apart from the protagonists themselv@kristodoulakis et al (1995),
Razzak(2001) as well agrtis (2003), amongst many others, refer to the HodRc&scott-filter. We set the
smoothing parameter to= 1600, as recommended for quarterly data, apptylnY and refer to the de-logged
filtered series a¥*.
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information about the cyclical profile would be naatory to supply the symmetrical with a
few future data points, we shall not resort to tthisionary remedy.

On the other hand, as we here are not first ofnddirested in a reflection of current
economic activity, but rather in a heuristic, exptove review of the past, we can mitigate the
end point problem by ‘sacrificing’ a few data pairgnd analysing the more symmetric filter
output only. After filtering, we hence restrict dilrther analyses to data from 19709l to
20109g4. Accordingly, at the left margin, where tia¢a for some of the countries in our panel
go back as far as 196091, the filter can draw otowf0 out of sample data points, and at the
right margin, where at the time of writing, all serime series extend at least to 2011q1 (for
Greece), 17 up to 201192, and another 22 up tod® 1Mo adopt the filter output at the right
margin to the last detectable trend we fill the simg observations for 201192 and 201193
with linear extrapolations from the last two obsgiens. The data points 201191 to 201192 —
no matter whether observed or interpolated — aaa #xclusively used for the filter and not
analysed further. Thus, we are ‘sacrificing’ sonaadpoints in order to stabilise the HP
filtered output gap estimates. Given that for thgppse of this paper we are interested in long

term regularities rather than in the latest develepts, this ‘sacrifice’ seems warranted.

4.2 Identification of international business cycles

To identify international business cycles, we rdtethe output gapdG) time series for all

40 countries of our sample. First, they are subptd 39 pairwise cross correlation analyses
with the Swiss series, so that we can identify lsinty and potential phase shifts of the Swiss
cycle vis-a-vis all other countries on an indivitbasis. This also allows us to assess whether
business cycle integration has strengthened duhegobserved time period. A principal
component decomposition of the data follows, withicla we test whether there is empirical
evidence for coexistence of a world business cgfdag with supra-national business cycles.
Finally, we conduct a cluster analysis which cédumstrate a hierarchical structure of business

cycles. The latter two steps of analyses will deggecial attention to Switzerland.

Cross correlations

Here we examine pairwise correlations between thissSoutput gaf®Gcre and those of the
other 39 countries of the sam(@5;, allowing for phase shifts of up to 7 quarters.rbtiver,
we a priori disregard correlations based on n < 16, whichresstoverage of at least 4 years,
i.e. a shorter cycle. Finally, negative correlasi@ne treated as ‘no correlation’, as we find it

hard to conceive any transmission from some coutdryswitzerland, where the Swiss
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economy is depressed (promoted) by a positive (ivegjaevolution elsewhere. (We shall
nevertheless report the negative correlationshabthe reader my think of potential causality

not obvious to the author.)

The results for the whole period are summarisedrable 2, referring to those 25
countries apart from Switzerland with observatiémrsall quarters from 1970q1 to 2010g4.
We show the absolute maxima of cross correlationeuating to at least 0.40. Integration
with the European neighbours is high, most notatilyy Belgium, France, Portugal, Italy,
Austria, Luxemburg and Germany. Most correlatiors simultaneous, and when there is a
phase shift, Switzerland’'s business cycle is alw&iwing rather than leading. No
significant integration (i.e. the maxima of crossrelations with Switzerland lower than 0.40
in absolute terms) is detected with Norway, Soutitdd and Sweden. Negative correlations
are found with New Zealand and Turkey. Distancemfr8witzerland appears to be the
dominant feature for lack of business synchrorosatiwith the exception of Turkey, a
developing country for most of the sample periodd &orway, an oil exporter whose
economy is governed by its own laws. Sweden’s marintorrelation with Switzerland is

0.37 at lead/lag zero, so that the |0.40| threskatdssed only marginally.

Is this a stable pattern? Relevant to Switzerlatdjctural breaks are likely to have
occurred around the collapse of the Bretton-Wogdsesn in 1973/74, upon completion of
the EU goods and factor markets integration in 198%n the EMU came into being in 1999
or with the adoption of free movement of peoplewasn most countries of the EU and
Switzerland in 2008. Given the limited degreesreéflom in our panel, we choose to have a
closer look and compare the 1974-1993 and 1994—20h4periods. Thus, we focus on the
effect of the European goods and factor markewgmtion on the Swiss business cycle.

Tables 3 and 4 summarise the results.

Comparing 1974-1993 (Table 3) with the total sanmglieod does not reveal pronounced
differences. Switzerland is now classified as ‘legtlvis-a-vis Ireland, but the correlation is
moderate; Negative cross correlations are now atgcted with Turkey, the UK, Denmark
and South Korea, implying that the UK and Denmasravnot cyclically integrated with
Continental Europe before 1993, and neither witltZsland. Otherwise the picture remains

very much the same.

For the 1994-2010 period, however, the patterndatdcisively different (Table 4). The
overall degree of integration of the Swiss cycléhwthe rest of the world has markedly

increased, in terms of numbers as well as streoigie correlations; the latter especially with
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the main neighbouring countries and trading pastn8witzerland is still moving in line with
the other countries; if not, it is still mostly lgigg, leading only vis-a-vis Slovakia and
Iceland. Notably, the British, Danish and Norwegtgules are now positively correlated with
the Swiss cycle; a fact that most likely is not miaidue to stronger bilateral links with
Switzerland, but rather to both countries’ strontyeks with the rest of Europe. Negative
correlations persist with New Zealand and Turkelge yclical integration with (what is
now) the EMU (EA17) and the EU (EU27) is instantaune and pronounced, with cross

correlations close to 90%.

Pairwise correlation can reveal international ind#ign of countries (pairwise or overall).
Yet, it cannot clarify the structure between mudtipusiness cycles. For this, other methods

are more appropriate. We shall turn to these now.

Principal component analysis

We now submit th®©G time series to a factor analysis. This will seteeget an idea of the
number of underlying dimensions that can be ingtgat as international cycles, as well as of

the degree to which the countries can be assoondtbdhese dimensions.

As above, we split the sample period into a 1978318nd a 1994-2010 sub-period,
which leaves us with 26 countries that have noimgssbservations (see Table 1), as required
by this method. Th©G series are by construction stationary, which iegpthat we can work

with the conventional instruments of factor decosifion used in cross-sectional analy&es.

We refer to the standard method — principal compbaealysis — which among factor-
analytic methods is the one that requires leastnagBons about the covariance structure of
the data. Principal component analysis is a metiooceduce a data to a low number of
dimensions? In particular, a principal component is a syntbefariable that results from
a linear combination of observed variables. Thetisig point is a matrix ok variables
that can be expected to be related to each otloere{ated), anah observations. (Herk
corresponds to the 26 business cycles reflectedO@¢ and n to the quarterly
observations.) Each variab¥g, ..., Xican exactly be expressed as a linear combinatién of

principal componentsls, ..., Hx. For thei-th variable, observed at tlf¢h case, we get:

Xij = a1 H]_j + a2 sz + ... +ai ij , (I =1, ,k,j =1, ...,n) .

18 Augmented Dickey-Fuller tests for the 26 serieswsthat stationarity is not only implied by constiion, but
also statistically given. The series as well astéise statistics are available from the author ugguest.

19 See e.gJohnston(1984) andlolliffe (1986).
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The algorithm now determines what share of the @Vemariance of thek observed
variables can be reproduced witk k principal components,

XI] =ai1 Hl] +ai2 H2] + .. +ail’ HI’] + Rl] ’ (I = 1) --'1k;j = 11 -"1n) ’

whereR; stands for the unexplained rest when reducingitfeait combination to principal

components observed at tligh case of variableX;. The components are subsequently

determined by ordinary least squares in a way timatrestR; is minimised. The loadings
au, ...,ar correspond to regression coefficients which wouddult from the multiple
regression of variabl¥j on the principal components. How many principal ponents are

required to reproduce the data? The literature estggvariance shares of 70 to 90 per cent.
Yet, as any threshold is arbitrary, looking at expéd variance leaves room for discretion. In
contrast to this, the eigenvalue-rule providesxacenumber of components to be extracted:
As the number of potential components is equahtrtumber of variablels and since the
sum of the explanatory contributions of all potahgirincipal components amounts to 100 per
cent, an explanatory contribution below ()Oper cent (corresponding to an eigenvalue
lower than unity) implies that the this componeahtcibutes less to the explanation of the
overall variance than an ‘average’ variable. Tlyeevalues as well as the variance shares of
the principal components with eigenvalues exceedingy resulting from a principal
components decomposition &fG; for 1974-1993 are given in Table 5, which showat th
according to the eigenvalue-rule, six principal poments should be extracted, explaining
close to 80% of the overdDG variance. The rotated factor loading matrix isrogjpiced in
Table 6. (Absolute loadings below 0.5 are supprkdseease interpretation.) A straight-
forward interpretation of this principal componentscomposition is as follows: The cycle
that is common to the largest subset of countmeshe sample will emerge as the first
principal component, representing the dominant ecyol the country group. Now, such a
component indeed emerges from our data, as caeepeirs Table 6, where the factor-loading
matrix is sorted in descending order with respedhe strength of the loadings on the first
principal component. The countries are thus rard@zbrding to their congruence with our

dominant business cycle.

The largest number of countries that are pronougicegtlically co-moving is ten. It
comprises only European economies, mostly from i@erurope, including Switzerland.
Australia, Canada, the UK and South Africa load tbe second factor; which hence
comprises British Commonwealth economies only. ¢1ac3 to 6 are less obvious to interpret.

Yet, a number of country clusters within these congmts stand out, in particular Sweden
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and Finland (component 5) as well as Norway andnizek (component 6). Overall, having
in mind the conclusions from the gravity model i@de, proximity matters both in terms of

distance and culture, the same appears to holtidantegration of business cycles.

Again, let us compare the finding for the 1974198t 1994-2010 (Tables 7 and 8).
Clearly, the business cycle integration within Hanple has markedly deepened. There are
only five instead of four factors to be extractadd the first factor is now pronouncedly more
dominant, alone reproducing over 60% of the samat&nce. Also, all economies load high
on the first factor, apart from Turkey, Japan, NaywSouth Africa, New Zealand, Greece and
Australia. The other extracted factors appear tdrben by idiosyncratic country cycles (or
co-movement with economies not in the sample). B\aus pattern can be associated with
the second factor. The third factor points to samydical association between New Zealand
and South Korea, and Greece as well as Austra@diffs 4 and 5). As before, Switzerland
shows high loadings exclusively on the first factout this is now an even more dominant
factor. Also, only one country (France) is loadiigher on this factor than Switzerland. This
implies that of all 26 countries in the sampletha later period, only one appears more in line

with the common cycle than Switzerland.

Hierarchical cluster analysis

Cluster analyses are methods that decompose aelaato different groups (clusters). The
algorithm relies either odistinguishing between different clustenson thesimilarity within

a cluster For our purposes, we proceed as follows.

First, we transpose our matrix of variables andeolaions so that we obtain a data
matrix with years as variables and countries agmiasions. Then we subject this matrix to a

hierarchical cluster analysis with the squared Hiaoh distance
VI(0G-0G)  (i#])

as measure of similarity. We determine the clustiercture by means of the Ward-algorithm.
Starting at the lowest level of dissimilarity, \alsle median values are successively calculated
for all possible clusters, and the quadratic Eumtiddistance between all observations
(countries) is determined. The clustering then gedls according to the minimum increase in
the squared Euclidian distance. This clusteringhogktconsiders all variables equally when
determining the within group variance. Thus, honmaggy within a group is the focus (in
contrast to algorithms aiming at clear-cut separdbetweerclusters). This corresponds to a
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focus on commonality of the business cycle withitoantry group, rather than on delimiting
one cycle from the other.

Figures 1 to 3 show the resulting dendogrammeshiorearlier and later sample periods
(1974-1993 and 1974-2010), respectively as welbrattie last eight years (2003-2010),
where the latter ensures full coverage of the 4htrees in the sample. Examining the cluster
structure from the left to right corresponds tottwat to top of the hierarchy. The countries
with the most similar business cycles in the 19B@3lperiod according tOG, are a group
of four (Belgium, Italy, France and Spain), a groofpthree (Austria, Germany and the
Netherlands) and a group of two (Australia and @ahaAt the next level, groups of two are
formed by the US and the UK, Denmark and Norway, leland and Japan, where the last
group appears like a statistical artefact. Switaedl appears only at stage three of the
clustering, together with Luxembourg, which is pbgsdue to the fact that those countries
both specialised in Private Banking for wealthy mesidents with an inclination to tax
evasion or fraud. Moving to the right, lower levalsters combine into increasingly less
similar ones, and the last two countries associtiet cluster are Greece and New Zealand,

which is both intuitive as well as by and largdime with the results from the factor analyses.

Comparing this finding with the later period (figu2), where the sample size increases
form 26 to 29, shows that Switzerland is now cdlic pronouncedly more integrated: It
enters at stage one, along with the NetherlandainSpustria and Portugal. The clustering
algorithm reveals some obvious locally or cultiyrailduced co-movements (e.g. Australia
and New Zealand or South Korea and Indonesia) dk asesome supposedly statistical
artefacts (e.g. Luxemburg and Mexico or Turkey Angkntina).

Finally, in the 2003-2010 period, for which we halega from all 40 countries in the
sample, cyclical integration again has markedlyreased. Moreover, the newly added
countries mostly cluster in intuitively plausibleay e.g. Slovenia, Russia and Slovenia as
well as India with Brazil and thereafter with Japdre US and Korea. Former ‘outlier’ New
Zealand now cluster at the first level togethemhvalose by (in relative terms) Australia and
Indonesia. The economies that remain least integratth the other 40 in the sample are
Estonia, Turkey and Iceland, which does not seerplausible either. Interestingly,
Switzerland, although pronouncedly integrated iatayclical cluster of eight economies
(apart from Switzerland Spain, South Africa, thetidelands, Israel, Portugal, Poland and
Norway), now seem cyclically more distant from d®sest neighbours like Austria and

Germany. However, we would not want to put too msicess on the findings from the 2003-
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2010 period. While it demonstrates that the mettmatinues to produce reasonable clusters
when we add a number of transition economies amdyn@dustrialising countries, the last
period is so short that it covers hardly more thaa cycle, and it is dominated by the recent

world recession, so that we are careful not toritde much from it.
5. Summary and conclusions

This paper first discussed concepts, definitions gneoretical explanations for international
business cycles. This was followed by an overviéwprevious empirical studies. We then
argued that foex postanalyses the output gap is a univariate quantificeof the business
cycle that is comparable across space and timeeadily available (or rather computable
from GFP series), which recommends its use formpouposes. Based on an unbalanced panel
of quarterly output gap series in a panel of 40ntaes from 196091 to 2011q3, we then test
a number of hypotheses regarding business cyagration in general, and in particular the
imbeddedness of the Swiss economy into interndtionsiness cycles and possible changes

thereof over the recent years.

The results reveal layers of international busirggsées, which can be interpreted along
the lines of the gravity model of trade; businegsle integration is most likely amongst
neighbours as well with culturally proximity andaséd history. Moreover, comparing the
early post-Bretton-Woods period up to 1993 with ther 1994-2004 years by and large
shows a tendency for cycles pertaining to smalteugs of economies to dissolute into a

more integrated cyclical co-movement.

The integration of Switzerland is pronounced. #oaimarkedly deepened after 1994. A
case for Switzerland being ‘special’ can hence beimade in terms of its recent business

cycle pattern.

Notice that the findings conclusions in this pape¥, unfortunately, based on a limited
sample of countries, mostly OECD members, transitetonomies and a few newly
industrialised countries, so that even if they cosgpthe lion’s share of world GDP, this is
mot a truly global analysis. The white spots ange do limited data availability, most of
Africa, Latin America and Asia. Extending this raseh to incorporate the poorer parts of the

world is high on our agenda.
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Table 1: The panel — data availability

Country Start data End data Effective obs. (197091-2010q4)
AUS 1960q! 20112 164
AUT 1960q: 2011q: 164
BEL 1960q: 2011q: 164
CAN 1960q: 20112 164
CHE 1960q: 2011¢2 164
DEU 1960q: 2011q¢ 164
DNK 1960q: 2011¢2 164
ESF 1960q: 2011qg¢ 164
FIN 1960q: 20112 164
FRA 1960q: 2011q: 164
GBR 1960q: 2011qg¢ 164
GRC 196(q1 20111 164
IRL 1960q: 2011¢2 164
ITA 1960q: 20112 164
JPN 1960q: 2011q: 164
KOR 1970q: 2011q: 164
LUX 1960q: 2011¢2 164
MEX 1960q: 2011qg¢ 164
NLD 1960q: 2011qg¢ 164
NOR 1960q: 2011qg: 164
NZL 1960q: 20112 164
PRT 1960q: 2011q: 164
SWE 1960q: 2011¢2 164
TUR 1960q: 2011¢2 164
USA 1960q: 2011qg¢ 164
ZAF 1960q: 20112 164
IDN 1990q: 2011qg: 84
ARG 1993q: 20112 72
SVK 1997q1 2011qg¢ 72
CZE 19951 2011qg¢ 64
HUN 1995q: 20113 64
ISR 1995q: 2011qg: 64
POL 1995q: 20112 64
BRA 1996q: 2011¢2 6C
CHL 1996q: 2011qg¢ 6C
SVN 199¢€q1 2011¢2 60
IND 1996q: 2011¢2 59
ISL 1997q: 20112 56
EST 200(q1 2011qg¢ 44
RUS 2003q: 20112 32
EMU and EL
EA17 1995q: 2011qg¢ 64
EU27 1995q: 2011¢2 64
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Table 2 OGcnej, cross correlations, | 0.4, lead/lags 7 quarters, 1970-2010, n = 164

Lead (-) before CHE Country r
0 BEL 0.75
0 FRA 0.72
-1 PRT 0.70
0 ITA 0.70
0 AUT 0.69
0 LUX 0.66
0 DEU 0.65
-2 GBR 0.61
0 FIN 0.61
0 NLD 0.59
-2 JPN 0.57
-1 CAN 0.54
0 ESP 0.54
-3 USA 0.52
-3 GRC 0.50
0 MEX 0.47
-2 DNK 0.46
0 IRL 0.45
-1 AUS 0.44
1 ZAF 0.41

Negative cross correlations
-7 NZL -0.41
4 TUR -0.40
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Table 3: OGche, Cross correlations, |ri 0.4, lead/lags 7 quarters, 1974-1993, n = 80

Lead (-) before CHE Country r
0 ITA 0.77
0 BEL 0.73
0 LUX 0.67
0 PRT 0.66
0 FRA 0.65
0 AUT 0.60
0 DEU 0.55
4 MEX 0.55
-1 NLD 0.54
-1 CAN 0.53
0 FIN 0.52
2 IRL 0.50
-6 USA 0.48
0 ESP 0.47
-2 JPN 0.45
-1 AUS 0.43
0 ZAF 0.43

Negative cross correlations
2 TUR -0.53
7 GBR -0.52
5 DNK -0.49
3 KOR -0.40
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Table 4: OGcnej, Cross correlations, | 0.4, lead/lags 7 quarters, 1994-2010

Lead (-) before CHE Country r n
0 NLD 0.91 68
0 AUT 0.89 68
0 FRA 0.89 68
0 ESP 0.88 68
0 DEU 0.86 68
0 BEL 0.85 68
0 FIN 0.82 68
0 ITA 0.81 68
-1 GBR 0.79 68
0 LUX 0.78 68
0 PRT 0.77 68
-1 IRL 0.76 68
-1 USA 0.74 68
-1 DNK 0.74 68
0 CAN 0.74 68
-1 SWE 0.73 68
-1 MEX 0.72 68
-1 NOR 0.62 68
-1 JPN 0.59 68
-2 ARG 0.57 68
0 ZAF 0.56 68
1 SVK 0.49 68
-1 AUS 0.42 68
0 ISR 0.74 64
-1 POL 0.67 64
0 HUN 0.65 64
0 CZE 0.61 64
0 SVN 0.78 60
0 CHL 0.60 60
0 BRA 0.57 60
-2 IND 0.73 59
1 ISL 0.66 56
0 EST 0.75 44
0 RUS 0.91 32

EMU and EU
0 EAL17 0.89 64
0 EU27 0.88 64
Negative cross correlations
3 NZL -0.43 68
6 TUR -0.60 68
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Table 5: Principal component extraction,0G, 1974-1993

Component Initial Eigenvalues
Total % of Variance Cumulative %

1 8.767 33.72 33.72
2 3.557 13.68 47.40
3 2.761 10.62 58.02
4 2.103 8.09 66.11
5 1.959 7.53 73.65
6 1.023 3.93 77.58
7 0.884 3.40 80.98
8 0.807 3.10 84.08
9 0.656 2.52 86.61
10 0.601 2.31 88.92
11 0.446 1.72 90.63
12 0.399 1.54 92.17
13 0.326 1.26 93.43
14 0.264 1.02 94.44
15 0.211 0.81 95.25
16 0.200 0.77 96.02
17 0.181 0.70 96.72
18 0.168 0.65 97.37
19 0.153 0.59 97.98
20 0.126 0.49 98.44
21 0.098 0.38 98.82
22 0.089 0.34 99.16
23 0.076 0.29 99.50
24 0.060 0.23 99.68
25 0.049 0.19 99.87
26 0.034 0.13 100.00
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Table 6: Rotated factor loadings matrix,0G, 1974-1993

Component

3

4

AUT

0.83

PRT

0.82

FRA

0.81

BEL

0.80

ITA

0.79

LUX

0.79

CHE

0.77

ESP

0.73

DEU

0.67

NLD

0.55

0.51

AUS

0.90

CAN

0.84

GBR

0.58

ZAF

0.56

KOR

0.84

MEX

-0.82

USA

0.74

JPN

0.75

NZL

-0.72

IRL

0.63

GRC

0.61

SWE

0.86

FIN

0.76

TUR

-0.60

NOR

0.87

DNK

0.68
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Table 7: Principal component extraction,0G, 1994-2010

Component Initial Eigenvalues
Total % of Variance Cumulative %

1 16.18 62.24 62.24
2 2.48 9.52 71.76
3 1.28 491 76.67
4 1.24 4.77 81.43
5 1.08 4.17 85.60
6 0.62 2.38 87.98
7 0.54 2.09 90.07
8 0.44 1.71 91.78
9 0.33 1.26 93.04
10 0.30 1.15 94.19
11 0.24 0.93 95.12
12 0.22 0.84 95.96
13 0.19 0.73 96.69
14 0.15 0.59 97.28
15 0.12 0.47 97.75
16 0.12 0.46 98.21
17 0.09 0.34 98.55
18 0.07 0.27 98.82
19 0.07 0.26 99.08
20 0.06 0.23 99.31
21 0.05 0.16 99.49
22 0.04 0.15 99.63
23 0.03 0.12 99.75
24 0.03 0.12 99.87
25 0.02 0.09 99.95
26 0.01 0.05 100.00

26




Table 8: Rotated factor loadings matrix,0G, 1994-2010

Component
3
FRA 0.92
CHE 0.89
NLD 0.88
AUT 0.87
DEU 0.85
ESP 0.85
LUX 0.84
CAN 0.84
BEL 0.84
PRT 0.78
ITA 0.77
FIN 0.75 0.51
SWE 0.74
GBR 0.73
DNK 0.71
MEX 0.68
USA 0.66
IRL 0.64 0.56
TUR 0.91
JPN 0.67
NOR 0.60
ZAF 0.54
NZL 0.90
KOR 0.84
GRC 0.87
AUS 0.83
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Figure 1: Dendogramme, hierarchical cluster analys, OG, 1974-1993

Dendrogram using Ward Linkage
Rescaled Distance Cluster Combine
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Figure 2: Dendogramme, hierarchical cluster analys, OG, 1994-2010

Dendrogram using Ward Linkage
Rescaled Distance Cluster Combine
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Figure 3: Dendogramme, hierarchical cluster analys, OG, 2003—-2010

Dendrogram using Ward Linkage
Rescaled Distance Cluster Combine

0 t|'> 1|0 1|5 2|0
BEL 3
FRA 7
AUT 21—
ITA 11—
CAN 4
GBR 24—
DNK 51—
HUN 32—
CHL 34—
JPN 12—
USA 23
KOR 26—
BRA 36
IND 37
AUS 11—
IDN 27
NzZL 16—
ESP 19—
ZAF 25—
. NLD 15—
CHE 21
ISR 30—
PRT 18—
POL 33—
NOR 17—
GRC 9
SVN 35
RUS 40 _|
SVK 28 J
MEX 14
SWE 20 J —
DEU 8
CZE 31 _|
FIN 6 :‘ ]
LUX 13
IRL 10
ARG 29
ISL 38
TUR 22
EST 39

30



