# ECDNETOR 

Make Your Publications Visible.

# Working Paper <br> Nonparametric adaptive estimation of linear functionals for low frequency observed Lévy processes 

SFB 649 Discussion Paper, No. 2012-016

## Provided in Cooperation with:

Collaborative Research Center 649: Economic Risk, Humboldt University Berlin


#### Abstract

Suggested Citation: Kappus, Johanna (2012) : Nonparametric adaptive estimation of linear functionals for low frequency observed Lévy processes, SFB 649 Discussion Paper, No. 2012-016, Humboldt University of Berlin, Collaborative Research Center 649 - Economic Risk, Berlin


This Version is available at:
https://hdl.handle.net/10419/56711

## Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen (insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten, gelten abweichend von diesen Nutzungsbedingungen die in der dort genannten Lizenz gewährten Nutzungsrechte.

## Terms of use:

Documents in EconStor may be saved and copied for your personal and scholarly purposes.

You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.

# Nonparametric adaptive estimation of linear functionals for low frequency observed Lévy processes 

Johanna Kappus*




# Nonparametric adaptive estimation of linear functionals for low frequency observed Lévy processes* 

Johanna Kappus<br>Institut für Mathematik<br>Humboldt-Universität zu Berlin<br>kappus@mathematik.hu-berlin.de

February 15, 2012


#### Abstract

For a Lévy process $X$ having finite variation on compact sets and finite first moments, $\mu(\mathrm{d} x)=x \nu(\mathrm{~d} x)$ is a finite signed measure which completely describes the jump dynamics. We construct kernel estimators for linear functionals of $\mu$ and provide rates of convergence under regularity assumptions. Moreover, we consider adaptive estimation via model selection and propose a new strategy for the data driven choice of the smoothing parameter.
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## 1 Introduction

Lévy processes are the building blocks for a large number of continuous time stochastic models with jumps which play an important role, for example, in the modeling of financial data. Let us mention exponential Lévy models (see e.g. $[4,5]$ and $[1,24])$, time changed Lévy processes ([22]) or stochastic volatility models ([21]). Estimating the parameters of a Lévy process is thus

[^0]not only of theoretical relevance, but also an important issue for practitioners. The problem of estimating, nonparametrically, the jump density of a Lévy process, has received considerable attention over the past few years

Depending on the nature of the observations, there exist two fundamentally different approaches to this problem:

When disposing of continuous time observations of the process, the jumps are directly feasible, which suggests to use the observed number of jumps as an estimator of the expected number and apply some smoothing procedure. This approach has been investigated in [14]. When placing oneself in a high frequency model, that is, when assuming that the distance $\Delta$ between the observation times tends to zero at a high enough rate, one might discretise this procedure. A large increment within a small time interval will be due to a large jump, so one is eventually able to "see" the jumps. For the details, we refer to $[13,12]$ and to $[6]$ and $[8]$ and the discussion therein.

In the present setup, when working in a low frequency model, that is, when assuming that $\Delta$ is fixed, the jumps are no longer directly feasible so the above approach is no longer possible. Instead, one has to take into account the structural properties of Lévy processes and infinitely divisible laws. In this setting, one faces a more complicated statistical inverse problem. For earlier work on this subject, see $[19,15,16,7]$.

This paper is organized as follows: In Section 2 we introduce the statistical model and assumptions. We define kernel estimators for linear functionals of $\mu(\mathrm{d} x):=x \nu(\mathrm{~d} x)$ and provide upper bounds on the corresponding risk. This approach covers typical examples such as point estimation or estimation of integrals over compact sets.

Section 3 is devoted to the problem of the adaptive choice of the smoothing parameter. The interesting point about these considerations is that we consider a model selection problem with unknown variance and this issue is not only of interest in the Lévy model (see [7]), but also a topic of ongoing research in the related field of density deconvolution with unknown distribution of the noise. For most recent work on this subject, we refer to [9].

We propose here a new approach towards this problem. With $\varphi$ denoting the characteristic function, an estimator $\frac{1}{\widetilde{\varphi}_{n}}$ of $\frac{1}{\varphi}$ has been introduced in [20]. The key of our analysis lies in the fact that we consider a slight modification of this estimator. This will enable us to make the pointwise control on $\left|\frac{1}{\varphi}-\frac{1}{\widetilde{\varphi}_{n}}\right|$ which has been proved in [20] uniform on the real line. This will be the key result for dealing with the stochastic penalty term in the model selection procedure.

## 2 Nonparametric estimation of linear functionals in the Lévy model

### 2.1 Statistical model and assumptions

A Lévy process $X=\left\{X_{t}: t \in \mathbb{R}^{+}\right\}$taking values in $\mathbb{R}$ is observed at discrete, equidistant time points $\Delta, \cdots, 2 n \Delta$. We assume throughout the rest of this paper, that the distance $\Delta$ between the observation times is fixed.

We shall work under the following structural assumptions on the process $X$ under consideration:

### 2.1 Assumptions.

(A1) $X$ is of pure jump type.
(A2) $X$ has moderate activity of small jumps in the sense that the following holds true for the Lévy measure $\nu$ :

$$
\begin{equation*}
\int_{\{|x| \leq 1\}}|x| \nu(d x)<\infty . \tag{2.1}
\end{equation*}
$$

(A3) $X$ has no drift component.
(A4) For one and hence for any $t>0, X_{t}$ has a finite second moment. This is equivalent to stating that

$$
\begin{equation*}
\int|x|^{2} \nu(d x)<\infty . \tag{2.2}
\end{equation*}
$$

Imposing the assumptions (A1) and (A2) is equivalent to stating that the process has finite variation on compact sets.

It is well known that under (A1)-(A4), the Lévy-Khintchine representation takes the following special form: The characteristic function of $X_{\Delta}$ is given by

$$
\begin{equation*}
\varphi_{\Delta}(u):=\mathbb{E}\left[e^{i u X_{\Delta}}\right]=e^{\Delta \Psi(u)}, \tag{2.3}
\end{equation*}
$$

with characteristic exponent

$$
\begin{equation*}
\Psi(u)=\int\left(e^{i u x}-1\right) \nu(\mathrm{d} x)=\int \frac{e^{i u x}-1}{x} x \nu(\mathrm{~d} x) . \tag{2.4}
\end{equation*}
$$

(a proof can be found, for example, in [23]). The process is thus fully described by the signed measure $\mu(\mathrm{d} x):=x \nu(\mathrm{~d} x)$, which is finite thanks to (2.1) and (2.2).

We are interested in the problem of estimating some linear functional of $\mu$. That is, given some function or distribution $f$, the parameter of interest is

$$
\begin{equation*}
\theta:=\langle f, \mu\rangle:=\int f(x) \mu(\mathrm{d} x) . \tag{2.5}
\end{equation*}
$$

To simplify the problem and avoid a general discussion about distributions, we assume that one of the following conditions is met:
(F1) $f$ is a function in $\mathrm{L}^{1}(\mathbb{R}) \cap \mathrm{L}^{\infty}(\mathbb{R})$.
(F2) For some $y \in \mathbb{R} \backslash\{0\}$, $f$ is the Dirac distribution $f=\delta_{y}$.
In the latter case, we formulate the following additional assumption on $\mu$ which makes the problem well defined:
(A5) For some open interval $D=\left(d_{1}, d_{2}\right)$ with $y \in D$, the restriction $\left.\mu\right|_{D}$ possesses a continuous Lebesgue density $g_{D}$.

That is, the parameter of interest is the density $g$ of $\mu$, evaluated at $y$.

### 2.2 Estimation procedure and risk bounds

In a low frequency model, the jumps of a Lévy process are not directly feasible, so we have to take into account the structural properties of infinitely divisible laws to infer the underlying jump dynamics.

Using formula (2.4), we see that the Fourier transform of $\mu$ can be recovered by derivating the characteristic exponent:

$$
\begin{equation*}
\Psi^{\prime}(u)=\frac{\partial}{\partial u} \int\left(e^{i u x}-1\right) \nu(\mathrm{d} x)=i \int e^{i u x} x \nu(\mathrm{~d} x)=i \mathcal{F} \mu(u) . \tag{2.6}
\end{equation*}
$$

We do thus have

$$
\begin{equation*}
\mathcal{F} \mu(u)=\frac{\frac{1}{\Delta} \varphi_{\Delta}^{\prime}(u)}{i \varphi_{\Delta}(u)} . \tag{2.7}
\end{equation*}
$$

Under mild regularity assumptions, we can express the parameter of interest in the Fourier domain using the Plancherel formula:

$$
\begin{equation*}
\theta=\int f(x) \mu(\mathrm{d} x)=\frac{1}{2 \pi} \int \mathcal{F} f(-u) \mathcal{F} \mu(u) \mathrm{d} u . \tag{2.8}
\end{equation*}
$$

Together with formula (2.7), this yields

$$
\begin{equation*}
\theta=\frac{1}{2 \pi} \int \mathcal{F} f(-u) \frac{\frac{1}{\Delta} \varphi(u)}{i \varphi \Delta(u)} \mathrm{d} u . \tag{2.9}
\end{equation*}
$$

These formulae suggest to estimate $\theta$ by Fourier methods, replacing the characteristic function as well as its derivative by their empirical counterparts.

Since the increments $Z_{\Delta, j}:=X_{j \Delta}-X_{(j-1) \Delta}, j=1, \cdots, 2 n$ of $X$ form i.i.d. copies of $X_{\Delta}$, we can define the empirical versions of $\varphi_{\Delta}$ and $\varphi_{\Delta}^{\prime}$ as follows:

$$
\begin{equation*}
\widehat{\varphi}_{\Delta, n}(u):=\frac{1}{n} \sum_{j=1}^{n} e^{i u Z_{\Delta, j}} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\varphi}_{\Delta, n}^{\prime}(u):=\frac{1}{n} \sum_{j=n+1}^{2 n} i Z_{\Delta, j} e^{i u Z_{\Delta, j}} \tag{2.11}
\end{equation*}
$$

Moreover, the empirical characteristic function appearing in the denominator is replaced by its truncated version, setting

$$
\begin{equation*}
\frac{1}{\widetilde{\varphi}_{\Delta, n}(u)}:=\frac{1\left(\left\{\left|\widehat{\varphi}_{\Delta, n}\right| \geq(\Delta n)^{-1 / 2}\right\}\right)}{\widehat{\varphi}_{\Delta, n}(u)} \tag{2.12}
\end{equation*}
$$

This approach is originally due to Neumann (see [20]).
In case that $f$ has integrable Fourier transform, we are in a position to define a direct plug-in-estimator:
2.2 Definition. Assume that (A1)-(A4) are satisfied and that (F1) is met. Moreover, assume that $\mathcal{F} f \in \mathrm{~L}^{1}(\mathbb{R})$. Then we set

$$
\begin{equation*}
\widehat{\theta}_{\Delta, n}:=\frac{1}{2 \pi} \int \mathcal{F} f(-u) \frac{\frac{1}{\Delta} \widehat{\varphi}_{\Delta, n}^{\prime}(u)}{i \widetilde{\varphi}_{\Delta, n}(u)} \mathrm{d} u \tag{2.13}
\end{equation*}
$$

The integral appearing in (2.13) is well defined since $\left|\widehat{\varphi}_{\Delta, n}^{\prime}\right|$ as well as $\left|\frac{1}{\widetilde{\varphi}_{\Delta, n}}\right|$ are by definition bounded above and $\mathcal{F} f$ is integrable by assumption.

On the other hand, when being interested in point estimation, $\mathcal{F} f$ is certainly not integrable and the integral appearing in (2.13) generally fails to converge. For this reason, we have to introduce an additional smoothing procedure. This leads to defining kernel estimators:
2.3 Definition. Assume that (A1)-(A4) are satisfied and that (F1) or both, $(F 2)$ and $(A 5)$ are met. Let a continuous kernel K be given such that for arbitrary $h>0, \mathcal{F} K_{h} \mathcal{F} f(-\bullet)$ is integrable. Then we define for a bandwidth $h>0$ :

$$
\begin{equation*}
\widehat{\theta}_{\Delta, h, n}:=\frac{1}{2 \pi} \int \mathcal{F} f(-u) \frac{\frac{1}{\Delta} \widehat{\varphi}_{\Delta, n}^{\prime}(u)}{i \widetilde{\varphi}_{\Delta, n}(u)} \mathcal{F} \mathrm{K}(h u) \mathrm{d} u . \tag{2.14}
\end{equation*}
$$

This definition is meaningful since boundedness of $\left|\frac{\hat{\varphi}_{\Delta, n}^{\prime}}{\widetilde{\varphi}_{\Delta, n}}\right|$ and integrability of $\mathcal{F} \mathrm{K}_{h} \mathcal{F} f(-\bullet)$ guarantee that the integral in (2.14) is well defined and finite.

We can proof the following bound on the risk of $\widehat{\theta}_{\Delta, h, n}$ :
2.4 Theorem. Let the assumptions which are summarized in Definition 2.3 be satisfied. Assume, moreover, that for arbitrary $h>0$,
$\mathcal{F} \mathrm{K}_{h} \frac{\mathcal{F} f}{\varphi_{\Delta}} \in \mathrm{L}^{1}(\mathbb{R}) \cap \mathrm{L}^{2}(\mathbb{R})$. Then we can estimate

$$
\begin{align*}
& \mathbb{E}\left[\left|\theta-\widehat{\theta}_{\Delta, h, n}\right|^{2}\right]  \tag{2.15}\\
\leq & 2\left|\int f(x) \mu(d x)-\int f(x)\left(\mathrm{K}_{h} * \mu\right)(d x)\right|^{2} \\
+ & \frac{T^{-1}}{2 \pi^{2}}\left\{C_{1} \int|\mathcal{F} \mathrm{~K}(h u)|^{2}\left|\frac{\mathcal{F} f(-u)}{\varphi_{\Delta}(u)}\right|^{2} d u \wedge C_{2}\left(\int|\mathcal{F} \mathrm{~K}(h u)|\left|\frac{\mathcal{F} f(-u)}{\varphi_{\Delta}(u)}\right| d u\right)^{2}\right\},
\end{align*}
$$

with $2 T=2 \Delta n$ denoting the time horizon and with constants

$$
\begin{equation*}
C_{1}=C\left(\int\left|\Psi^{\prime \prime}(x)\right| d x+2 \int\left|\Psi^{\prime}(x)\right|^{2} d x\right) \leq \infty \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{2}=C\left(\left\|\Psi^{\prime \prime}\right\|_{\infty}+2\left\|\Psi^{\prime}\right\|_{\infty}^{2}\right)<\infty, \tag{2.17}
\end{equation*}
$$

where $C$ is some universal positive constant.
The assumption that $\mathcal{F} \mathrm{K}_{\frac{q_{f}}{\varphi_{\Delta}}}$ is integrable and square integrable depends on the unknown characteristic function $\frac{1}{\varphi_{\Delta}}$. However, we can always ensure that this assumption is met by choosing a kernel function which has compact support in the Fourier domain.

Next, we obtain the following upper bound on the risk of the estimator $\widehat{\theta}_{\Delta, n}$, which is defined without any additional smoothing procedure:
2.5 Theorem. Assume that $\mathcal{F} f \in \mathrm{~L}^{1}(\mathbb{R})$. Let $\widehat{\theta}_{\Delta, n}$ be defined as in Definition 2.2. Then we can estimate for arbitrary $m \geq 0$ :

$$
\begin{aligned}
& \mathbb{E}\left[\left|\theta-\widehat{\theta}_{\Delta, n}\right|^{2}\right] \\
\leq & \frac{1}{2 \pi^{2}}\left\{C_{1} \int_{\{|u|>\pi m\}}|\mathcal{F} f(-u)|^{2} d u \wedge C_{2}\left(\int_{\{|u|>\pi m\}}|\mathcal{F} f(-u)| d u\right)^{2}\right\} \\
+ & \frac{T^{-1}}{2 \pi^{2}}\left\{C_{1} \int_{\{|u| \leq \pi m\}} \frac{|\mathcal{F} f(-u)|^{2}}{|\varphi \Delta(u)|^{2}} d u \wedge C_{2}\left(\int_{\{|u| \leq \pi m\}} \frac{|\mathcal{F} f(-u)|}{|\varphi \Delta(u)|} d u\right)^{2}\right\},
\end{aligned}
$$

with constants $C_{1}$ and $C_{2}$ defined as in Theorem 2.4.
It is interesting to note that the estimator $\widehat{\theta}_{\Delta, n}$, which is defined without any additional smoothing procedure can be understood as the constructive analogue of the minimum distance estimator which has been proposed in [19]. The clear advantage is that our estimator can be calculated directly from the data and does not require an abstract minimization procedure over spaces of measures, which is certainly comfortable in applications.

### 2.3 Rates of convergence

In this section, we investigate the rates of convergence which can be derived form the upper risk bounds given in Theorem 2.4 and Theorem 2.5 under the assumption that the signed measure $\mu$, which describes the jump dynamics of the underlying Lévy process belongs to some prescribed smoothness class.

Let us introduce the following abstract nonparametric classes:

### 2.6 Definition.

(i) We denote by $\mathcal{F}\left(\beta, \rho, C_{f}, C_{f}^{\prime}, c_{f}, c_{f}^{\prime}\right)$ the class of functions $f$ such that for any $u \in \mathbb{R}$ :

$$
C_{f}(1+|u|)^{-\beta} \exp \left(-c_{f}|u|^{\rho}\right) \leq|\mathcal{F} f(u)| \leq C_{f}^{\prime}(1+|u|)^{-\beta} \exp \left(-c_{f}^{\prime}|u|^{\rho}\right) .
$$

If $\rho=0$ and $\beta>0$, the functions in $\mathcal{F}\left(\beta, \rho, C_{f}, C_{f}^{\prime}, c_{f}, c_{f}^{\prime}\right)$ are called ordinary smooth. For $\rho>0$, they are called supersmooth.
(ii) Given $a>0$, let $\langle a\rangle:=\sup \{k \in \mathbb{N}: k<a\}$. For an open subset $D \subseteq \mathbb{R}$, we denote by $\mathscr{H}_{D}(\alpha, L, R)$ the class of functions $f$ such that $\sup |f(x)| \leq R,\left.f\right|_{D}$ is $\langle a\rangle$ times continuously differentiable and we $x \in D$ have

$$
\sup _{\substack{x, y \in D \\ x \neq y}}\left|f^{(\langle a\rangle)}(x)-f^{(\langle a\rangle)}(y)\right| \leq L|x-y|^{a-\langle a\rangle} .
$$

The functions belonging to $\mathcal{H}_{D}(a, L, R)$ are called locally Hölder regular with index $a$.
(iii) For $a, M \geq 0$, the Sobolev class $\mathcal{S}(a, M)$ consists of all square integrable functions, for which

$$
\begin{equation*}
\int\left(1+|u|^{2}\right)^{a}|\mathcal{F} f(-u)|^{2} \mathrm{~d} u \leq M \tag{2.18}
\end{equation*}
$$

holds. For negative indices, we are still in a position to define corresponding Sobolev classes. The objects collected in $\mathcal{S}(a, M)$ for $a<0$ need no longer be square integrable functions, but are those tempered distributions for which (2.18) holds true.

We start by providing rate results under global regularity assumptions on the test function $f$ and on $\mu$, measured in a Sobolev sense. Let us first recall the following definition:
2.7 Definition. A kernel K is called a $k$-th order kernel, if for all integers $1 \leq m<k$,

$$
\begin{equation*}
\int x^{m} K(x) \mathrm{d} x=0 \tag{2.19}
\end{equation*}
$$

and moreover,

$$
\begin{equation*}
\int|x|^{k}|\mathrm{~K}(x)| \mathrm{d} x<\infty \tag{2.20}
\end{equation*}
$$

Equation (2.19) is equivalent to stating that the derivatives $(\mathcal{F} \mathrm{K})^{(m)}(0)$ vanish for $m=1, \cdots,\langle k\rangle$.

Let us first have a look at the approximation error which results from smoothing with some kernel function K :
2.8 Lemma. Assume that for some real valued $s$ and some positive constant $M_{f}, f \in \mathcal{S}\left(s, M_{f}\right)$. Assume, moreover, that for some $a>-s, \mu \in \mathcal{S}\left(a, M_{\mu}\right)$. Let K be chosen such that either K is the sinc kernel or K has order $a+s$ and $\mathcal{F} \mathrm{K}$ is Hölder-regular with index $a+s$. Then we can estimate

$$
\begin{equation*}
\left|\int f(x) \mu(d x)-\int f(x)\left(\mathrm{K}_{h} * \mu\right)(x) d x\right|^{2} \leq C_{b} h^{2 a+2 s}=: b_{h} . \tag{2.21}
\end{equation*}
$$

with some $C_{b}$ depending on $M_{f}, M_{\mu}$ and on K .
Next, we have the following bound on the error in the model:
2.9 Lemma. Assume that $\mathcal{F} \mathrm{K}$ is supported on $[-\pi, \pi]$. Assume, moreover, that $f \in \mathcal{S}\left(s, M_{f}\right)$ and that for positive constants $C_{\varphi}$ and $c_{\varphi}$,

$$
\begin{equation*}
\forall u \in \mathbb{R}:\left|\varphi_{\Delta}(u)\right| \geq\left(1+C_{\varphi}|u|\right)^{-\Delta \beta} \exp \left(-\Delta c_{\varphi}|u|^{\rho}\right) \tag{2.22}
\end{equation*}
$$

Let
$\sigma_{h}^{2}:=\frac{C_{1}}{2 \pi^{2}} \int|\mathcal{F} \mathrm{~K}(h u)|^{2}\left|\frac{\mathcal{F} f(-u)}{\varphi_{\Delta}(u)}\right|^{2} d u \wedge \frac{C_{2}}{2 \pi^{2}}\left(\int|\mathcal{F} K(h u)|\left|\frac{\mathcal{F} f(-u)}{\varphi_{\Delta}(u)}\right| d u\right)^{2}$
Then we have $\sigma_{h}^{2} \leq v_{\Delta, h}$ with

$$
\begin{aligned}
& v_{\Delta, h}:=\frac{C_{v}}{2 \pi^{2}}\left\{C_{1} \sup _{\left\{|u| \leq \frac{\pi}{h}\right\}}(1+|u|)^{2 \Delta \beta-2 s} \exp \left(\Delta c_{\varphi}|u|^{\rho}\right)\right. \\
&\left.\wedge C_{2} \int_{\left\{|u| \leq \frac{\pi}{h}\right\}}(1+|u|)^{2 \Delta \beta-2 s} \exp \left(2 \Delta c_{\varphi}|u|^{\rho}\right) d u\right\}
\end{aligned}
$$

and some constant $C_{v}$ depending on $C_{\varphi}$ and $M_{f}$.
Now, let us introduce the following abstract nonparametric classes of signed measures:
2.10 Definition. Let $\mathcal{M}:=\mathcal{M}\left(\bar{C}_{1}, \bar{C}_{2}, C_{\varphi}, c_{\varphi}, \beta, \rho, a, M_{\mu}\right)$ be the collection of finite signed measures $\mu$, such that the following holds:
(i) There is a Lévy process $X$, for which (A1)-(A4) are satisfied, such that $\mu(\mathrm{d} x)=x \nu(\mathrm{~d} x)$.
(ii) For the characteristic function

$$
\begin{equation*}
\varphi(u):=\exp \left(\int \frac{e^{i u x}-1}{x} \mu(\mathrm{~d} x)\right) \tag{2.23}
\end{equation*}
$$

of $X_{1}$, the following holds:

$$
\begin{equation*}
\forall u \in \mathbb{R}:|\varphi(u)| \geq\left(1+C_{\varphi}|u|\right)^{-\beta} e^{-c_{\varphi}|u|^{\rho}} . \tag{2.24}
\end{equation*}
$$

(iii) For $C_{1}$ and $C_{2}$ defined as in (2.16) and (2.17), we have $C_{1} \leq \bar{C}_{1}$ and $C_{2} \leq \bar{C}_{2}$.
(iv) $\mu$ is contained in the Sobolev class $\mathcal{S}\left(a, M_{\mu}\right)$.

Let $\mathbb{P}_{\mu}=\mathbb{P}^{X_{1}}$ be the infinitely divisible law with characteristic function $\varphi$ defined by 2.23 and $\mathbb{E}_{\mu}$ the expectation with respect to $\mathbb{P}_{\mu}$.

We can now provide rates of convergence, uniformly over those nonparametric classes:
2.11 Theorem. Assume that $f \in \mathrm{~L}^{1}(\mathbb{R}) \cap \mathrm{L}^{\infty}(\mathbb{R})$ and $f \in \mathcal{S}\left(s, M_{f}\right)$. Consider the nonparametric class $\mathcal{M}:=\mathcal{M}\left(\bar{C}_{1}, \bar{C}_{2}, C_{\varphi}, c_{\varphi}, \beta, \rho, a, M_{\mu}\right)$ with $a>-s$. For $h>0$, let $\widehat{\theta}_{\Delta, h, n}$ be defined by (2.14). Assume that the conditions on the kernel function which are summarized in Lemma 2.8 and Lemma 2.9 are met. Let $b_{h}$ and $v_{\Delta, h}$ be defined as in Lemma 2.8 and Lemma 2.9. Then, selecting $h^{*}=h_{\Delta, n}^{*}$ as the minimizer of $b_{h}+T^{-1} v_{\Delta, h}$, we find that

$$
\begin{equation*}
\sup _{\mu \in \mathcal{M}} \mathbb{E}_{\mu}\left[\left|\theta-\widehat{\theta}_{\Delta, h^{*}, n}\right|^{2}\right]=O\left(r_{\Delta, n}\right) \tag{2.25}
\end{equation*}
$$

with ( $r_{\Delta, n}$ ) denoting the sequences which are summarized in the following table:

|  | $\bar{C}_{1}<\infty$ |  | $\bar{C}_{1}=\infty$ |  |
| :--- | :---: | :---: | :--- | :--- |
| $\rho=0$ | $s \geq \Delta \beta$ | $T^{-1}$ | $s \geq \Delta \beta+\frac{1}{2}$ | $T^{-1}$ |
|  | $s<\Delta \beta$ | $T^{-\frac{2 a+2 s}{2 a+2 \Delta \beta}}$ | $s<\Delta \beta+\frac{1}{2}$ | $T^{-\frac{2 a+2 s}{2 a+2 \Delta \beta+1}}$ |
| $\rho>0$ |  | $\left(\frac{\log T}{\Delta}\right)^{-\frac{2 a+2 s}{\rho}}$ |  | $\left(\frac{\log T}{\Delta}\right)^{-\frac{2 a+2 s}{\rho}}$ |

Let us compare this result to the rates of convergence which can be obtained for the estimator $\widehat{\theta}_{\Delta, n}$, which is defined without an additional smoothing procedure.
2.12 Theorem. Let $f \in \mathcal{S}\left(s, M_{f}\right)$ for some $s>\frac{1}{2}$. Consider the nonparametric class $\mathcal{M}:=\mathcal{M}\left(\bar{C}_{1}, \bar{C}_{2}, C_{\varphi}, c_{\varphi}, \beta, \rho, a, M_{\mu}\right)$. Let $\widehat{\theta}_{\Delta, n}$ be defined by (2.13). Then we find that

$$
\begin{equation*}
\sup _{\mu \in \mathcal{M}} \mathbb{E}_{\mu}\left[\left|\theta-\widehat{\theta}_{\Delta, n}\right|^{2}\right]=O\left(r_{\Delta, n}\right) \tag{2.26}
\end{equation*}
$$

with $\left(r_{\Delta, n}\right)$ collected in the following table:

| $\rho=0$ | $\bar{C}_{1}<\infty$ |  | $\bar{C}_{1}=\infty$ |  |
| :--- | :---: | :---: | :--- | :--- |
|  | $s>\Delta \beta$ | $T^{-1}$ | $s>\Delta \beta+\frac{1}{2}$ | $T^{-1}$ |
|  | $s=\Delta \beta$ | $T^{-1}$ | $s=\Delta \beta+\frac{1}{2}$ | $(\log T) T^{-1}$ |
|  | $s<\Delta \beta$ | $T^{-\frac{2 s}{2 \Delta \beta}}$ | $s<\Delta \beta+\frac{1}{2}$ | $T^{-\frac{(2 s-1)}{2 \Delta \beta}}$ |
| $\rho>0$ |  | $\left(\frac{\log T}{\Delta}\right)^{-\frac{2 s}{\rho}}$ |  | $\left(\frac{\log T}{\Delta}\right)^{-\frac{2 a+2 s}{\rho}}$ |

## Examples

(i) For Compund Poisson processes, the absolute value of the characteristic function $\varphi$ is bounded below. Consequently, (2.24) is satisfied with $\beta=0$ and $\rho=0$. If the test function is contained in the Sobolev class $\mathcal{S}\left(s, M_{f}\right)$ with $s>\frac{1}{2}$, Theorem 2.12 immediately tells us that $\widehat{\theta}_{\Delta, n}$ attains the parametric rate.
(ii) For Gamma processes with parameters $\beta$ and $\lambda$, the characteristic function is given by

$$
\varphi(u)=\left(1-\frac{i}{\lambda} u\right)^{-\beta}
$$

From this we conclude that for test functions $f \in \mathcal{S}\left(s, M_{f}\right)$ with $s>\frac{1}{2}$, the estimator $\widehat{\theta}_{\Delta, n}$ attains the parametric rate, provided that $\Delta<\frac{s-\frac{1}{2}}{\beta}$.
(iii) A tempered $\alpha$-stable law is constructed by multiplying the Lévy measure of a $\alpha$-stable law with a decreasing exponential. The activity of small jumps is the same as for $\alpha$-stable laws, so the process has finite variation on compacts if $\alpha<1$. The characteristic function decays exponentially, with $\rho=\alpha$, so the rates of convergence are logarithmic. For the exact parameters, we refer to Section 4.5 in [10].

We recover in Theorem 2.12 the rates of convergence which have been derived for the minimum distance estimator. This confirms the analogy
between the constructive estimator defined by (2.13) and the estimator proposed in [19].

Theorem 2.11 suggests that better rates of convergence can be obtained, under regularity assumptions on $\mu$, when applying some kernel smoothing procedure. However, we must be careful about the fact that $\mu(\mathrm{d} x)=x \nu(\mathrm{~d} x)$ cannot possess a globally smooth Lebesgue density, unless we are in the Compound Poisson case. In the case of infinite jump activity, we will always have a point of discontinuity at zero. Consequently, when considering test functions with integrable Fourier transform which do not vanish at the origin, the gain in the rate which results from kernel smoothing is small and one might prefer $\widehat{\theta}_{\Delta, n}$ in applications.

The situation changes if $f$ is bounded away from the origin. In this case, one has to localize the procedure, working with some kernel function K which decays fast enough. The appropriate concept to take into account is no longer global Sobolev regularity but local regularity round the point or interval of interest, measured in a Hölder sense.

We can give the following bound on the approximation error under local regularity assumptions on $\mu$ and $f$ :
2.13 Lemma. Let $f$ be compactly supported with $\operatorname{supp}(f):=[a, b] \subseteq \mathbb{R} \backslash\{0\}$ and assume that for some $s \in \mathbb{N}$,

$$
\forall u \in \mathbb{R}:|\mathcal{F} f(u)| \leq C_{f}(1+|u|)^{-s}
$$

Assume that for some bounded open set $D=\left(d_{1}, d_{2}\right) \supseteq[a, b],\left.\mu\right|_{D}$ possesses a Lebesgue density $g_{D} \in \mathcal{H}_{D}(a, R, L)$. Let K have order $a+s$ and assume that for some positive constant $C_{K}$, we have

$$
\begin{equation*}
\forall z \in \mathbb{R}:|\mathrm{K}(z)| \leq C_{K}(1+|z|)^{-a-s-1} . \tag{2.27}
\end{equation*}
$$

Then we can give the following bound on the approximation error:

$$
\begin{equation*}
\left|\int f(x) \mu(d x)-\int f(x)\left(\mathrm{K}_{h} * \mu\right)(x) d x\right|^{2} \leq C_{b} h^{2 a+2 s} \tag{2.28}
\end{equation*}
$$

with a positive constant $C_{b}$ depending on $\mathrm{K}, a, b, D, R$, and $L$.
The following result is in analogy with Lemma 2.9. However, we need to pay attention to the fact, that the definition of the smoothness parameter $s$ is now slightly different.
2.14 Lemma. In the situation of the preceding lemma, assume that for positive constants $C_{\varphi}$ and $c_{\varphi}$, we have

$$
\begin{equation*}
\forall u \in \mathbb{R}:|\varphi(u)| \geq\left(1+C_{\varphi}|u|\right)^{-\beta} e^{-c_{\varphi}|u|^{\rho}} . \tag{2.29}
\end{equation*}
$$

Assume, moreover, that $\mathcal{F} \mathrm{K}$ is supported on $[-\pi, \pi]$. Then, with $\sigma_{h}^{2}$ defined as in Lemma 2.9, we have $\sigma_{h}^{2} \leq v_{\Delta, h}$ with

$$
\begin{aligned}
& v_{\Delta, h}:=\frac{C_{v}}{2 \pi^{2}}\left\{C_{1} \int_{|u| \leq \frac{\pi}{h}}(1+|u|)^{2 \Delta \beta-2 s} \exp \left(2 \Delta c_{\varphi}|u|^{\rho}\right) d u\right. \\
&\left.\wedge C_{2}\left(\int_{u \left\lvert\, \leq \frac{\pi}{h}\right.}(1+|u|)^{\Delta \beta-s} \exp \left(\Delta c_{\varphi}|u|^{\rho}\right) d u\right)^{2}\right\}
\end{aligned}
$$

where $C_{v}$ is a positive constant depending on $C_{f}$ and $C_{\varphi}$.
We consider now the following class of locally Hölder regular measures:
2.15 Definition. Let $\mathcal{M}:=\mathcal{M}\left(\bar{C}_{1}, \bar{C}_{2}, C_{\varphi}, c_{\varphi}, \beta, \rho, a, D, L, R\right)$ be the collection of finite signed measures $\mu$, such that the following holds: The items (i)-(iii) from Definition 2.10 are true and
(iv) $\left.\mu\right|_{D}$ possesses a Lebesgue density $g_{D} \in \mathcal{H}_{D}(a, L, R)$.

The rate results which can be derived from Lemma 2.13 and Lemma 2.14 are summarized in the following theorem:
2.16 Theorem. Let the assumptions of Lemma 2.13 and Lemma 2.14 be satisfied. Consider the nonparametric class $\mathcal{M}=\mathcal{M}\left(\bar{C}_{1}, \bar{C}_{2}, C_{\varphi}, c_{\varphi}, \beta, \rho, a, D, L, R\right)$ defined in 2.15. Let $h^{*}$ be selected as the minimizer of $b_{h}+T^{-1} v_{\Delta, h}$. Then we find that

$$
\begin{equation*}
\sup _{\mu \in \mathcal{M}} \mathbb{E}_{\mu}\left[\left|\theta-\widehat{\theta}_{h^{*}, n}\right|^{2}\right]=O\left(r_{\Delta, n}\right) \tag{2.30}
\end{equation*}
$$

with the rates $r_{\Delta, n}$ collected in the following table:

|  | $\bar{C}_{1}<\infty$ |  | $\bar{C}_{1}=\infty$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $\rho=0$ | $s>\Delta \beta+\frac{1}{2}$ | $T^{-1}$ | $s>\Delta \beta+1$ | $T^{-1}$ |
|  | $s=\Delta \beta+\frac{1}{2}$ | $(\log T) T^{-1}$ | $s=\Delta \beta+1$ | $(\log T) T^{-1}$ |
|  | $s<\Delta \beta+\frac{1}{2}$ | $T^{-\frac{2 s+2 a}{2 \Delta \beta+2 a+1}}$ | $s<\Delta \beta+1$ | $T^{-\frac{2 a+2 s}{2 a+2 \Delta \beta+2}}$ |
| $\rho 0$ |  | $\left(\frac{\log T}{\Delta}\right)^{-\frac{2 a+2 s}{\rho}}$ |  | $\left(\frac{\log T}{\Delta}\right)^{-\frac{2 a+2 s}{\rho}}$ |

## Examples

(i) For point estimation, we have $|\mathcal{F} f(u)|=\left|\mathcal{F} \delta_{y}(u)\right|=\left|e^{i u y}\right| \equiv 1$, so (2.29) is met with $s=0$ and $C_{f}=1$. Under the above assumptions on the local smoothness and on the kernel function, we end up with the polynomial rate $T^{-\frac{2 a}{2 \Delta \beta+2 a+1}}$ in case that $\varphi$ decays polynomially and with the logarithmic rate $\left(\frac{\log T}{\Delta}\right)^{-\frac{2 a}{2 s}}$ for exponentially decaying $\varphi$. Again, one might think about Gamma processes and tempered stable processes. This should be compared to the rates of convergence which are found (an known to be minimax optimal) in density deconvolution problems. It should not come as a surprise, that we recover in the continuous limit (that is, for $\Delta$ close to zero) the rates which are known from density estimation with pointwise loss.
(ii) When longing to estimate $\mu([a, b])=\int 1([a, b])(x) \mu(\mathrm{d} x)$ for some compact set $[a, b]$ bounded away from the origin, we have $s=1$. The rate is parametric in the Compound Poisson case or for Gamma processes observed at a high enough frequency. Else, the rate is polynomial for polynomial decay and logarithmic for exponential decay of the characteristic function.

## 3 Adaptive estimation

### 3.1 The problem at hand

Let a collection $\mathcal{M}=\left\{m_{1}, \cdots, m_{n}\right\} \subseteq \mathbb{N}$ of indices be given and let $\mathcal{H}:=\left\{h_{1}, \cdots, h_{m_{n}}\right\}:=\left\{\frac{1}{m_{1}}, \cdots, \frac{1}{m_{n}}\right\}$ be a collection of bandwidths associated with $\mathcal{M}$.

For notational simplicity, we shall suppress in this section the dependence on $\Delta$ and assume that the distance between the observations of the Lévy process $X$ is equal to one. Moreover, we slightly change the notation and write, when referring to the kernel estimator defined by $(2.14), \widehat{\theta}_{m, n}$ instead of $\widehat{\theta}_{1, h_{m}, n}$.

The goal of this section is to provide a strategy for the data driven choice of the smoothing index within the collection $\mathcal{M}$ and to derive, for the corresponding estimator $\widehat{\theta}_{\widehat{m}, n}$, the oracle inequality

$$
\begin{aligned}
& \mathbb{E}\left[\left|\theta-\widehat{\theta}_{\widehat{m}, n}\right|^{2}\right] \\
\leq & C \inf _{m \in \mathcal{M}}\left\{\left|\theta-\theta_{m_{n}}\right|^{2}+\sup _{\substack{k \geq m \\
k \in \mathcal{M}}}\left|\theta_{k}-\theta_{m}\right|^{2}+\operatorname{pen}(m)\right\}+O\left(n^{-1}\right),
\end{aligned}
$$

with

$$
\theta_{m}:=\frac{1}{2 \pi} \int f(x)\left(\mathrm{K}_{\frac{1}{m}} * \mu\right)(x) \mathrm{d} x
$$

with some constant $C$ which does not depend on the unknown smoothness parameters and a penalty term $\operatorname{pen}(m)$ to be specified, which equals, up to some logarithmic factor, the quantity

$$
\begin{aligned}
\frac{1}{n} \sigma_{m}^{2}:=\frac{n^{-1}}{2 \pi^{2}}\{ & C_{1} \int\left|\frac{\mathcal{F} f(-u)}{\varphi(u)}\right|^{2}\left|\mathrm{~K}\left(\frac{u}{m}\right)\right|^{2} \mathrm{~d} u \\
& \left.\wedge C_{2}\left(\int\left|\frac{\mathcal{F} f(-u)}{\varphi(u)}\right|\left|\mathrm{K}\left(\frac{u}{m}\right)\right| \mathrm{d} u\right)^{2}\right\}
\end{aligned}
$$

which bounds the error within the model.

### 3.2 Some heuristics

We start by giving some intuition on how the model selection procedure should work without going into the technical details. These considerations will be made precise in the next section.

If the characteristic function $\varphi$ appearing in the denominator were feasible (which is, of course, not the case in the present setting), the way to go would be to estimate the quantities $\left|\theta_{k}-\theta_{m}\right|^{2}$ involved in the oracle bound by their corrected version, that is, to consider $\left|\widehat{\theta}_{k}-\widehat{\theta}_{m}\right|^{2}-\mathrm{H}^{2}(m, k)$, with some deterministic correction term $\mathrm{H}^{2}(m, k)$ which is chosen large enough to ensure that with high probability,

$$
\left|\widehat{\theta}_{k}-\widehat{\theta}_{m}\right|^{2}-\mathrm{H}^{2}(m, k) \leq\left|\theta_{k}-\theta_{m}\right|^{2} \forall m, k \in \mathcal{M} .
$$

On the other hand, $\mathrm{H}^{2}(m, k)$ should ideally not be much larger than the variance term.

Typically, this would lead to choosing

$$
\mathrm{H}^{2}(m, k):=\frac{1}{n} \rho \lambda_{m, k}^{2}\left(\sigma_{m, k}^{2}+x_{m, k}^{2}\right)
$$

with some positive constant $\rho$ to be appropriately chosen and

$$
\begin{aligned}
& \sigma_{m, k}^{2}:=\frac{1}{2 \pi^{2}}\left\{C_{1} \int\left|\frac{\mathcal{F} f(-u)}{\varphi(u)}\right|^{2}\left|\mathcal{F} \mathrm{~K}\left(\frac{u}{k}\right)-\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right|^{2} \mathrm{~d} u\right. \\
&\left.\wedge C_{2}\left(\int\left|\frac{\mathcal{F} f(-u)}{\varphi(u)}\right|\left|\mathcal{F} \mathrm{K}\left(\frac{u}{k}\right)-\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right| \mathrm{d} u\right)^{2}\right\}
\end{aligned}
$$

and

$$
x_{m, k}:=\frac{1}{\sqrt{n}} \frac{1}{2 \pi} \int\left|\frac{\mathcal{F} f(-u)}{\varphi(u)}\right|\left|\mathcal{F} \mathrm{K}\left(\frac{u}{k}\right)-\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right| \mathrm{d} u
$$

and with logarithmic weights $\lambda_{m, k}$ chosen large enough to ensure that $\sum_{\substack{k>m \\ k \in \mathcal{M}}} e^{-\lambda_{m, k}}<\infty$.

Indeed, this is the fundamental idea about model selection via penalization: Some deterministic term is applied in order to control the fluctuation of certain stochastic quantities, uniformly over some countable index set. For further reading, we refer to $[2,18,3]$ among others.

Obviously, the situation is different in the present set up since the definition of the correction term $\mathrm{H}^{2}(m, k)$ involves the characteristic function in the denominator which is itself unknown.

It is well intuitive to replace the unknown characteristic function appearing in the denominator by its truncated empirical version $\frac{1}{\bar{\varphi}_{n}(u)}=\frac{1\left(\left\{\left|\widehat{\varphi}_{n}(u)\right| \geq n^{-1 / 2}\right\}\right)}{\widehat{\varphi}_{n}(u)}$, thus considering

$$
\begin{aligned}
& \widetilde{\sigma}_{m, k}^{2}:=\frac{1}{2 \pi^{2}}\left\{C_{1} \int\left|\frac{\mathcal{F} f(-u)}{\widetilde{\varphi}_{n}(u)}\right|^{2}\left|\mathcal{F} \mathrm{~K}\left(\frac{u}{k}\right)-\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right|^{2} \mathrm{~d} u\right. \\
&\left.\wedge C_{2}\left(\int\left|\frac{\mathcal{F} f(-u)}{\widetilde{\varphi}_{n}(u)}\right|\left|\mathcal{F} \mathrm{K}\left(\frac{u}{k}\right)-\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right| \mathrm{d} u\right)^{2}\right\}
\end{aligned}
$$

instead of $\sigma_{m, k}^{2}$ and a stochastic version $\widetilde{x}_{m, k}$ of $x_{m, k}$ and to introduce a stochastic correction term $\widetilde{\mathrm{H}}^{2}(m, k)=\rho \widetilde{\lambda}_{m, k}^{2}\left(\widetilde{\sigma}_{m, k}^{2}+\widetilde{x}_{m, k}^{2}\right)$ rather than $\mathrm{H}^{2}(m, k)$.

Now, it is obvious that $\frac{1}{\bar{\varphi}_{n}(u)}$ may be sufficiently close to $\frac{1}{\varphi(u)}$ for large values of $|\varphi(u)|$, but is a drastic underestimate if $|\varphi(u)|$ is small. Consequently, the stochastic bias correction term $\widetilde{\mathrm{H}}^{2}(m, k)$ will systematically underestimate the true $\mathrm{H}^{2}(m, k)$, for which reason it seems doubtful if penalizing with $\widetilde{\mathrm{H}}^{2}(m, k)$ can possibly make sense.

In the setting of nonparametric estimation for Lévy processes with $\mathrm{L}^{2}$-loss, Comte and Genon-Catalot [7] have dealt with the problem of the unknown variance by proposing an a priori assumption on the size of the collection $\mathcal{M}$ of smoothing parameters. However, this approach turns out to be critical since this assumption depends itself on the unknown decay of $\varphi$.

Only recently, Comte and Lacour [9] have proposed an approach towards model selection with unknown variance, which does not depend on any prior knowledge of the smoothness parameters. However, this approach is designed for $L^{2}$-loss and spectral cutoff estimation and the generalization to the estimation of linear functionals and general kernels is not straightforward. Moreover, it would lead to a loss of polynomial order in the present model. For this reason, we propose, in what follows, a different strategy.

Roughly speaking, the strategy in the above mentioned papers can be described as follows: At the first stage, one penalizes with some theoretical correction term which involves the unknown characteristic function. This makes the model selection procedure work as if $\varphi$ were feasible. At the second stage, one has to control the fluctuation of the stochastic penalty round the theoretical penalty.

Compared to this, we undergo here some change of perspective by having a direct look at the stochastic penalty term:

For one thing, we may hope that, for large values of $|\varphi(u)|, \frac{1}{\bar{\varphi}_{n}(u)}$ is not only pointwise, but uniformly close to $\frac{1}{\varphi(u)}$, for which reason working with $\widetilde{\mathrm{H}}^{2}(m, k)$ rather than $\mathrm{H}^{2}(m, k)$ will work out right.

On the other hand, there remains the undeniable fact that for $|\varphi(u)|$ small, $\left|\frac{1}{\bar{\varphi}_{n}(u)}\right|$ is by no means close to $\left|\frac{1}{\varphi(u)}\right|$, but a systematic underestimate. For this reason penalizing with $\widetilde{\mathrm{H}}^{2}(m, k)$ rather than $\mathrm{H}^{2}(m, k)$ seems hopeless.

Still, one may ask oneself what is the use in penalizing at all. Certainly, the point about correcting with $\mathrm{H}^{2}(m, k)$ is that one wishes that with hight probability

$$
\begin{equation*}
\left|\widehat{\theta}_{k}-\widehat{\theta}_{m}\right|^{2}-\mathrm{H}^{2}(m, k) \leq\left|\theta_{k}-\theta_{m}\right|^{2} \forall m, k \in \mathcal{M} . \tag{3.1}
\end{equation*}
$$

Now, if $\varphi$ is unknown and has to be estimated, we must beware of the fact that the empirical version $\frac{1}{\varphi_{n}}$ is involved not only in the definition of the stochastic correction term $\widetilde{\mathrm{H}}(m, k)$, but also appears in the definition of

$$
\widehat{\theta}_{k}-\widehat{\theta}_{m}=\int \mathcal{F} f(-u) \frac{\widehat{\varphi}_{n}^{\prime}(u)}{i \widetilde{\varphi}_{n}(u)}\left(\mathcal{F} \mathrm{K}\left(\frac{u}{k}\right)-\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right) \mathrm{d} u .
$$

When considering small values of $|\varphi(u)|$ there is certainly no danger of overestimating in $\left|\widehat{\theta}_{k}-\widehat{\theta}_{m}\right|^{2}$. For this reason, subtracting some penalty term is simply not necessary at this stage, for which reason underestimating the quantity in $\mathrm{H}^{2}(m, k)$ as well causes no damage.

What remains to be done is to give some rigorous argument which allows to control the fluctuation of $\frac{1}{\bar{\varphi}_{n}(u)}$ round $\frac{1}{\varphi(u)}$ uniformly on the whole real line.

### 3.3 Adaptive estimation procedure and oracle bound

We have argued that we will need some result allowing to control the fluctuation of the empirical characteristic function in the denominator round its target uniformly on the whole real line. This will be done by applying concentration inequalities of Talagrand type.

For this purpose, we will need an alternative definition of an estimator of $\frac{1}{\varphi}$ and of the kernel estimator $\widehat{\theta}_{m, n}$ :

### 3.1 Definition.

(i) Let the weight function $w$ be defined by

$$
\begin{equation*}
w(u)=(\log (e+|u|))^{-\frac{1}{2}-\delta} \tag{3.2}
\end{equation*}
$$

for some $\delta>0$. For some constant $\kappa$ to be specified, let

$$
\widetilde{\widetilde{\varphi}}_{n}^{\delta, \kappa}(u):= \begin{cases}\widehat{\varphi}_{n}(u), & \text { if }\left|\widehat{\varphi}_{n}(u)\right| \geq \kappa(\log n)^{\frac{1}{2}} w(u)^{-1} n^{-\frac{1}{2}}  \tag{3.3}\\ \kappa(\log n)^{\frac{1}{2}} w(u)^{-1} n^{-\frac{1}{2}}, & \text { else. }\end{cases}
$$

The corresponding estimator of $\frac{1}{\varphi(u)}$ is $\frac{1}{\widetilde{\widetilde{\varphi}}_{n}(u)}:=\frac{1}{\widetilde{\mathscr{\varphi}}_{n}^{\delta, \kappa}(u)}$.
(ii) In what follows, let $\widehat{\theta}_{m, n}:=\widehat{\theta}_{1, \frac{1}{m}, n}$ be defined as in Definition 2.3, apart from the fact that $\frac{1}{\varphi_{1, n}}$ is replaced in (2.14) by $\frac{1}{\tilde{\widetilde{\varphi}}_{n}}$, defined as in (i).
What will be important about this redefinition is the fact that we have introduced an extra logarithmic factor which will enable us to give uniform control on $\left|\frac{1}{\varphi}-\frac{1}{\widetilde{\mathscr{\varphi}}_{n}(u)}\right|^{2}$. More precisely, we can proof the following key result which makes the well known Lemma by Neumann (see Lemma 2.1 in [20]) uniform on the real line:
3.2 Lemma. Let $c_{1}$ be the constant appearing in Lemma 5.4. Let $\frac{1}{\widetilde{\widetilde{\varphi}}_{n}}$ be defined by Definition 3.1 (i) with $\kappa$ be chosen such that for some $\gamma>0$, we have $\kappa \geq 2\left(\sqrt{2 c_{1}}+\gamma\right)$. Then we have for some constant $C_{N, K}$ depending on the choice of $\kappa, \gamma$ and $\delta$ :

$$
\mathbb{E}\left[\sup _{u \in \mathbb{R}} \frac{\left|\frac{1}{(\log n) w(u)}-\frac{1}{\varphi(u)}\right|^{2}}{|\varphi(u)|^{4} n^{-1}} \wedge \frac{1}{|\varphi(u)|^{2}}\right] \leq C_{N, K}
$$

First of all, we observe that thanks to Lemma 3.2, for the squared risk of the newly defined estimator $\widehat{\theta}_{m, n}$, we have

$$
\mathbb{E}\left[\left|\theta-\widehat{\theta}_{m, n}\right|^{2}\right] \leq\left|\theta-\theta_{m}\right|^{2}+\frac{1}{n} \sigma_{m, w}^{2}
$$

with

$$
\begin{aligned}
& \sigma_{m, w}^{2}:=\frac{\log n}{2 \pi^{2}}\left\{C_{1} \int\left|\frac{\mathcal{F} f(-u)}{\varphi(u)}\right|^{2}\left|\mathcal{F} \mathrm{~K}\left(\frac{u}{m}\right)\right|^{2} w(u)^{-2} \mathrm{~d} u\right. \\
&\left.\wedge C_{2}\left(\int\left|\frac{\mathcal{F} f(-u)}{\varphi(u)}\right|\left|\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right| w(u)^{-1} \mathrm{~d} u\right)^{2}\right\},
\end{aligned}
$$

that is, the upper risk bound is preserved up to a logarithmic factor. The proof is the same as the proof of the upper risk bound given in Theorem 2.4.

Let us introduce some definitions which will be needed in the sequel.

For $m, k \in \mathcal{M}$, let

$$
\begin{aligned}
\sigma_{m, k, w}^{2}:= & \frac{\log n}{2 \pi^{2}}\left\{\bar{C}_{1} \int\left|\frac{\mathcal{F} f(-u)}{\varphi(u)}\right|^{2}\left|\mathcal{F} \mathrm{~K}\left(\frac{u}{k}\right)-\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right|^{2} w(u)^{-2} \mathrm{~d} u\right. \\
& \left.\wedge \bar{C}_{2}\left(\int\left|\frac{\mathcal{F} f(-u)}{\varphi(u)}\right|\left|\mathcal{F} \mathrm{K}\left(\frac{u}{k}\right)-\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right| w(u)^{-1} \mathrm{~d} u\right)^{2}\right\} .
\end{aligned}
$$

Let

$$
x_{m, k, w}:=\frac{\log n}{\sqrt{n}} \frac{1}{2 \pi} \int\left|\frac{\mathcal{F} f(-u)}{\varphi(u)}\right|\left|\mathcal{F} \mathrm{K}\left(\frac{u}{k}\right)-\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right| w(u)^{-1} \mathrm{~d} u
$$

and

$$
\begin{aligned}
\lambda_{m, k, w}:= & \left(\log n+\log \left(x_{m, k, w}^{2}(k-m)^{2}\right)\right) \\
& \left\{\log \left(\left(\sigma_{m, k, w}^{2}+x_{m, k, w}^{2}\right)(k-m)^{2}\right)+\log \left(\log n+\log \left(x_{m, k, w}^{2}(k-m)^{2}\right)\right)\right\}
\end{aligned}
$$

Finally, let

$$
\mathrm{H}^{2}(m, k):=\rho \frac{1}{n} \lambda_{m, k, w}^{2}\left(\sigma_{m, k, w}^{2}+x_{m, k, w}^{2}\right)
$$

and

$$
\operatorname{pen}(m):=\mathrm{H}^{2}(0, m) .
$$

The stochastic counterparts $\widetilde{\sigma}_{m, k, w}^{2}, \widetilde{x}_{m, k, w}, \widetilde{\lambda}_{m, k, w}, \widetilde{\mathrm{H}}^{2}(m, k)$ and $\widetilde{\text { pen }}(m)$ are defined by replacing, in each of the above definitions, $\frac{1}{\varphi}$ by $\frac{1}{\widetilde{\mathscr{\varphi}}_{n}}$.

Now, let the random smoothing parameter be defined to be

$$
\begin{equation*}
\widehat{m}:=\underset{m \in \mathcal{M}}{\operatorname{arginf}}\left\{\sup _{\substack{k>m \\ k \in \mathcal{M}}}\left\{\left|\widehat{\theta}_{k}-\widehat{\theta}_{m}\right|^{2}-\widetilde{\mathrm{H}}^{2}(m, k)\right\}+\widetilde{\operatorname{pen}}(m)\right\} . \tag{3.4}
\end{equation*}
$$

We are now ready to formulate the main result of this section:
3.3 Theorem. Let observations $X_{1}, \cdots, X_{2 n}$ of a Lévy process be given. Let $\mathcal{M}=\left\{1, \cdots, m_{n}\right\}$. Assume that for some positive constant $\eta$, $\mathbb{E}\left[\exp \left(\eta X_{1}\right)\right]<\infty$. Assume, moreover, that $C_{1} \leq \bar{C}_{1}$ and $C_{2} \leq \bar{C}_{2}$.

For $m \in \mathcal{M}$, let $\widehat{\theta}_{m, n}$ be defined by Definition 3.1. Let $\widehat{m}$ be defined by (3.4) and assume that we have and $\rho \geq 128 \frac{\sqrt{2}}{3}$ and $\kappa \geq 2\left(\sqrt{2 c_{1}}+\gamma\right)$. Then we can estimate

$$
\begin{aligned}
& \mathbb{E}\left[\left|\theta-\widehat{\theta}_{m}\right|^{2}\right] \\
\leq & C \inf _{m \in \mathcal{M}}\left\{\left|\theta-\theta_{m_{n}}\right|^{2}+\sup _{\substack{k>m \\
k \in \mathcal{M}}}\left|\theta_{k}-\theta_{m}\right|^{2}+\operatorname{pen}(m)\right\}+O\left(n^{-1}\right)
\end{aligned}
$$

for some positive constant $C$ which does not depend on the decay of $\varphi$ nor on the smoothness of $\mu$.

Theorem 3.3 will tell us that the estimation procedure attains, up to a logarithmic loss, the optimal rates of convergence. It is worth mentioning that we can relax the exponential moment condition on $X_{1}$, but at the cost of losing an polynomial factor.

Our reasoning is not particular to the Lévy model nor to the estimation of linear functionals, but generalizes to the setting of nonparametric deconvolution with unknown error distribution and to $\mathrm{L}^{2}$-loss. A detailed discussion on the subject will be given in [17]
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## 5 Proofs

### 5.1 Proofs of the main results of Section 2

The following lemma is the key result for the proofs Theorem 2.4 and Theorem 2.5.
5.1 Lemma. Let $\widehat{\varphi}_{\Delta, n}^{\prime}$ and $\frac{1}{\tilde{\varphi}_{\Delta, n}}$ and be defined by (2.11) and (2.12). Then we can estimate

$$
\begin{aligned}
& \left|\mathbb{E}\left[\left(\frac{\frac{1}{\Delta} \widehat{\varphi}_{\Delta, n}^{\prime}(u)}{\widetilde{\varphi}_{\Delta, n}(u)}-\frac{\frac{1}{\Delta} \varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right)\left(\frac{\frac{1}{\Delta} \widehat{\varphi}_{\Delta, n}^{\prime}(-v)}{\widetilde{\varphi}_{\Delta, n}(-v)}-\frac{\frac{1}{\Delta} \varphi_{\Delta}^{\prime}(-v)}{\varphi_{\Delta}(-v)}\right)\right]\right| \\
\leq & C\left(\frac{T^{-1}}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|} \wedge 1\right)\left(\left|\Psi^{\prime \prime}(u-v)\right|+\left|\Psi^{\prime}(u-v)\right|+\left|\Psi^{\prime}(u)\right|\left|\Psi^{\prime}(-v)\right|\right)
\end{aligned}
$$

with some universal constant $C$.
Proof. We start by noting that for some constant $C_{N, k}$, we have

$$
\begin{equation*}
\mathbb{E}\left[\left|\frac{1}{\widetilde{\varphi} \Delta_{n}(u)}-\frac{1}{\varphi_{\Delta}(u)}\right|^{k}\right] \leq C_{N, k}\left(\frac{T^{-\frac{k}{2}}}{\left|\varphi_{\Delta}(u)\right|^{2 k}} \wedge \frac{1}{\left|\varphi_{\Delta}(u)\right|^{k}}\right) \tag{5.1}
\end{equation*}
$$

which is a direct consequence of Neumann's Lemma, drawing back the dependence on $\Delta$.

We can write

$$
\begin{align*}
& \mathbb{E}\left[\left(\frac{\widehat{\varphi}_{\Delta_{n}}^{\prime}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right)\left(\frac{\widehat{\varphi}_{\Delta_{n}}^{\prime}(-v)}{\widetilde{\varphi}_{\Delta_{n}}(-v)}-\frac{\varphi_{\Delta}^{\prime}(-v)}{\varphi_{\Delta}(-v)}\right)\right]  \tag{5.2}\\
= & \mathbb{E}\left[\left(\frac{\left(\widehat{\varphi}_{\Delta_{n}}^{\prime}(u)-\varphi_{\Delta}^{\prime}(u)\right)}{\widetilde{\varphi}_{\Delta_{n}}(u)}+\varphi_{\Delta}^{\prime}(u)\left(\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{1}{\varphi_{\Delta}(u)}\right)\right)\right.  \tag{5.3}\\
& \quad\left(\frac{\left(\widehat{\varphi}_{\Delta_{n}}^{\prime}(-v)-\varphi_{\Delta}^{\prime}(-v)\right)}{\widetilde{\varphi}_{\Delta_{n}}(-v)}+\varphi_{\Delta}^{\prime}(-v)\left(\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(-v)}-\frac{1}{\varphi_{\Delta}(-v)}\right)\right) \text { 55.4) }
\end{align*}
$$

Using the fact that $\widehat{\varphi}_{\Delta_{n}}^{\prime}$ and $\frac{1}{\bar{\varphi}_{\Delta_{n}}}$ are independent by construction and that $\hat{\varphi}_{\Delta_{n}}^{\prime}(u)-\varphi_{\Delta}^{\prime}(u)$ and $\hat{\varphi}_{\Delta}^{\prime}(-v)-\varphi_{\Delta}^{\prime}(-v)$ are centered, we find that

$$
\begin{align*}
& \mathbb{E}\left[\left(\frac{\left(\widehat{\varphi}_{\Delta_{n}}^{\prime}(u)-\varphi_{\Delta}^{\prime}(u)\right)}{\widetilde{\varphi}_{\Delta_{n}}(u)}+\varphi_{\Delta}^{\prime}(u)\left(\frac{1}{\widetilde{\varphi}_{\Delta_{n}(u)}}-\frac{1}{\varphi_{\Delta}(u)}\right)\right)\right.  \tag{5.5}\\
& \left(\frac{\left(\widehat{\varphi}_{\Delta_{n}}^{\prime}(-v)-\varphi_{\Delta}^{\prime}(-v)\right)}{\widetilde{\varphi}_{\Delta_{n}}(-v)}+\varphi_{\Delta}^{\prime}(-v)\left(\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(-v)}-\frac{1}{\varphi_{\Delta}(-v)}\right)\right) \text { ( }(\mathrm{C} .6) \\
& \left.\left.=\mathbb{E}\left[\left(\widehat{\varphi}_{\Delta_{n}}^{\prime}(u)-\varphi_{\Delta}^{\prime}(u)\right)\left(\widehat{\varphi}_{\Delta_{n}}^{\prime}(-v)-\varphi_{\Delta}^{\prime}(-v)\right)\right] \mathbb{E}\left[\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(u) \widetilde{\varphi}_{\Delta_{n}}(-v)}{ }^{(5)}\right] \cdot\right]\right) \\
& +\varphi_{\Delta}^{\prime}(u) \varphi_{\Delta}^{\prime}(-v) \mathbb{E}\left[\left(\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{1}{\varphi_{\Delta}(u)}\right)\left(\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(-v)}-\frac{1}{\varphi_{\Delta}(-v)}\right)\right](5.8)  \tag{5.8}\\
& =\operatorname{Cov}\left(\widehat{\varphi}_{\Delta_{n}}^{\prime}(u), \widehat{\varphi}_{\Delta_{n}}^{\prime}(-v)\right) \mathbb{E}\left[\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(u) \widetilde{\varphi}_{\Delta_{n}}(-v)}\right]  \tag{5.9}\\
& \left.\left.+\varphi_{\Delta}^{\prime}(u) \varphi_{\Delta}^{\prime}(-v) \mathbb{E}\left[\left(\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{1}{\varphi_{\Delta}(u)}\right)\left(\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(-v)}-\frac{1}{\varphi-\Delta(-v)}(5) .\right)\right] \quad\right]\right) \\
& =: \quad \operatorname{Cov}\left(\widehat{\varphi}_{\Delta_{n}}^{\prime}(u), \widehat{\varphi}_{\Delta_{n}}^{\prime}(-v)\right) \mathbb{E}\left[\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(u) \widetilde{\varphi}_{\Delta_{n}}(-v)}\right]  \tag{5.11}\\
& +\varphi_{\Delta}^{\prime}(u) \varphi_{\Delta}^{\prime}(-v) \mathbb{E}\left[\mathrm{R}_{\Delta_{n}}(u) \mathrm{R}_{\Delta_{n}}(-v)\right] . \tag{5.12}
\end{align*}
$$

The Cauchy-Schwarz-inequality and then an application of (5.1) imply

$$
\begin{align*}
& \mathbb{E}\left[\left|\mathrm{R}_{\Delta_{n}}(u) \mathrm{R}_{\Delta_{n}}(-v)\right|\right]  \tag{5.13}\\
\leq & \left(\mathbb{E}\left[\left|\mathrm{R}_{\Delta_{n}}(u)\right|^{2}\right]\right)^{\frac{1}{2}}\left(\mathbb{E}\left[\left|\mathrm{R}_{\Delta_{n}}(-v)\right|^{2}\right]\right)^{\frac{1}{2}}  \tag{5.14}\\
\leq & C_{N, 2}\left(\frac{T^{-1}}{\left|\varphi_{\Delta}(u)\right|^{2}\left|\varphi_{\Delta}(-v)\right|^{2}} \wedge \frac{1}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|}\right) . \tag{5.15}
\end{align*}
$$

Next, using the triangular inequality, again (5.1) and then the same reason-
ing as in (5.13)-(5.15), we find that

$$
\begin{align*}
& \mathbb{E}\left[\left|\frac{1}{\mid \widetilde{\varphi_{\Delta_{n}}}(u) \widetilde{\varphi}_{\Delta_{n}}(-v)}\right|\right]  \tag{5.16}\\
\leq & \frac{1}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|}+\frac{1}{\left|\varphi_{\Delta}(u)\right|} \mathbb{E}\left[\mid \mathrm{R}_{\Delta_{n}}(-v)\right]  \tag{5.17}\\
+ & \frac{1}{\left|\varphi_{\Delta}(-v)\right|} \mathbb{E}\left[\left|\mathrm{R}_{\Delta_{n}}(u)\right|\right]+\mathbb{E}\left[\left|\mathrm{R}_{\Delta_{n}}(u)\right|\left|\mathrm{R}_{\Delta_{n}}(-v)\right|\right]  \tag{5.18}\\
\leq & \left(1+2 C_{N, 1}+C_{N, 2}\right) \frac{1}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|} . \tag{5.19}
\end{align*}
$$

Moreover, by definition of $\frac{1}{\varphi_{n}}$, we have

$$
\begin{equation*}
\mathbb{E}\left[\left|\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(u) \widetilde{\varphi}_{\Delta_{n}}(-v)}\right|\right] \leq T . \tag{5.20}
\end{equation*}
$$

Next, we calculate

$$
\begin{align*}
& \operatorname{Cov}\left(\widehat{\varphi}_{\Delta_{n}}^{\prime}(u), \widehat{\varphi}_{\Delta_{n}}^{\prime}(v)\right)  \tag{5.21}\\
= & n^{-1}\left(\mathbb{E}\left[\left(i Z_{\Delta}\right)^{2} e^{i(u-v) Z_{\Delta}}\right]-\mathbb{E}\left[i Z_{\Delta} e^{i u Z_{\Delta}}\right] \mathbb{E}\left[i Z_{\Delta} e^{-i v Z_{\Delta}}\right]\right)  \tag{5.22}\\
= & n^{-1}\left(\varphi_{\Delta}^{\prime \prime}(u-v)-\varphi_{\Delta}^{\prime}(u) \varphi_{\Delta}^{\prime}(-v)\right) \tag{5.23}
\end{align*}
$$

Moreover, we clearly have

$$
\begin{aligned}
\left|\varphi_{\Delta}^{\prime}(u)\right|\left|\varphi_{\Delta}^{\prime}(-v)\right| & =\left|\Delta \Psi^{\prime}(u) \varphi_{\Delta}(u)\right|\left|\Delta \Psi^{\prime}(-v) \varphi_{\Delta}(-v)\right| \\
& \leq\left|\Delta \Psi^{\prime}(u)\right|\left|\Delta \Psi^{\prime}(-v)\right| .
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\varphi_{\Delta}^{\prime \prime}(u-v)\right| & =\left|\Delta \Psi^{\prime \prime}(u-v) \varphi_{\Delta}(u-v)+\Delta^{2}\left(\Psi^{\prime}(u-v)\right)^{2} \varphi_{\Delta}(u-v)\right| \\
& \leq \Delta\left|\Psi^{\prime \prime}(u-v)\right|+\Delta^{2}\left(\Psi^{\prime}(u-v)\right)^{2}
\end{aligned}
$$

Putting (5.16)-(5.19), (5.20) and (5.21)-(5.23) together, the expression appearing in (5.11) can be estimated as follows:

$$
\begin{align*}
& \left|\operatorname{Cov}\left(\widehat{\varphi}_{\Delta_{n}}(u), \widehat{\varphi}_{\Delta_{n}}(v)\right)\right|\left|\mathbb{E}\left[\frac{1}{\widetilde{\varphi}_{\Delta_{n}}(u) \widetilde{\varphi} \Delta_{n}(-v)}\right]\right|  \tag{5.24}\\
\leq & \left(1+2 C_{N, 1}+C_{N, 2}\right)\left(T \wedge \frac{1}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|}\right)  \tag{5.25}\\
& n^{-1}\left(\left|\Delta \Psi^{\prime \prime}(u-v)\right|+\left|\Delta \Psi^{\prime}(u-v)\right|^{2}+\left|\Delta \Psi^{\prime}(u)\right|\left|\Delta \Psi^{\prime}(-v)\right|\right)  \tag{5.26}\\
\leq & \left(1+2 C_{N, 1}+C_{N, 2}\right) \Delta^{2}\left(1 \wedge \frac{T^{-1}}{|\varphi(u)||\varphi(-v)|}\right)  \tag{5.27}\\
& \quad\left(\left|\Psi^{\prime \prime}(u-v)\right|+\Delta\left|\Psi^{\prime}(u-v)\right|^{2}+\Delta\left|\Psi^{\prime}(u)\right|\left|\Psi^{\prime}(-v)\right|\right) . \tag{5.28}
\end{align*}
$$

Next, using (5.13)-(5.15) and then the fact that $\varphi_{\Delta}^{\prime}(u)=\Delta \Psi^{\prime}(u) \varphi_{\Delta}(u)$, the expression in (5.12) and be estimated:

$$
\begin{align*}
& \left|\varphi_{\Delta}^{\prime}(u)\right|\left|\varphi_{\Delta}^{\prime}(-v)\right|\left|\mathbb{E}\left[\mathrm{R}_{\Delta_{n}}(u) \mathrm{R}_{\Delta_{n}}(-v)\right]\right|  \tag{5.29}\\
\leq & \left.C_{N, 2}\left(\frac{1}{\left|\varphi_{\Delta}(u)\right|^{-1}\left|\varphi_{\Delta}(-v)\right|^{2}} \wedge \frac{1}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|}\right)\left|\varphi_{\Delta}^{\prime}(u)\right| \right\rvert\, \varphi_{\Delta}^{\prime}(-(5), \beta 0) \\
= & C_{N, 2}\left(\frac{T^{-1}}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|} \wedge 1\right) \Delta^{2}\left|\Psi^{\prime}(u)\right|\left|\Psi^{\prime}(-v)\right| \tag{5.31}
\end{align*}
$$

Putting (5.24)-(5.28) and (5.29)-(5.31) together, we have shown that

$$
\begin{aligned}
& \frac{1}{\Delta^{2}}\left|\mathbb{E}\left[\left(\frac{\widehat{\varphi}_{\Delta_{n}}^{\prime}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right)\left(\frac{\widehat{\varphi}_{\Delta_{n}}^{\prime}(-v)}{\widetilde{\varphi}_{\Delta_{n}}(-v)}-\frac{\varphi_{\Delta}^{\prime}(-v)}{\varphi_{\Delta}(-v)}\right)\right]\right| \\
\leq & C\left(\frac{T^{-1}}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|} \wedge 1\right)\left(\left|\Psi^{\prime \prime}(u-v)\right|+\left|\Psi^{\prime}(u-v)\right|^{2}\left|\Psi^{\prime}(u)\right|\left|\Psi^{\prime}(-v)\right|\right),
\end{aligned}
$$

which is the statement of the lemma.
We can now use Lemma 5.1 to prove Theorem 2.4.
Proof of Theorem 2.4. The risk of $\widehat{\theta}_{h, n}$ can be decomposed as follows: With $\theta_{h}:=\frac{1}{2 \pi} \int f(x)\left(\mathrm{K}_{h} * g\right)(x) \mathrm{d} x$, we have

$$
\begin{aligned}
& \mathbb{E}\left[\left|\theta-\widehat{\theta}_{h, n}\right|^{2}\right] \\
\leq & 2\left|\theta-\theta_{h}\right|^{2}+2 \mathbb{E}\left[\left|\theta_{h}-\widehat{\theta}_{h, n}\right|^{2}\right] \\
= & 2\left|\int f(x) \mu(\mathrm{d} x)-\int f(x)\left(\mathrm{K}_{h} * \mu\right)(x) \mathrm{d} x\right|^{2} \\
+ & 2 \mathbb{E}\left[\left|\int f(x)\left(\mathrm{K}_{h} * \mu\right)(x) \mathrm{d} x-\frac{1}{2 \pi} \int \mathcal{F} f(-u) \mathcal{F} \mathrm{K}_{h}(u) \frac{\frac{1}{\Delta} \widehat{\varphi}_{\Delta_{n}}(u)}{i \widetilde{\varphi}_{\Delta_{n}}(u)} \mathrm{d} u\right|^{2}\right] .
\end{aligned}
$$

By assumption on K , we have $\mathcal{F} K_{h} \mathcal{F} f \in \mathrm{~L}^{1}(\mathbb{R})$, so we can pass to the Fourier domain and find that

$$
\begin{aligned}
& \mathbb{E}\left[\left|\int f(x)\left(\mathrm{K}_{h} * \mu\right)(x) \mathrm{d} x-\frac{1}{2 \pi} \int \mathcal{F} f(-u) \mathcal{F} \mathrm{K}_{h}(u) \frac{\widehat{\varphi}_{\Delta_{n}}(u)}{i \widetilde{\varphi}_{\Delta_{n}}(u)} \mathrm{d} u\right|^{2}\right] \\
= & \mathbb{E}\left[\left|\frac{1}{2 \pi} \int \mathcal{F} f(-u) \mathcal{F} \mathrm{K}_{h}(u) \mathcal{F} \mu(u) \mathrm{d} u-\frac{1}{2 \pi} \int \mathcal{F} f(-u) \mathcal{F} \mathrm{K}_{h}(u) \frac{\frac{1}{\Delta} \widehat{\varphi}_{\Delta_{n}}(u)}{i \widetilde{\varphi}_{\Delta_{n}}(u)} \mathrm{d} u\right|^{2}\right] \\
= & \mathbb{E}\left[\left|\frac{1}{2 \pi} \int \mathcal{F} f(-u) \mathcal{F} \mathrm{K}_{h}(u) \frac{1}{\Delta}\left(\frac{\widehat{\varphi}_{\Delta_{n}}^{\prime}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right) \mathrm{d} u\right|^{2}\right] .
\end{aligned}
$$

An application of Fubini's theorem yields

$$
\begin{aligned}
& \mathbb{E}\left[\left|\int \mathcal{F} f(-u) \mathcal{F} \mathrm{K}_{h}(u) \frac{1}{\Delta}\left(\frac{\widehat{\varphi}_{\Delta_{n}}^{\prime}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right) \mathrm{d} u\right|^{2}\right] \\
& =\iint \mathcal{F} f(-u) \mathcal{F} f(v) \mathcal{F} \mathrm{K}_{h}(u) \mathcal{F} \mathrm{K}_{h}(-v) \\
& \quad \times \frac{1}{\Delta^{2}} \mathbb{E}\left[\left(\frac{\widehat{\varphi}_{\Delta_{n}}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right)\left(\frac{\widehat{\varphi}_{\Delta_{n}}(-v)}{\widetilde{\varphi}_{\Delta_{n}}(-v)}-\frac{\varphi_{\Delta}^{\prime}(-v)}{\varphi_{\Delta}(-v)}\right)\right] \mathrm{d} u \mathrm{~d} v
\end{aligned}
$$

and next, Lemma 5.1 gives

$$
\begin{aligned}
& \iint \mathcal{F} f(-u) \mathcal{F} f(v) \mathcal{F} \mathrm{K}_{h}(u) \mathcal{F} \mathrm{K}_{h}(-v) \\
& \times \frac{1}{\Delta^{2}} \mathbb{E}\left[\left(\frac{\widehat{\varphi}_{\Delta_{n}}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right)\left(\frac{\widehat{\varphi}_{\Delta_{n}}(-v)}{\widetilde{\varphi}_{\Delta_{n}}(-v)}-\frac{\varphi_{\Delta}^{\prime}(-v)}{\varphi_{\Delta}(-v)}\right)\right] \mathrm{d} u \mathrm{~d} v \\
\leq & C T^{-1}\left\{\iint \frac{|\mathcal{F} f(-u)||\mathcal{F} f(v)|}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|}\left|\Psi^{\prime}(u)\right|\left|\Psi^{\prime}(-v)\right| \mathrm{d} u \mathrm{~d} v\right. \\
+ & \left.\iint \frac{|\mathcal{F} f(-u)||\mathcal{F} f(v)|}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|}\left|\mathrm{K}_{h}(u)\right|\left|\mathrm{K}_{h}(-v)\right|\left(\left|\Psi^{\prime \prime}(u-v)\right|+\left|\Psi^{\prime}(u-v)\right|\right) \mathrm{d} u \mathrm{~d} v\right\} .
\end{aligned}
$$

In case that $\Psi^{\prime \prime} \in \mathrm{L}^{1}(\mathbb{R})$ and $\Psi^{\prime} \in \mathrm{L}^{2}(\mathbb{R})$, we apply the Cauchy-Schwarz inequality and Fubini's theorem to find that

$$
\begin{aligned}
& \iint \frac{|\mathcal{F} f(-u)||\mathcal{F} f(v)|}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|}\left|\mathrm{K}_{h}(u)\right|\left|\mathrm{K}_{h}(-v)\right|\left(\left|\Psi^{\prime \prime}(u-v)\right|+\left|\Psi^{\prime}(u-v)\right|^{2}\right) \mathrm{d} u \mathrm{~d} v \\
\leq & \iint \frac{|\mathcal{F} f(-u)|^{2}}{\left|\varphi_{\Delta}(u)\right|^{2}}\left|\mathcal{F} \mathrm{~K}_{h}(u)\right|^{2}\left(\left|\Psi^{\prime \prime}(u-v)\right|+\left|\Psi^{\prime}(u-v)\right|^{2}\right) \mathrm{d} u \mathrm{~d} v \\
= & \int \frac{|\mathcal{F} f(-u)|^{2}}{\left|\varphi_{\Delta}(u)\right|^{2}}\left|\mathcal{F} \mathrm{~K}_{h}(u)\right|^{2} \int\left(\left|\Psi^{\prime \prime}(u-v)\right|+\left|\Psi^{\prime}(u-v)\right|^{2}\right) \mathrm{d} v \mathrm{~d} u \\
\leq & \sup _{u \in \mathbb{R}} \int\left(\left|\Psi_{\Delta}^{\prime \prime}(u-v)\right|+\left|\Psi^{\prime}(u-v)\right|^{2}\right) \mathrm{d} v \int \frac{|\mathcal{F} f(-u)|^{2}}{\left|\varphi_{\Delta}(u)\right|^{2}}\left|\mathcal{F} \mathrm{~K}_{h}(u)\right|^{2} \mathrm{~d} u \\
\leq & \left(\int\left(\left|\Psi^{\prime \prime}(x)\right| \mathrm{d} x+\int\left|\Psi^{\prime}(x)\right|^{2} \mathrm{~d} x\right) \int \frac{|\mathcal{F} f(-u)|^{2}}{\left|\varphi_{\Delta}(u)\right|^{2}}\left|\mathcal{F} \mathrm{~K}_{h}(u)\right|^{2} \mathrm{~d} u .\right.
\end{aligned}
$$

Another application of the Chauchy-Schwarz-inequality gives

$$
\begin{aligned}
& \iint \frac{|\mathcal{F} f(-u)||\mathcal{F} f(v)|}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|}\left|\mathrm{K}_{h}(u)\right|\left|\mathrm{K}_{h}(-v)\right|\left|\Psi^{\prime}(u)\right|\left|\Psi^{\prime}(-v)\right| \mathrm{d} u \mathrm{~d} v \\
= & \left(\int \frac{|\mathcal{F} f(-u)|}{\left|\varphi_{\Delta}(u)\right|}\left|\mathcal{F} \mathrm{K}_{h}(u)\right|\left|\Psi^{\prime}(u)\right| \mathrm{d} u\right)^{2} \\
\leq & \int\left|\Psi^{\prime}(u)\right|^{2} \mathrm{~d} u \int \frac{|\mathcal{F} f(-u)|^{2}}{\left|\varphi_{\Delta}(u)\right|^{2}}\left|\mathcal{F} \mathrm{~K}_{h}(u)\right|^{2} \mathrm{~d} u .
\end{aligned}
$$

We have thus shown that

$$
\begin{aligned}
& \mathbb{E}\left[\left|\frac{1}{2 \pi} \int f(x)\left(\mathrm{K}_{h} * \mu\right)(x) \mathrm{d} x-\frac{1}{2 \pi} \int \mathcal{F} f(-u) \mathcal{F} \mathrm{K}_{h}(u) \frac{\frac{1}{\frac{1}{\varphi}} \widehat{\varphi}_{\Delta_{n}}(u)}{i \widetilde{\varphi}_{\Delta_{n}}(u)} \mathrm{d} u\right|^{2}\right] \\
\leq & \frac{C}{(2 \pi)^{2}} T^{-1}\left(\int\left|\Psi^{\prime \prime}(x)\right| \mathrm{d} x+2 \int\left|\Psi^{\prime}(x)\right|^{2} \mathrm{~d} x\right) \int \frac{|\mathcal{F} f(-u)|^{2}}{\left|\varphi_{\Delta}(u)\right|^{2}}\left|\mathcal{F} \mathrm{~K}_{h}(u)\right|^{2} \mathrm{~d} u .
\end{aligned}
$$

On the other hand, we can always estimate

$$
\begin{aligned}
& \iint \frac{|\mathcal{F} f(-u)||\mathcal{F} f(v)|}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|}\left|\mathrm{K}_{h}(u)\right|\left|\mathrm{K}_{h}(-v)\right|\left(\left|\Psi^{\prime \prime}(u-v)\right|+\left|\Psi^{\prime}(u-v)\right|^{2}\right) \mathrm{d} u \mathrm{~d} v \\
\leq & \sup _{u, v \in \mathbb{R}}\left(\left|\Psi^{\prime \prime}(u-v)\right|+\left|\Psi^{\prime}(u-v)\right|^{2}\right) \iint \frac{|\mathcal{F} f(-u)||\mathcal{F} f(v)|}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|}\left|\mathrm{K}_{h}(u)\right|\left|\mathrm{K}_{h}(-v)\right| \mathrm{d} u \mathrm{~d} v \\
\leq & \sup _{x \in \mathbb{R}}\left(\left|\Psi^{\prime \prime}(x)\right|+\left|\Psi^{\prime}(x)\right|^{2}\right)\left(\int \frac{|\mathcal{F} f(-u)|}{\left|\varphi_{\Delta}(u)\right|}\left|\mathcal{F} \mathrm{K}_{h}(u)\right| \mathrm{d} u\right)^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& \iint \frac{|\mathcal{F} f(-u)||\mathcal{F} f(v)|}{\left|\varphi_{\Delta}(u)\right|\left|\varphi_{\Delta}(-v)\right|}\left|\mathcal{F} \mathrm{K}_{h}(u)\right|\left|\mathcal{F} \mathrm{K}_{h}(-v)\right|\left|\Psi^{\prime}(u)\right|\left|\Psi^{\prime}(-v)\right| \mathrm{d} u \mathrm{~d} v \\
= & \left(\int \frac{|\mathcal{F} f(-u)|}{\left|\varphi_{\Delta}(u)\right|}\left|\mathcal{F} \mathrm{K}_{h}(u)\right|\left|\Psi^{\prime}(u)\right| \mathrm{d} u\right)^{2} \\
\leq & \sup _{x \in \mathbb{R}}\left|\Psi^{\prime}(x)\right|^{2}\left(\int \frac{|\mathcal{F} f(-u)|}{\left|\varphi_{\Delta}(u)\right|}\left|\mathcal{F} \mathrm{K}_{h}(u)\right| \mathrm{d} u\right)^{2} .
\end{aligned}
$$

This yields

$$
\begin{aligned}
& \mathbb{E}\left[\left|\frac{1}{2 \pi} \int f(x)\left(\mathrm{K}_{h} * \mu\right)(x) \mathrm{d} x-\frac{1}{2 \pi} \int \mathcal{F} f(-u) \mathcal{F} \mathrm{K}_{h}(u) \frac{\frac{1}{\Delta} \widehat{\varphi}_{\Delta_{n}}(u)}{i \widetilde{\varphi}_{\Delta_{n}}(u)} \mathrm{d} u\right|^{2}\right] \\
\leq & \frac{C}{(2 \pi)^{2}} T^{-1}\left(\sup _{x \in \mathbb{R}}\left|\Psi^{\prime \prime}(x)\right|+2 \sup _{x \in \mathbb{R}}\left|\Psi^{\prime}(x)\right|^{2}\right)\left(\int \frac{|\mathcal{F} f(-u)|}{\left|\varphi_{\Delta}(u)\right|}\left|\mathcal{F} \mathrm{K}_{h}(u)\right| \mathrm{d} u\right)^{2} .
\end{aligned}
$$

Putting the above results together, we have shown that

$$
\begin{aligned}
& \mathbb{E}\left[\left|\theta-\widehat{\theta}_{h, n}\right|^{2}\right] \\
\leq & \left|\int f(x) \mu(\mathrm{d} x)-\int f(x)\left(\mathrm{K}_{h} * \mu\right)(x) \mathrm{d} x\right|^{2} \\
+ & \frac{C}{(2 \pi)^{2}} T^{-1}\left\{\left(\int\left|\Psi^{\prime \prime}(x)\right| \mathrm{d} x+2 \int\left|\Psi^{\prime}(x)\right|^{2} \mathrm{~d} x\right) \int \frac{|\mathcal{F} f(-u)|^{2}}{\left|\varphi_{\Delta}(u)\right|^{2}}\left|\mathcal{F} \mathrm{~K}_{h}(u)\right|^{2} \mathrm{~d} u\right. \\
& \left.\wedge\left(\sup _{x \in \mathbb{R}}\left|\Psi^{\prime \prime}(x)\right|+2 \sup _{x \in \mathbb{R}}\left|\Psi^{\prime}(x)\right|^{2}\right)\left(\int \frac{|\mathcal{F} f(-u)|}{\left|\varphi_{\Delta}(u)\right|}\left|\mathcal{F} \mathrm{K}_{h}(u)\right| \mathrm{d} u\right)^{2}\right\}
\end{aligned}
$$

which is the statement of the theorem.

Next, we prove Theorem 2.5.
Proof of Theorem 2.5. First, recall that we now assume that $|\mathcal{F} f| \in \mathrm{L}^{1}(\mathbb{R})$, so we certainly have $|\mathcal{F} f \mathcal{F} \mu| \leq\|\mathcal{F} \mu\|_{\infty}|\mathcal{F} f| \in \mathrm{L}^{1}(\mathbb{R})$. We can thus express $\theta$ in the Fourier domain, writing

$$
\theta=\int f(x) \mu(\mathrm{d} x)=\frac{1}{2 \pi} \int \mathcal{F} f(-u) \mathcal{F} \mu(u) \mathrm{d} u .
$$

and express the squared risk of $\widehat{\theta}_{n}$ as follows:

$$
\left.\left.\begin{array}{rl} 
& \mathbb{E}\left[\left|\theta-\widehat{\theta}_{n}\right|^{2}\right] \\
= & \mathbb{E}\left[\left|\int f(x) \mu(\mathrm{d} x)-\frac{1}{2 \pi} \int \mathcal{F} f(-u) \frac{\frac{1}{\Delta} \widehat{\varphi}_{\Delta_{n}}^{\prime}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)} \mathrm{d} u\right|^{2}\right] \\
= & \mathbb{E}\left[\left|\frac{1}{2 \pi} \int \mathcal{F} f(-u) \mathcal{F} \mu(u) \mathrm{d} u-\frac{1}{2 \pi} \int \mathcal{F} f(-u) \frac{\frac{1}{\Delta}{\widehat{\varphi}_{\Delta_{n}}^{\prime}}^{\prime}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)} \mathrm{d} u\right|^{2}\right] \\
= & \frac{1}{\Delta^{2}} \mathbb{E}\left[\left\lvert\, \frac{1}{2 \pi} \int \mathcal{F} f(-u)\left(\frac{\widehat{\varphi}_{\Delta_{n}}(u)}{\widetilde{{ }_{\varphi}^{\Delta_{n}}}}(u)\right.\right.\right. \\
(u) & \varphi_{\Delta}^{\prime}(u) \\
\varphi_{\Delta}(u)
\end{array} \mathrm{d} u\right|^{2}\right] . ~ \$
$$

Next, we can write for arbitrary $m \geq 0$ :

$$
\begin{aligned}
& \mathbb{E}\left[\left|\frac{1}{2 \pi} \int \mathcal{F} f(-u)\left(\frac{\widehat{\varphi}_{\Delta_{n}}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right) \mathrm{d} u\right|^{2}\right] \\
\leq & 2 \mathbb{E}\left[\left|\frac{1}{2 \pi} \int_{\{|u|>\pi m\}} \mathcal{F} f(-u)\left(\frac{\widehat{\varphi}_{\Delta_{n}}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right) \mathrm{d} u\right|^{2}\right] \\
+ & 2 \mathbb{E}\left[\left.\left|\frac{1}{2 \pi} \int_{\{|u| \leq \pi m\}} \mathcal{F} f(-u)\left(\frac{\widehat{\varphi}_{\Delta_{n}}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right) \mathrm{d} u\right|\right|^{2}\right] .
\end{aligned}
$$

Applying Fubini's theorem, Lemma 5.1 and again the Cauchy-Schwarz inequality yields

$$
\begin{aligned}
& \frac{1}{\Delta^{2}} \mathbb{E}\left[\left|\int_{\{\{|u|>\pi m\}} \mathcal{F} f(-u)\left(\frac{\widehat{\varphi}_{\Delta_{n}}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right) \mathrm{d} u\right|^{2}\right] \\
= & \int_{\{|u|>\pi m\}} \int_{\{|v|>\pi m\}} \mathcal{F} f(-u) \mathcal{F} f(v)
\end{aligned}
$$

$$
\begin{aligned}
& \times \frac{1}{\Delta^{2}} \mathbb{E}\left[\left(\frac{\widehat{\varphi}_{\Delta_{n}}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right)\left(\frac{\widehat{\varphi}_{\Delta_{n}}(-v)}{\widetilde{\varphi}_{\Delta_{n}}(-v)}-\frac{\varphi_{\Delta}^{\prime}(-v)}{\varphi_{\Delta}(-v)}\right)\right] \mathrm{d} u \mathrm{~d} v \\
\leq & \int_{\{|u|>\pi m\}}|\mathcal{F} f(-u)||\mathcal{F} f(v)| \\
& \times\left(\left|\Psi^{\prime \prime}(u-v)\right|+\left|\Psi^{\prime}(u-v)\right|^{2}+\left|\Psi^{\prime}(u)\right|\left|\Psi^{\prime}(-v)\right|\right) \mathrm{d} u \mathrm{~d} v \\
\leq & \left(\int\left|\Psi^{\prime \prime}(x)\right| \mathrm{d} x+2 \int\left|\Psi^{\prime}(x)\right|^{2} \mathrm{~d} x\right) \int_{\{|u|>\pi m\}}|\mathcal{F} f(-u)|^{2} \mathrm{~d} u \\
& \wedge\left(\sup _{x \in \mathbb{R}}\left|\Psi^{\prime \prime}(x)\right|+2 \sup _{x \in \mathbb{R}}\left|\Psi^{\prime}(x)\right|^{2}\right)\left(\int_{\{|u|>\pi m\}}|\mathcal{F} f(-u)| \mathrm{d} u\right)^{2}
\end{aligned}
$$

Arguing along the same lines, we find that

$$
\begin{aligned}
& \frac{1}{\Delta^{2}} \mathbb{E}\left[\left|\int_{\{|u| \leq \pi m\}} \mathcal{F} f(-u)\left(\frac{\widehat{\varphi}_{\Delta_{n}}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right) \mathrm{d} u\right|^{2}\right] \\
= & \int_{\{|u| \leq \pi m\}} \int_{\{|v| \leq \pi m\}} \mathcal{F} f(-u) \mathcal{F} f(v) \\
& \times \frac{1}{\Delta^{2}} \mathbb{E}\left[\left(\frac{\widehat{\varphi}_{\Delta_{n}}(u)}{\widetilde{\varphi}_{\Delta_{n}}(u)}-\frac{\varphi_{\Delta}^{\prime}(u)}{\varphi_{\Delta}(u)}\right)\left(\frac{\widehat{\varphi}_{\Delta_{n}}(-v)}{\widetilde{\varphi}_{\Delta_{n}}(-v)}-\frac{\varphi_{\Delta}^{\prime}(-v)}{\varphi_{\Delta}(-v)}\right)\right] \mathrm{d} u \mathrm{~d} v \\
\leq & C T^{-1}\left\{\left(\int\left|\Psi^{\prime \prime}(x)\right| \mathrm{d} x+2 \int\left|\Psi^{\prime}(x)\right|^{2} \mathrm{~d} x\right) \int_{\{|u| \leq \pi m\}}\left|\frac{\mathcal{F} f(-u)}{\varphi_{\Delta}(u)}\right|^{2} \mathrm{~d} u\right. \\
& \left.\left(\sup _{x \in \mathbb{R}}\left|\Psi^{\prime \prime}(x)\right|+2 \sup _{x \in \mathbb{R}}\left|\Psi^{\prime}(x)\right|^{2}\right)\left(\int_{\{|u| \leq \pi m\}}\left|\frac{\mathcal{F} f(-u)}{\varphi_{\Delta}(u)}\right|^{2} \mathrm{~d} u\right)^{2}\right\}
\end{aligned}
$$

Putting the above results together, we have shown that for arbitrary $m \geq 0$,

$$
\begin{aligned}
& \mathbb{E}\left[\left|\theta-\widehat{\theta}_{n}\right|^{2}\right] \\
\leq & \frac{1}{2 \pi^{2}}\left\{C_{1} \int_{\{|u|>\pi m\}}|\mathcal{F} f(-u)|^{2} \mathrm{~d} u \wedge C_{2}\left(\int|\mathcal{F} f(-u)| \mathrm{d} u\right)^{2}\right\} \\
+ & \frac{T^{-1}}{2 \pi^{2}}\left\{C_{1} \int_{\{|u| \leq \pi m\}} \frac{|\mathcal{F} f(-u)|^{2}}{\left|\varphi_{\Delta}(u)\right|^{2}} \mathrm{~d} u \wedge C_{2}\left(\int_{\{|u| \leq \pi m\}} \frac{|\mathcal{F} f(-u)|}{\left|\varphi_{\Delta}(u)\right|} \mathrm{d} u\right)^{2}\right\}
\end{aligned}
$$

which is the statement of the theorem.

### 5.2 Rate results

There is no need to give a detailed discussion on the rate results since the bounds on the bias terms are standard analysis and the esitimate of the variance term and the minimzation problems leading to Theorm 2.11 and 2.12 are trivial. The proofs are given in full length in [17].

### 5.3 Proof of Theorem 3.3

### 5.3.1 Preliminaries

We start by restating for the reader's convenience, some well known results.
5.2 Lemma (Bernstein's Inequality). Let $X_{1}, \cdots, X_{n}$ be complex valued i.i.d. random variables with $\operatorname{Var}\left(X_{1}\right) \leq v^{2}$ and suppose that $\left\|X_{1}\right\|_{\infty} \leq B$ for some $B<\infty$. Let $S_{n}:=\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mathbb{E}\left[X_{i}\right]\right)$. Then the following holds true for arbitrary $\kappa>0$ :

$$
\mathbb{P}\left(\left\{\left|S_{n}\right| \geq \kappa\right\}\right) \leq 4 \exp \left(-n \frac{\kappa^{2}}{4 v^{2}+\frac{4 \sqrt{2}}{3} \kappa B}\right)
$$

A proof of this fundamental result can be found, for example in [11].
The following integral version of the classical Berstein inequality can be derived readily from Lemma 5.2:
5.3 Lemma. In the situation of the preceding lemma, suppose that $\mathbb{E}\left[\left|S_{n}\right|\right] \leq H$. Then we have
$\mathbb{E}\left[\left\{\left|S_{n}\right|^{2}-H^{2}\right\}_{+}\right] \leq 32 \frac{v^{2}}{n} \exp \left(-n \frac{H^{2}}{8 v^{2}}\right)+128 \sqrt{2} \frac{B^{2}}{n^{2}} \exp \left(-n \frac{H}{\frac{16 \sqrt{2}}{3} B}\right)$.
Finally, we need the Talagrand inequality, which strengthens the classical Bernstein inequality to countable sets of random variables:
5.4 Lemma (Talagrand's inequality). Let I be some countable index set. For each $i \in I$, let $X_{1}^{(i)}, \cdots, X_{n}^{(i)}$ be centered i.i.d. complex valued random variables with $\left\|X_{1}^{(i)}\right\|_{\infty} \leq B$ for some $B<\infty$. Let $v^{2}:=\sup _{i \in I} \operatorname{Var} X_{1}^{(i)}$. Then for arbitrary $\varepsilon>0$, there are positive constants $c_{1}$ and $c_{2}(\varepsilon)$ depending only on $\varepsilon$ such that for any $\kappa>0$ :
$\mathbb{P}\left(\left\{\sup _{i \in I}\left|S_{n}^{(i)}\right| \geq(1+\varepsilon) \mathbb{E}\left[\sup _{i \in I}\left|S_{n}^{(i)}\right|\right]+\kappa\right) \leq 4 \exp \left(-n \frac{\kappa^{2}}{c_{1} v^{2}+c_{2}(\varepsilon) \kappa B}\right\}\right)$

### 5.3.2 Auxiliary results

In what follows, we formulate and prove a number of auxiliary results which will be needed in order to prove the main result of Section 3.3.
5.5 Lemma. Let $\tau>0$ be given. Let $\delta$ be the constant appearing in the definition of the weight function $w$ and let $c_{1}$ be the constant in Talagrand's inequality. Then, for arbitrary $\gamma>0$, there is a positive constant $C_{K}=C_{K}^{\tau, \gamma, \delta}$ depending on the choice of $\tau, \gamma$ and $\delta$ such that we have for $n \geq 1$ :

$$
\mathbb{P}\left(\left\{\exists u \in \mathbb{R}:\left|\widehat{\varphi}_{n}(u)-\varphi(u)\right| \geq \tau(\log n)^{1 / 2} w(u)^{-1} n^{-1 / 2}\right\}\right) \leq C_{K} n^{-\frac{(\tau-\gamma)^{2}}{c_{1}}}
$$

Proof. We proof the claim for the countable set of rational numbers. By continuity of the characteristic function and of $w$, it carries over to the whole range of real numbers.

By Theorem 4.1 in [19], we have for some constant $C_{R N}$ :

$$
\mathbb{E}\left[\sup _{u \in \mathbb{R}}\left|\widehat{\varphi}_{n}(u)-\varphi(u)\right| w(u)\right] \leq C_{R N} n^{-1 / 2}
$$

Since moreover, we trivially have $\sup _{u \in \mathbb{R}} \operatorname{Var}\left[\widehat{\varphi}_{1}(u)\right] \leq 1$, and $\sup _{u \in \mathbb{R}}\left\|\widehat{\varphi}_{1}(u) w(u)\right\|_{\infty} \leq 1$, we can apply Talagrand's inequality. Setting

$$
\kappa_{n}:=\tau(\log n)^{1 / 2} n^{-1 / 2}-(1+\varepsilon) C_{R N} n^{-1 / 2}
$$

for some $\varepsilon>0$, we can estimate

$$
\begin{aligned}
& \mathbb{P}\left(\left\{\exists q \in \mathbb{Q}:\left|\widehat{\varphi}_{n}(q)-\varphi(q)\right| \geq \tau(\log n)^{1 / 2} w(q)^{-1} n^{-1 / 2}\right\}\right) \\
= & \mathbb{P}\left(\left\{\sup _{q \in \mathbb{Q}}\left|\widehat{\varphi}_{n}(q)-\varphi(q)\right| w(q) \geq \tau(\log n)^{1 / 2} n^{-1 / 2}\right\}\right) \\
\leq & \mathbb{P}\left(\left\{\sup _{q \in \mathbb{Q}}\left|\widehat{\varphi}_{n}(q)-\varphi(q)\right| w(q) \geq(1+\varepsilon) \mathbb{E}\left[\sup _{q \in \mathbb{Q}}\left|\widehat{\varphi}_{n}(q)-\varphi(q)\right| w(q)\right]+\kappa_{n}\right\}\right) \\
\leq & 4 \exp \left(-n \frac{\kappa_{n}^{2}}{c_{1}+c_{2}(\varepsilon) \kappa_{n}}\right) .
\end{aligned}
$$

By definition of $\kappa_{n}$, we have for $C_{K}$ large enough and arbitrary $n \geq 1$ :

$$
4 \exp \left(-n \frac{\kappa_{n}^{2}}{c_{1}+c_{2}(\varepsilon) \kappa_{n}}\right) \leq C_{K} \exp \left(-\frac{(\tau-\gamma)^{2}}{c_{1}}(\log n)\right)=C_{K} n^{-\frac{(\tau-\gamma)^{2}}{c_{1}}}
$$

This is the desired result for the rational numbers and hence, by continuity, for the real line.

We can now use Lemma 5.5 to analyse the deviation of $\frac{1}{\widetilde{\widetilde{\varphi}}_{n}}$ from $\frac{1}{\varphi}$.
5.6 Proposition. Let $\frac{1}{\tilde{\widetilde{\varphi}}_{n}}=\frac{1}{\tilde{\widetilde{\varphi}}_{n}^{\kappa, \delta}}$ be defined as in Definition (3.1). Assume that for some $\gamma>0$ and some $p>0$, we have $\kappa \geq 2\left(\sqrt{p c_{1}}+\gamma\right)$, where $c_{1}$ denotes the constant in Talagrands inequality. Then we find that

$$
\begin{aligned}
& \mathbb{P}\left(\left\{\exists u \in \mathbb{R}:\left|\frac{1}{\widetilde{\widetilde{\varphi}}_{n}(u)}-\frac{1}{\varphi(u)}\right|^{2}>\left((4 \kappa)^{2} \frac{(\log n) w(u)^{-1} n^{-1}}{|\varphi(u)|^{4}} \wedge\left(\frac{5}{2}\right)^{2} \frac{1}{|\varphi(u)|^{2}}\right)\right\}\right) \\
= & O\left(n^{-p}\right) .
\end{aligned}
$$

Proof. (Sketch) Let us introduce the favourable set

$$
C:=C^{\kappa, \delta}:=\left\{\forall u \in \mathbb{R}:\left|\widehat{\varphi}_{n}(u)-\varphi(u)\right| \leq \frac{\kappa}{2}(\log n)^{1 / 2} w(u)^{-1} n^{-1 / 2}\right\} .
$$

We start by recalling that, thanks to Lemma 5.5, we have,

$$
\mathbb{P}\left(C^{c}\right) \leq C_{K} n^{-\frac{(\kappa / 2-\gamma)^{2}}{c_{1}}}=O\left(n^{-p}\right),
$$

so it is enough to consider the set $C$.
Let us introduce the following partition of the real line: We have $\mathbb{R}=\mathbb{R}_{1}^{\kappa} \cup \mathbb{R}_{2}^{\kappa} \cup \mathbb{R}_{3}^{\kappa}$, with

$$
\begin{aligned}
& \mathbb{R}_{1}^{\kappa}=\left\{u \in \mathbb{R}:|\varphi(u)|<\frac{\kappa}{2}(\log n)^{1 / 2} w(u)^{-1} n^{-1 / 2}\right\}, \\
& \mathbb{R}_{2}^{\kappa}=\left\{u \in \mathbb{R}:|\varphi(u)|>\frac{3}{2} \kappa(\log n)^{1 / 2} w(u)^{-1} n^{-1 / 2}\right\}
\end{aligned}
$$

and
$\mathbb{R}_{3}^{\kappa}=\left\{u \in \mathbb{R}: \frac{\kappa}{2}(\log n)^{1 / 2} w(u)^{-1} n^{-1 / 2} \leq|\varphi(u)| \leq \frac{3}{2} \kappa(\log n)^{1 / 2} w(u)^{-1} n^{-1 / 2}\right\}$.
We prove the claim for each of these sets separately. Since the details are elementary and rely on an repeated application of Lemma 5.5, we only give the details for $\mathbb{R}_{1}^{\kappa}$ ond omitt the rest of the proof.

By definition of $C$, we find that for arbitrary $u \in \mathbb{R}_{1}^{\kappa}$, we have

$$
\begin{equation*}
\left|\widehat{\varphi}_{n}(u)\right| \leq|\varphi(u)|+\left|\varphi(u)-\widehat{\varphi}_{n}(u)\right|<\kappa(\log n)^{1 / 2} w(u)^{-1} n^{-1 / 2} \tag{5.32}
\end{equation*}
$$

and hence by definition of $\frac{1}{\widetilde{\mathscr{\varphi}}_{n}}$ :

$$
\begin{align*}
& \left|\frac{1}{\widetilde{\widetilde{\varphi}}_{n}(u)}-\frac{1}{\varphi(u)}\right|^{2}=\frac{\left|\varphi(u)-\widetilde{\widetilde{\varphi}}_{n}(u)\right|^{2}}{\left.|\varphi(u)|^{2} \widetilde{\widetilde{\varphi}}_{n}(u)\right|^{2}}  \tag{5.33}\\
= & \frac{\left|\varphi(u)-\kappa(\log n)^{1 / 2} w(u)^{-1} n^{-1 / 2}\right|^{2}}{\left.\widetilde{\widetilde{\varphi}}_{n}(u)\right|^{2}|\varphi(u)|^{2}}  \tag{5.34}\\
\leq & \frac{\left(\frac{3}{2} \kappa\right)^{2}(\log n) w(u)^{-2} n^{-1}}{|\varphi(u)|^{2}\left|\widetilde{\widetilde{\varphi}}_{n}(u)\right|^{2}} . \tag{5.35}
\end{align*}
$$

Next, notice that, using again the definition of $C$ and $\mathbb{R}_{1}^{\kappa}$,

$$
\begin{align*}
\frac{1}{\left|\widetilde{\mathscr{\varphi}}_{n}(u)\right|^{2}} & =\kappa^{-2}(\log n)^{-1} w(u)^{2} n  \tag{5.36}\\
& \leq \frac{1}{4}\left(\frac{\kappa}{2}\right)^{-2}(\log n)^{-1} w(u)^{2} n \leq \frac{1}{4} \frac{1}{|\varphi(u)|^{2}} \tag{5.37}
\end{align*}
$$

Putting (5.33)- (5.37) together, we have shown that on $C$, we have for any $u \in \mathbb{R}_{1}^{\kappa}$ :

$$
\left|\frac{1}{\widetilde{\widetilde{\varphi}}_{n}(u)}-\frac{1}{\varphi(u)}\right|^{2} \leq\left(\frac{3}{4} \kappa\right)^{2} \frac{(\log n) w(u)^{-2} n^{-1}}{|\varphi(u)|^{4}} \wedge \frac{9}{4} \frac{1}{|\varphi(u)|^{2}} .
$$

Similar arguments can be applied to prove the claim for $u \in \mathbb{R}_{2}^{\kappa}$ and $u \in \mathbb{R}_{3}^{\kappa}$.

The following result can be derived immediately from the preceding statement.
5.7 Corollary. In the situation of the preceding statement, we have
$\mathbb{P}\left(\left\{\exists u \in \mathbb{R}:\left|\frac{1}{\widetilde{\varphi}_{n}(u)}-\frac{1}{\varphi(u)}\right|^{2}>\left(\frac{5}{2} \kappa\right)^{2} \frac{(\log n) w(u)^{-2} n^{-1}}{\left|\widetilde{\mathscr{\varphi}}_{n}(u)\right|^{2}|\varphi(u)|^{2}}\right\}\right)=O\left(n^{-p}\right)$.

This corollary is an immediate consequence of the proof of the preceding statement, see lines (5.33)- (5.34).

Lemma 3.2 can now be stated as a consequence of Proposition 5.6:
Proof of Lemma 3.2. Let the set $C$ be defined as in the proof of Proposition 5.6. We can decompose

$$
\begin{align*}
& \mathbb{E}\left[\sup _{u \in \mathbb{R}} \frac{\left|\frac{1}{(\log n) w(u)}-\frac{1}{\varphi(u)}\right|^{2}}{|\varphi(u)|^{4} n^{-1}} \wedge \frac{1}{|\varphi(u)|^{2}}\right]  \tag{5.39}\\
& \leq \mathbb{E}\left[\sup _{u \in \mathbb{R}} \frac{\left|\frac{1}{\tilde{\widetilde{\widetilde{C}}}_{n}(u)}-\frac{1}{\varphi(u)}\right|^{2}}{\frac{(\log n) w(u)^{-2} n^{-1}}{|\varphi(u)|^{4}} \wedge \frac{1}{\varphi(u)^{2}}} 1(C)\right]  \tag{5.40}\\
& +\mathbb{E}\left[\sup _{u \in \mathbb{R}} \frac{\left|\frac{1}{(\log n) w(u)-)^{-2} n^{-1}}-\frac{1}{\varphi(u)}\right|^{2}}{|\varphi(u)|^{4}} \wedge \frac{1}{|\varphi(u)|^{2}} 1\left(C^{c}\right)\right] \tag{5.41}
\end{align*}
$$

The definition of $C$, together with Proposition 5.6, readily implies that

$$
\begin{equation*}
\mathbb{E}\left[\sup _{u \in \mathbb{R}} \frac{\left|\frac{1}{(\log n) w(u)}-\frac{1}{\varphi(u)}\right|^{2}}{|\varphi(u)|^{4} n^{-1}} \wedge \frac{1}{|\varphi(u)|^{2}} 1(C)\right] \leq \frac{25}{4} \kappa^{2} . \tag{5.42}
\end{equation*}
$$

On the other hand, since $\frac{1}{\left|\widetilde{\widetilde{\varphi}}_{n}(u)\right|} \leq \kappa^{-1}(\log n)^{-1 / 2} w(u) n^{1 / 2}$ by definition, we can always estimate

$$
\begin{equation*}
\left|\frac{1}{\widetilde{\widetilde{\varphi}}_{n}(u)}-\frac{1}{\varphi(u)}\right|^{2}\left((\log n)^{-1} w(u)^{2} n|\varphi(u)|^{4} \vee|\varphi(u)|^{2}\right) \leq 2 n^{2}, \tag{5.43}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\mathbb{E}\left[\sup _{u \in \mathbb{R}} \frac{\left|\frac{1}{\widetilde{\mathscr{C}}_{n}(u)}-\frac{1}{\varphi(u)}\right|^{2}}{\frac{(\log n) w(u)^{-2} n^{-1}}{\mid \varphi(u)^{4}} \wedge \frac{1}{|\varphi(u)|^{2}}} 1\left(C^{c}\right)\right] \leq 2 n^{2} \mathbb{P}\left(C^{c}\right), \tag{5.44}
\end{equation*}
$$

and this expression is bounded by some constant since $\mathbb{P}\left(C^{c}\right)=O\left(n^{-2}\right)$ by assumption on $\kappa$ and by Lemma 5.5.

We conclude this section by formulating two more auxiliary resuls:
5.8 Lemma. For some $\gamma>0$, let $\kappa=2\left(\sqrt{2 p c_{1}}+\gamma\right)$. Let

$$
\left.\begin{array}{rl}
\begin{array}{rl}
x_{m, k, f, w}^{2}:=\frac{1}{2 \pi^{2}}\{ & \bar{C}_{1} \int|\mathcal{F} f(-u)|^{2}\left|\mathcal{F} \mathrm{~K}\left(\frac{u}{k}\right)-\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right|^{2} w(u)^{-2} d u
\end{array} \\
\qquad & \left.\wedge \bar{C}_{2}\left(\int|\mathcal{F} f(-u)|\left|\mathcal{F} \mathrm{K}\left(\frac{u}{k}\right)-\mathcal{F} \mathrm{K}\left(\frac{u}{m}\right)\right| w(u)^{-1} d u\right)^{2}\right\}
\end{array}\right\}
$$

Then we have for some constant $C_{K}$ depending on $\gamma$ :

$$
\begin{aligned}
& \mathbb{P}\left(\left\{\exists u \in \mathbb{R}:\left|\widehat{\varphi}_{n}(u)-\varphi(u)\right| \geq\left(\frac{\kappa}{2}(\log n)^{1 / 2}+\lambda_{m, k, f, w}\right) w(u)^{-1} n^{-1 / 2}\right\}\right) \\
\leq & C_{K} n^{-p} n^{-p} x_{m, k, f, w}^{-2}(k-m)^{-2} .
\end{aligned}
$$

Proof. The proof runs exactly along the same lines as the proof of Lemma 5.5, setting, this time

$$
\kappa_{n}:=\left(\frac{\kappa}{2}(\log n)^{1 / 2}+\lambda_{m, k, f, w}\right) n^{-1 / 2}-C_{N R} n^{-1 / 2} .
$$

5.9 Lemma. In the situation of the preceding statement, we have

$$
\begin{aligned}
& \mathbb{P}\left(\left\{\exists u \in \mathbb{R}:\left|\frac{1}{\varphi(u)}-\frac{1}{\widetilde{\widetilde{\varphi}}_{n}(u)}\right|^{2}>\frac{\left(\frac{5}{2} \kappa(\log n)^{1 / 2}+\lambda_{m, k, f, w}\right)^{2} w(u)^{-2} n^{-1}}{\left|\widetilde{\widetilde{\varphi}}_{n}(u)\right|^{2}|\varphi(u)|^{2}}\right\}\right) \\
\leq & C_{K} n^{-p} x_{m, k, f, w}^{-2}(k-m)^{-2}
\end{aligned}
$$

This statement is derived from Lemma 5.8, using the same arguments which are given to derive Corollary 5.7.

### 5.3.3 Preparing the proof of the main result

To be able to prove the main result of this section, we will need the following auxiliary result:
5.10 Proposition. For arbitrary $m \in \mathbb{N}$, we can estimate

$$
\mathbb{E}\left[\sup _{\substack{k>m \\ k \in \mathcal{M}}}\left\{\left|\left(\widehat{\theta}_{k}-\widehat{\theta}_{m}\right)-\left(\theta_{k}-\theta_{m}\right)\right|^{2}-\frac{1}{2} \widetilde{H}^{2}(m, k)\right\}_{+}\right]=O\left(n^{-1}\right)
$$

Proof. (Sketch) The proof of this statement is long, but the steps are elementary. We content ourselves with giving the main ideas. For the details, we refer to [17].

For $m \in \mathcal{M}$, let

$$
\widetilde{\theta}_{m}:=\frac{1}{2 \pi} \int \mathcal{F} f(-u) \frac{\varphi^{\prime}(u)}{\widetilde{\widetilde{\varphi}}_{n}(u)} \mathcal{F} \mathrm{K}\left(\frac{u}{m}\right) \mathrm{d} u
$$

We use the estimate

$$
\begin{aligned}
& \left|\left(\widehat{\theta}_{k}-\widehat{\theta}_{m}\right)-\left(\theta_{k}-\theta_{m}\right)\right|^{2} \\
\leq & 2\left|\left(\widehat{\theta}_{k}-\widehat{\theta}_{m}\right)-\left(\widetilde{\theta}_{k}-\widetilde{\theta}_{m}\right)\right|^{2}+2\left|\left(\widetilde{\theta}_{k}-\widetilde{\theta}_{m}\right)-\left(\theta_{k}-\theta_{m}\right)\right|^{2}
\end{aligned}
$$

First, we show that

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{\substack{k>m \\
k \in \mathbb{N}}}\left\{\left|\left(\widehat{\theta}_{k}-\widehat{\theta}_{m}\right)-\left(\widetilde{\theta}_{k}-\widetilde{\theta}_{m}\right)\right|^{2}-\frac{1}{8} \widetilde{\mathrm{H}}^{2}(m, k)\right\}_{+}\right] \\
\leq & \sum_{\substack{k \geq m \\
k \in \mathcal{M}}} \mathbb{E}\left[\left\{\left|\left(\widehat{\theta}_{k}-\widehat{\theta}_{m}\right)-\left(\widetilde{\theta}_{k}-\widetilde{\theta}_{m}\right)\right|^{2}-\frac{1}{8} \widetilde{\mathrm{H}}^{2}(m, k)\right\}_{+}\right]
\end{aligned}
$$

is negligible. This is done by applying the integral version of Bernstein's inequality to the conditional expectations

$$
\mathbb{E}\left[\left.\left\{\left|\left(\widehat{\theta}_{k}-\widehat{\theta}_{m}\right)-\left(\tilde{\theta}_{k}-\widetilde{\theta}_{m}\right)\right|^{2}-\frac{1}{8} \widetilde{\mathrm{H}}^{2}(m, k)\right\}_{+} \right\rvert\, \widehat{\varphi}_{n}\right]
$$

and concluding that the sum is (almost surely) negligible.
Since $\left(\widehat{\theta}_{k}-\widehat{\theta}_{m}\right)$ is clearly unbounded, one has to truncate the random variables $Z_{j}=X_{j}-X_{j-1}$ at the threshold $\log n+\log \left(x_{m, k}^{2}(m-k)^{2}\right)$. Then one can directly apply Lemma 5.3 to see that the sum is negligible.

The remainder terms are seen to be negligible, using the Markov inequality. To do this, we need the exponential moment condition on $X_{1}$.

Next, we consider

$$
\mathbb{E}\left[\sup _{\substack{k>m \\ k \in \mathbb{N}}}\left\{\left|\left(\widetilde{\theta}_{k}-\widetilde{\theta}_{m}\right)-\left(\theta_{k}-\theta_{m}\right)\right|^{2}-\frac{1}{8} \widetilde{\mathrm{H}}^{2}(m, k)\right\}_{+}\right] .
$$

To see that this term is negligible, we first introduce the favourable sets

$$
:=\left\{\forall u \in \mathbb{R}:\left|\frac{1}{\widetilde{\widetilde{\varphi}}_{n}(u)}-\frac{1}{\varphi(u)}\right|^{2} \leq \frac{\left(\left(\frac{5}{2} \kappa\right)(\log n)+\lambda_{m, k, f, w}\right)^{2} w(u)^{-1} n^{-1}}{\left|\widetilde{\widetilde{\varphi}}_{n}(u)\right|^{2}|\varphi(u)|^{2}}\right\}
$$

and show that on $C(m, k)$ :

$$
\left|\left(\widehat{\theta}_{k}-\widehat{\theta}_{m}\right)-\left(\theta_{k}-\theta_{m}\right)\right|^{2} \leq \frac{1}{8} \widetilde{\mathrm{H}}^{2}(m, k) .
$$

This inequality can be derived immediately from the definition of $C(m, k)$ by a repeated application of the Cauchy-Schwarz inequality.

Finally, it remains to show that

$$
\sum_{\substack{k>m \\ k \in \mathcal{M}}} \mathbb{E}\left[\left\{\left|\left(\widetilde{\theta}_{k}-\widetilde{\theta}_{m}\right)-\left(\theta_{k}-\theta_{m}\right)\right|^{2}-\frac{1}{8} \widetilde{\mathrm{H}}^{2}(m, k)\right\}_{+} 1\left(C(m, k)^{c}\right)\right]
$$

is negligible. This fact can be derived from Lemma 5.9.

### 5.3.4 Proof of the main result

We are now ready to prove the oracle inequality given in Theorem 3.3 and thus the key result of our adapitve estimation procedure:

Proof of Theorem 3.3. In what follows, let $m^{*}$ be the oracle cutoff, that is,

$$
m^{*}=\underset{m \in \mathcal{M}}{\operatorname{arginf}}\left\{\sup _{\substack{k>m \\ k \in \mathcal{M}}}\left|\theta_{k}-\theta_{m}\right|^{2}+\operatorname{pen}(m)\right\} .
$$

We start by considering the loss on the set $\left\{\widehat{m} \leq m^{*}\right\}$.

We can decompose

$$
\left|\theta-\widehat{\theta}_{\widehat{m}}\right|^{2} \leq 2\left|\theta-\widehat{\theta}_{m^{*}}\right|^{2}+2\left|\widehat{\theta}_{m^{*}}-\widehat{\theta}_{\widehat{m}}\right|^{2}
$$

By definition of $\widehat{m}$, we can estimate

$$
\begin{aligned}
& \left|\widehat{\theta}_{m^{*}}-\widehat{\theta}_{\widehat{m}}\right|^{2} 1\left(\left\{\widehat{m} \leq m^{*}\right\}\right) \\
\leq & \sup _{\substack{k \geq m^{*} \\
k \in \mathcal{M}}}\left\{\left|\widehat{\theta}_{k}-\widehat{\theta}_{m^{*}}\right|^{2}-\widetilde{\mathrm{H}}^{2}\left(m^{*}, k\right)\right\}+\widetilde{\operatorname{pen}}\left(m^{*}\right)+\widetilde{\mathrm{H}}^{2}\left(\widehat{m}, m^{*}\right) 1\left(\left\{\widehat{m} \leq m^{*}\right)\right.
\end{aligned}
$$

The definition of $\widetilde{\mathrm{H}}\left(\widehat{m}, m^{*}\right)$ implies that we have

$$
\begin{equation*}
\widetilde{\mathrm{H}}^{2}\left(\widehat{m}, m^{*}\right) 1\left(\left\{\widehat{m} \leq m^{*}\right\}\right) \leq \widetilde{\operatorname{pen}}\left(m^{*}\right) \tag{5.45}
\end{equation*}
$$

and an application of Lemma 3.2 readily implies that

$$
\begin{equation*}
\mathbb{E}\left[\widetilde{\operatorname{pen}}\left(m^{*}\right)\right] \leq \operatorname{pen}\left(m^{*}\right) O(1) \tag{5.46}
\end{equation*}
$$

Finally, we can estimate

$$
\begin{align*}
& \sup _{\substack{k \geq m^{*} \\
k \in \mathcal{M}}}\left\{\left|\widehat{\theta}_{k}-\widehat{\theta}_{m^{*}}\right|^{2}-\widetilde{\mathrm{H}}^{2}\left(m^{*}, k\right)\right\}  \tag{5.47}\\
\leq & 2 \sup _{\substack{k \geq m^{*} \\
k \in \mathcal{M}}}\left\{\left|\left(\widehat{\theta}_{k}-\widehat{\theta}_{m^{*}}\right)-\left(\theta_{k}-\theta_{m^{*}}\right)\right|^{2}-\frac{1}{2} \widetilde{\mathrm{H}}^{2}\left(m^{*}, k\right)\right\}+\underset{\substack{k \geq m^{*} \\
k \in \mathcal{M}}}{2 \sup _{k}-\left.\theta_{m^{*}}\right|^{2} .}
\end{align*}
$$

Taking expectation, we find that the first expression appearing in the last line of (5.47) is negligible thanks to Proposition 5.10. Using this, (5.45) and (5.46), we have shown that for some consant $C$,

$$
\begin{aligned}
& \mathbb{E}\left[\left|\theta-\widehat{\theta}_{\widehat{m}}\right|^{2} 1\left(\left\{\widehat{m} \geq m^{*}\right\}\right)\right] \\
\leq & C \inf _{m \in \mathcal{M}}\left\{\left|\theta-\theta_{m_{n}}\right|^{2}+\sup _{\substack{k \geq m \\
k \in \mathcal{M}}}\left|\theta_{k}-\theta_{m}\right|^{2}+\operatorname{pen}(m)\right\}+O\left(n^{-1}\right) .
\end{aligned}
$$

It remains to consider the loss on $\left\{\widehat{m}>m^{*}\right\}$.
We use the decomposition

$$
\left|\theta-\widehat{\theta}_{\widehat{m}}\right|^{2} \leq 2\left|\theta-\theta_{\widehat{m}}\right|^{2}+2\left|\theta_{\widehat{m}}-\widehat{\theta}_{\widehat{m}}\right|^{2} .
$$

First, we can immediately estimate

$$
\left|\theta-\theta_{\widehat{m}}\right|^{2} 1\left(\left\{\widehat{m}>m^{*}\right\}\right) \leq 3\left(\left|\theta-\theta_{m_{n}}\right|^{2}+\sup _{\substack{k>m^{*} \\ k \in \mathcal{M}}}\left|\theta_{k}-\theta_{m^{*}}\right|^{2}\right) .
$$

Next, we can decompose

$$
\begin{equation*}
\leq \sum_{\substack{k>m^{*} \\ k \in \mathcal{M}}}\left\{\left|\theta_{\widehat{m}}-\widehat{\theta}_{\widehat{m}}\right|^{2} 1\left(\left\{\left.\widehat{\theta_{k}}\right|^{2}-\widetilde{\operatorname{pen}}(k)\right\}_{+}^{*}\right\}\right)+\sum_{\substack{k>m^{*} \\ k \in \mathcal{M}}} \widetilde{\operatorname{pen}}(k) 1(\{\widehat{m}=k\}) . \tag{5.48}
\end{equation*}
$$

Again, using Proposition 5.10, we find that the expected value of the first expression appearing in the second line of (5.48) is readily negligible.

Next, we use the fact that by definition of $\widehat{m}$, we have on $\{\widehat{m}=k\}$ :

$$
\begin{aligned}
\widetilde{\operatorname{pen}}(k) & \leq \sup _{\substack{l>m^{*} \\
l \in \mathcal{M}}}\left\{\left|\widehat{\theta}_{l}-\widehat{\theta}_{m^{*}}\right|^{2}-\widetilde{\mathrm{H}}^{2}\left(m^{*}, l\right)\right\}+\widetilde{\operatorname{pen}}\left(m^{*}\right) \\
& \leq \sup _{\substack{l>m^{*} \\
l \in \mathcal{M}}}\left\{\left|\left(\widehat{\theta_{l}}-\widehat{\theta}_{m^{*}}\right)-\left(\theta_{l}-\theta_{m^{*}}\right)\right|^{2}-\frac{1}{2} \widetilde{\mathrm{H}}^{2}\left(m^{*}, l\right)\right\} \\
& +\underset{\substack{l>m^{*} \\
l \in \mathcal{M}}}{2 \sup _{l}-\left.\theta_{m^{*}}\right|^{2}+\widetilde{\operatorname{pen}}\left(m^{*}\right)}
\end{aligned}
$$

to see that

$$
\begin{align*}
& \sum_{\substack{k>m^{*} \\
k \in \mathcal{M}}} \widetilde{\operatorname{pen}}(k) 1(\{\widehat{m}=k\})  \tag{5.49}\\
\leq & 2 \sup _{\substack{l>m^{*} \\
l \in \mathcal{M}}}\left\{\left|\left(\widehat{\theta_{l}}-\widehat{\theta}_{m^{*}}\right)-\left(\theta_{l}-\theta_{m^{*}}\right)\right|^{2}-\frac{1}{2} \widetilde{\mathrm{H}}^{2}\left(m^{*}, l\right)\right\}  \tag{5.50}\\
+ & \underset{\substack{l>m^{*} \\
l \in \mathcal{M}}}{2 \sup _{l}-\left.\theta_{m^{*}}\right|^{2}+\widetilde{\operatorname{pen}}\left(m^{*}\right) .} \tag{5.51}
\end{align*}
$$

Again, we see that the second line in (5.49) is negligible and we use, once more, Lemma 3.2 to see that

$$
\mathbb{E}\left[\widetilde{\operatorname{pen}}\left(m^{*}\right)\right] \leq O(1) \operatorname{pen}\left(m^{*}\right)
$$

We have thus shown that for some constant $C$,

$$
\begin{aligned}
& \mathbb{E}\left[\left|\theta-\widehat{\theta}_{\widehat{m}}\right|^{2} 1\left(\left\{\widehat{m}>m^{*}\right\}\right)\right] \\
\leq & C \inf _{m \in \mathcal{M}}\left\{\left|\theta-\theta_{m_{n}}\right|^{2}+\sup _{\substack{k>m \\
k \in \mathcal{M}}}\left|\theta_{k}-\theta_{m}\right|^{2}+\operatorname{pen}(m)\right\}+O\left(n^{-1}\right) .
\end{aligned}
$$

and hence the main result of Section 3.3).
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