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ABSTRACT
The dominant business model of today’s Internet is built
upon advertisements; users can access Internet services while
the providers show ads to them. Although significant efforts
have been made to model and analyze the economic aspects
of this ecosystem, the heart of the current status quo, namely
privacy, has not received the attention of the research com-
munity yet. Accordingly, we propose an economic model of
the privacy driven Internet ecosystem where privacy is han-
dled as an asset that can be traded. Expressing the entropy of
privacy as the service providers’ fitness value and applying
a dynamic network formation model based on the preferen-
tial attachment principle allow the analysis of the providers’
economic interactions in a realistic framework, whose prop-
erties are illustrated based on extensive simulations.

1. INTRODUCTION
Along with the development of Internet services, sev-

eral technical terms have been widely accepted by the
research community and the society as well. The mul-
timedia services give rise to the term quality of service
(QoS) that has been transformed to quality of expe-
rience (QoE). Numerous technical as well as economic
models have been proposed in the field of pricing In-
ternet access [7, 10], QoS [6, 3], and QoE [8, 9]; these
works contributed to the understanding of the different
aspects of these domains. In addition, the economic
modeling and analysis formed the whole ecosystem of
Internet based services.
The next wave of Internet services, identified with the

flagships applications like online social networks, user
generated content sharing, established a novel business
model in which the services can be used free of charge—
at the first sight. The Internet is not operated on the
principle of charity, on the contrary, the profit aware-
ness of the whole ecosystem is continuously augmenting.
As a sign of Internet’s maturity, the market determines
the viability of the newly introduced services rapidly:
a service is either profitable or it will soon vanish from
the service map of the Internet.

The heart of the current ecosystem is advertisement;
the payment of advertisers covers the expenditures of
the content providers allowing them to offer the ser-
vices for free. Beneath the surface, the users’ privacy
is exchanged for the advertisers’ money. Accordingly,
privacy can be treated as the currency of this economic
interaction.
From this point of view, it is essential to understand,

model, and analyze the economics of privacy in order
to develop an applicable framework for the Internet
ecosystem for the forthcoming years. The economics
of privacy research area includes several main topics in-
cluding deriving viable business models for privacy as a
service, pricing for privacy, and pricing of privacy. We
focus on the later one; accordingly, in this paper we
propose a framework that can model the privacy driven
ecosystem of the Internet. To our best knowledge, our
work is the first of its kind, i.e., the pricing of privacy is-
sue has not been addressed yet. The main contribution
of our work is threefold:

• we claim that privacy should be handled as an as-
set, which underpins the current Internet ecosys-
tem;

• we propose a privacy trading Internet ecosystem
framework, incorporating privacy as a fitness value
into Barabasi’s model dealing with the dynamics
of companies;

• we present extensive simulation results to gain in-
sight about the driving forces of such an ecosys-
tem.

The structure of the paper is as follow. First, we
introduce our model in Section 2; the modeling of pri-
vacy, service providers, and privacy trading will be re-
vealed. To give an insight about the presented frame-
work, Section 3 presents an example where the privacy
driven ecosystem of an imaginary market is demon-
strated. Simulation results are shown in Section 4 to
quantify the impact of the model’s parameters. After a
discussion (Section 5), the paper concludes in Section 6.
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2. MODEL
In this section, we propose a novel model for the pri-

vacy driven Internet ecosystem. Specifically, we model
the pricing of privacy, i.e., how can the users’ privacy
be handled as an asset.

2.1 Privacy
As we have introduced earlier, we believe that pri-

vacy underpins the Internet ecosystem, i.e., the adver-
tisement industry utilizes it to display appropriate ads
to the users. Therefore, we start our framework’s de-
scription by modeling privacy as an asset. Privacy is
a collection of personal information that describes the
users’ behavior. Accordingly, it is straightforward that
the value of a privacy dataset can be expressed quan-
titatively. By applying a quantitative metric, privacy
can be considered as an asset, similar to other assets
like currencies, securities, real estates, etc. For sim-
plicity reasons, we apply a one-dimensional metric for
assessing privacy. We note however that due to the com-
plexity of a privacy dataset, multi-dimensional metrics
can also be created, which may describe the value of the
privacy dataset more accurately.
Information theory provides a rich and well-established

mathematical framework to quantify information. En-
tropy is one of the most crucial principle of information
theory; the concept introduced by Shannon [11] quanti-
fies the value of information, usually in bits. Therefore,
entropy offers itself to be used as a privacy metric in or
framework.
With the use of entropy, we are able to quantify the

value of a privacy dataset. However, the definition of
privacy does not take into account the fact that the
value of information depends on the time as well. Con-
sidering the privacy assets of service providers, the im-
pacts of time cannot be disregarded, i.e., a user’s be-
havior worth more today as it would worth in a year or
two. Thus, we compute the value of privacy by incorpo-
rating these two factors such as entropy and time. The
formal definition of the value of a privacy asset is

P = f(E1, E2, . . . , Ek, t1, t2, . . . , tk, T ) (1)

where the service provider has k privacy datasets with
Ei entropy and ti timestamp, while the actual time is
denoted by T . The actual characteristic of the func-
tion may highly depend on the nature of the service
providers’ business; in the simulations we will apply a
linear function, which captures the time dependency of
privacy’s value:

f(E1, . . . , Ek, t1, . . . , tk, T ) =
E1

T + 1− t1
+· · ·+ Tk

T + 1− tk
(2)

2.2 Service providers
In terms of the stakeholders, service providers are in-

cluded to the model; thus, they can interact with each
other to trade privacy. The service providers are mod-
eling the companies of the Internet, from the local In-
ternet Service Providers to the operators of the Web
2.0 services. Indeed, all these companies possess some
amount of privacy, out of which they can produce rev-
enues based by applying different business models. A
service provider can be described with three proper-
ties: monetary asset, privacy asset, and privacy produc-
tion. First, the monetary asset, denoted by M , means
the amount of money that the service provider owns.
The provider’s monetary asset alters if the provider
is involved in a privacy transaction, i.e., sells or buys
privacy. Second, the privacy asset, denoted by P , of
the provider incorporates all the privacy datasets that
the provider has. A privacy dataset has an additional
descriptor along with the abovementioned two aspects
(entropy and time stamp): the origin of the privacy
dataset. The service provider can have privacy gener-
ated by its own users and can buy privacy datasets from
the other service providers. The third property of ser-
vice providers is related to this topic; a service provider
may produce privacy.
The service providers are profit-oriented companies;

accordingly, they realize revenues and have to pay the
costs of their services. The origin of the providers’
revenue can be twofold. First, based on their privacy
datasets service providers make money in each time in-
terval, e.g., in every month. The amount of the revenue
is a function of the actual valuation of provider’s privacy
asset. Clearly, there is a strong correlation between the
revenues generated by the provider and the value of its
privacy asset: more incomes can be generated based on
an up-to-data privacy dataset. The roundly generated
revenue of the service providers is formalized as:

M̂ = g(f(E1, . . . , Ek, t1, . . . , tk, T )) (3)

The nature of the g function can be highly diverse among
the service providers in practice, e.g., it may reflect the
strategic decisions of the providers like the number of
advertisements displayed to a single user. We apply a
single linear revenue model in our simulations; thus, the
revenue of the service providers can be formalized as:

g(f(E1, . . . , Ek, t1, . . . , tk, T )) = αf(E1, . . . , Ek, t1, . . . , tk, T )
(4)

where α is a revenue constant. The second source of the
revenues is selling privacy on the market; this aspect
will be covered in details shortly.
From the expenditures point of view, the service providers

face various types of costs owed to their operation. Al-
though a complex model incorporating these factors
may describe the costs more realistically, for simplic-
ity reasons we assume in our model that the service
providers’ expenditures are proportional to their the
volume of their privacy assets. If the linear constant
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is denoted by β, the roundly cost of a service provider
is formalized as:

c = β
k∑

i=1

Ek (5)

Analogous to the revenue constant, β may also company
specific in a general case reflecting the efficiency of the
companies business processes.
Based on the revenues and expenditures, the mone-

tary asset of the services providers can be computed in
every round as:

Π̂ = Π + M̂ − c (6)

In case of the simulations, the monetary assets of the
service providers are updated periodically.
Some service providers, whose services are used by

a number of persons, can produce privacy. As the dy-
namics of the users is out of the scope of our model,
we assume that the entropy of the privacy datasets is
fixed in the Internet ecosystem. Therefore, we model
the produce of privacy throughout the timestamps of
the privacies. Particularly, if a service provider is capa-
ble to produce some amount of privacy, the timestamps
of these privacy datasets are synchronized periodically
to the actual time. This way the value of these privacies
is maintained.

2.3 Trading privacy
In our proposed framework privacy is considered as

an asset; accordingly, privacy can be traded among the
service providers. Similar to other transactions, there
exist a buyer and a seller in case of a transaction. The
buyer service provider pays a certain amount of mone-
tary asset to the seller provider. Albeit two kind of ser-
vice providers, the ones that can produce privacy and
those who cannot, are modeled in the proposed frame-
work, any company can sell a portion of its privacy asset
and thus realize additional revenues.
In case of a privacy trade, the following events oc-

cur. First, a privacy demand arises at one of the ser-
vice providers, i.e., it wants to buy a certain amount of
privacy denoted by p. This privacy claim should be sup-
ported with the sufficient amount of money; the price
of the privacy has to be paid. For simplicity reasons,
we assume that the price of the privacy is proportional
to the its volume:

s = h(p) = γp (7)

where γ denotes the selling constant. The actual value
of γ may depend on several factors; however, obviously a
price should be at least as much as the revenue decrease
of the seller.
Due to the nature of information, the value of a pri-

vacy dataset is reduced if more than one service providers
have an access to it. Unlike material assets like cars,

houses, or stocks of companies, information can be copied
practically without costs, allowing multiple entities to
own it. Accordingly, if a service provider sells p pri-
vacy the value of its privacy asset will be decreased. In
particular, the privacy reduction of the seller is t(p);
any arbitrary function may be used to describe this lost
of privacy. To handle the impact of the sold privacy
along with the other privacies of the provider, we add
the sold privacy with a negative entropy value to the
privacy assets of the provider. The timestamp of the
sold privacy is the time of the transaction. Similarly,
the timestamp of the buyer’s privacy asset is set to the
time of the transaction because this information is novel
to the buyer. Formally, the seller will have a new virtual
privacy asset with the −p, ttransaction, 0 properties. As
a result, the impact of the privacy selling decreases as
the time passes analogous to the values of the ordinary
privacy datasets. Therefore, the seller’s privacy value is
computed as follow:

f(Ei,−p, ti, tp, T ) =
k∑

i=1

Ei

T + 1− ti
− p

T + 1− tp
(8)

As the amount of handled privacy is not decreased due
to the privacy selling, the expenditure of the providers is
computed only based on the privacy values with positive
entropy.
To summarize the details of a privacy transaction, we

present the change of the monetary and privacy assets
both in case of the buyer and seller service providers:

P̂buyer = Pbuyer + p (9)

M̂buyer = Mbuyer − h(p) (10)

P̂seller = Pseller − t(p) (11)

M̂seller = Mseller + h(p) (12)

The last missing piece of the privacy driven Internet
ecosystem is how are the parties of a privacy trading
transaction selected. On the one hand, the demands
for privacy are arising based on a given probability dis-
tribution, i.e., one of the service providers wants to buy
some privacy asset time after time. Contrary to this, it
is not straightforward which service provider should sell
the required privacy. Recall that we assume a perfect
market in terms of the uniform prices on the market.
Therefore, the identity of the seller should be deter-
mined based on other mechanisms.
Several requirements exist towards the applied seller

determining mechanism such as

• the service providers have different amount of pri-
vacy assets which should be reflected by the method;

• human decisions are usually not deterministic even
if there are rational aspects;

• every service provider deserves the opportunity to
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be selected as a seller if it owns the required amount
of privacy; however, successful stakeholders are
usually more preferred.

The introduced requirements are in accordance with
the properties of the network model of Barabasi [1],
where the network of the entities is grown based on
the preferential attachment model (also known as the
richer gets richer principle). To be applicable in case of
our privacy driven Internet ecosystem framework, the
original Barabasi model has to be adapted. One of the
several extensions of the scale-free network generation
model is the introduction of fitness values [2]. In this
case, the new connection between the entities is formed
based on the relative fitness values, i.e., a company with
larger fitness receives more links than the others.
The privacy ecosystem is quite similar to the mar-

ket of the search engines; thus, we propose an adaption
of the Barabasi model to be used in our framework.
In case of the Internet ecosystem, the network’s nodes
represent the service providers. Links are formed be-
tween two providers if they are involved in a privacy
trading transaction, namely, one service provider buys
p amount of privacy from an other service provider. As
the goal of the transactions is to acquire privacy infor-
mation, we consider the value of the privacy owned by
a provider as the fitness of that service provider. Thus,
the preferential attachment principle is applied using
the providers’ owned privacy values.
Accordingly, the identity of the privacy seller is de-

termined as follow. First, the buyer expresses its de-
mand indicating the required volume of privacy (p).
Next, those service providers are selected whose pri-
vacy’s value is at least as large as the required volume
(P ≥ p). Afterwards, the seller is selected among these
providers based on the preferential attachment princi-
ple. Let us assume that there are m possible providers
that can sell p amount of privacy; the service providers
are selected with the following probabilities:

Prob1 : . . . : Probm = P1 : . . . : Pm (13)

The proposed privacy trading framework can be used
to model and to analyze the privacy driven Internet
ecosystem; in the forthcoming sections we illustrate the
applicability of the framework.

3. ILLUSTRATIVE EXAMPLE
Before presenting the simulation results, we show a

simple example to illustrate the concepts of our privacy
pricing framework. There are four service providers on
the imaginary market; each of them has diverse param-
eters. The first one is the largest, it has M1 = 1000 unit
of money, it has a single privacy dataset with E1 = 300
as entropy and t1 = 1 as timestamp, and it produces
the privacy itself. The second provider owns M2 = 500
money, a privacy with E2 = 150 entropy and t2 = 1

1 2 3 4
money 1000 500 200 5000
privacy 300,1,1 150,1,1 100,2,1 0,0,0
T=2 1000,150 500,75 200,100 5000,0

T=3 950,100 475,50 200,50 5000,0
T=4 875,75 438,38 183,33 5000,0

T=5
privacy update

1025,300 513,150 233,100 5000,0
4 buys 100 from 1

T=6 1425,50 513,75 233,50 4550,100
T=7 1325,50 488,50 217,33 4550,50

T=8
privacy update

1542,267 588,150 283,100 4533,33

Table 1: Illustrating example of the privacy
trading framework. The presented rounded val-
ues are money and privacy; respectively.

timestamp, and it is capable to produce privacy. The
third service provider has M3 = 200, E3 = 100 amount
of privacy with t3 = 2 timestamp, and it can also cre-
ate privacy. The last provider cannot produce privacy,
it does not have privacy asset at the beginning; how-
ever, it has the largest monetary asset (M4 = 5000).
The properties of the providers as well as the roundly
amount of their money and value of their privacy is
shown in Table 1.
Next, we walk through a few round and compute the

assets of the providers to highlight the properties of
the proposed framework. Throughout the example we
assume that the revenue constant is α = 1, the cost
function is β = 0.5, the selling constant is γ = 5, while
the privacies are updated in every third rounds.
Our example starts at T = 3, based on the intro-

duced parameters of the service providers we can com-
pute the value of their monetary and privacy asset be-
fore the start. The value of the first provider’s privacy
is 300/3 = 100; based on this its money can be com-
puted as 1000 + 100− 0.5 ∗ 300 = 950 where the terms
denote the money of the previous round, the actual rev-
enue based on the update privacy value, and the costs.
The second provider has 150/3 = 50 privacy value and
500 + 50 − 0.5 ∗ 150 = 475 as money. The value of the
third provider’s privacy is computed slightly differently
resulting from the diverse timestamp; it is 100/2 = 50
while its money is 200 + 50 − 0.5 ∗ 100 = 200. As the
last provider does not have privacy asset, its monetary
asset does not alter. The actual value of the assets can
be computed analogously for the next round (T = 4).
Before the fifth round the privacies are updated; there-

fore, their value is much larger than they were in the
former round. Accordingly, the privacy values are iden-
tical with the entropies as a result of the selected rev-
enue constant: 300,150,100; respectively. At the end of
this round the fourth provider wants to buy 100 amount
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of privacy; the price of this is 500 unit of money. As all
the other providers have at least 100 as their privacies;
the seller is picked out of the three providers based on
the preferential attachment. Because the most possible
seller (54.5%) is the first provider, let us assume that
it is picked. Afterwards, the buying price is transferred
to the seller. In the next round (T = 6), the impacts
of the transaction are realized, i.e., the privacy value of
the first provider is computed considering the privacy
loss caused by the sell: 150 − 100 = 50. On the other
hand, the fourth provider will have 100 as its privacy
value.
In the next rounds, the process of computing the pri-

vacy and monetary assets is similar to the presented
ones. The last round of the example (T = 8) shows the
impact of privacy produce; the all the privacy values
are updated except that of the fourth provider. Thus,
it will have only 33.3 as privacy asset.

4. SIMULATION RESULTS
This section highlights some of the characteristic of

the proposed framework based on extensive simulations.
The presented rules are incorporated into a discrete-
event simulator, which is capable to model the pri-
vacy interactions on a service provider market. The
source code of the simulator is made publicly available
at [5]. The presented results are averaged over 50 simu-
lation runs, the default parameters are α = 2, β = 0.5,
γ = 5, the privacy buying demands (Exp(1)) and the
demands’ size (Exp(0.01)) are generated based on ex-
ponential distributions, while the privacies are updated
in every fifth round.
Figure 1 quantifies the impact of the privacy update

periods on the privacy and money of a service provider
capable to generate privacy. At the beginning of the
simulation, the provider has E = 1000 privacy asset. If
the privacy is updated frequently, i.e. in every second
round, the value of the privacy asset is oscillating be-
tween two values (Figure 1(a)). The value of the privacy
is decreased first; however, in the next round the privacy
is updated resulting high value again. The larger the
privacy update period the lower the value of the privacy
asset becomes. The fast depreciation of the privacy’s
value is caused by the applied value function (Equa-
tion 2). In terms of the money, the service provider has
a larger amount of money in case of more frequent pri-
vacy updates (Figure 1(b)). Again, the waves of the plot
are a result of the used value function. The implication
of the results is that providers should develop services
that involve users’ participation frequently; thus, the
privacy asset can be updated often, which at the end
results increase revenues.
Next, we analyze how the inter-demand parameter

impacts the assets of a service provider (Figure 2), which
cannot produce privacy; thus, the provider buys pri-
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Figure 1: The impact of the privacy update pe-
riod in case of a producer service provider

vacy from the other stakeholders. Figure 2(a) shows
the value of the provider’s privacy in case of several
privacy trading frequencies. If the inter-demand pa-
rameter is low, a small amount of privacy is bought in
every round; accordingly, the privacy asset is increas-
ing slowly. As the parameter augments, the provider
buys privacy chunks more often 1, causing larger and
larger privacy assets. Buying privacy is costly; there-
fore, the money of the provider runs out soon (Fig-
ure 2(b)). Without money, the provider cannot buy
more privacy then the value of its privacy asset starts
to decrease. The results reveal that a provider cannot
be successful only by buying large privacy dataset; it
should utilize the privacy information to generate rev-
enue, which can assure its long-term profitability.

5. DISCUSSION
The presented privacy driven framework incorporates

all the stakeholders of the Internet ecosystem. Through-
out the paper we assumed that the popularity of the
services is constant; thus, the users do not start and ter-
minate using a specific service. However, the framework
can be extended to include to end-users as well. To this

1Recall that the inter-demand time is generated randomly
using exponential distribution; thus, the expected value of
intervals is the reciprocal of the parameter.
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Figure 2: The impact of the inter-demand pe-
riod in case of a privacy buyer service provider

extent, an additional modeling layer should be created,
where the dynamics of the users is considered. The
users tend to use the most innovative services; thus, the
Barabasi model can be used again with the providers’
innovativeness as a fitness value. For example, if a
novel, highly innovative service appears on the mar-
ket the users will migrate to the new provider. As more
users are using the service more and more privacy is gen-
erated, which can be sold on the service providers’ mar-
ket. Therefore, the same privacy—in terms of the group
of users—is traded in the network of the providers; how-
ever, the direction of the privacy flow will be altered.
The proposed framework describes the value of pri-

vacy with its entropy, which should be determined for a
given dataset to trade privacy. Computing the entropy
of a large dataset may seem challenging at a first sight,
but there exist methods that address this issue like [12];
moreover, a recently proposed method [4] is able to de-
termine the entropy of large dataset as fast that the
method is applicable even in real-time systems.
The current model assumes that the providers are al-

ways willing to sell their privacy to the others. Consid-
ering the competitive nature of the Internet ecosystem,
this may not be valid in a general case because providers
would behave strategically estimating the proper selling
price. The game theoretic analysis of such a strategic
framework seems to be a challenging research topic.

6. CONCLUSION
In this paper, the network economics of privacy is

covered. In particular, we proposed a framework to
model the today’s privacy driven Internet ecosystem.
At the heart of the model privacy is handled as an as-
set, which can be traded among the market’s stakehold-
ers. Entropy based privacy evaluation and an extension
of preferential attachment, using privacy as the fitness
of the service providers, result a dynamic description
of the privacy trading. We believe pricing of privacy
will be a justifiable successor of the efforts dealing with
pricing of QoS and QoE. Therefore, we hope that the
presented results will encourage further discussion and
research in the area of the network economics of privacy.
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