
Danzon, Patricia M.

Article

Economics of the pharmaceutical industry

NBER Reporter Online

Provided in Cooperation with:
National Bureau of Economic Research (NBER), Cambridge, Mass.

Suggested Citation: Danzon, Patricia M. (2006) : Economics of the pharmaceutical industry, NBER
Reporter Online, National Bureau of Economic Research (NBER), Cambridge, MA, Iss. Fall 2006, pp.
14-17

This Version is available at:
https://hdl.handle.net/10419/61883

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/61883
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


1� NBER Reporter Fall 2006

Mexican Experience,” World Economy, 
2000, 23(�): pp. �27–�9; and E. 
Verhoogen, “Trade, Quality Upgrading 
and Wage Inequality in the Mexican 
Manufacturing Sector: Theory and 
Evidence from an Exchange-Rate Shock,” 
Columbia University working paper, 
200�.
�8 A. B. Bernard, S. J. Redding, P. K. 
Schott, “Factor Price Equality and the 
Economies of the United States,” CEPR 
Discussion Paper No. 5111, June 2005 
revision of A. B. Bernard, J. B. Jensen, 

and P. K. Schott, “Factor Price Equality 
and the Economies of the United States,” 
NBER Working Paper No. �0��, January 
2001.
�9 A. B. Bernard, S. J. Redding, P. 
K. Schott, H. Simpson “Factor Price 
Equalization in the UK?” NBER 
Working Paper No. 9052, July 2002; A. 
B. Bernard, S. J. Redding, P. K. Schott, 
H. Simpson, “Relative Wage Variation 
and Industry Location,” NBER Working 
Paper No. 999�, September 2003; A. B. 
Bernard, R. Robertson, and P. K. Schott, 

“Is Mexico a Lumpy Country?” NBER 
Working Paper No. 10�9�, November 
200�
20 A. B. Bernard, J. B. Jensen and P. 
K. Schott, “Importers, Exporters, and 
Multinationals: A Portrait of Firms in the 
U.S. that Trade Goods,” NBER Working 
Paper No. 11�0�, June 2005, forthcoming 
in Producer Dynamics: New Evidence 
From Micro Data, T. Dunne, J. B. Jensen 
and M. J. Roberts, eds., University of 
Chicago Press.

Economics of the Pharmaceutical Industry

Patricia M. Danzon*

The pharmaceutical industry is impor-
tant because it is a major source of medical 
innovation. The U.S. research-based indus-
try invests about �7 percent of sales in R 
and D, and R and D drives performance of 
individual firms and industry structure. It 
is also a heavily regulated industry. Drugs 
are evaluated for safety, efficacy, and man-
ufacturing quality as a condition of mar-
ket access, and promotional messages must 
adhere to approved product characteris-
tics. Drug prices also are regulated in most 
countries with national health insurance 
systems. My research on the pharmaceu-
tical industry has examined issues related 
to R and D performance and industry 
structure, and the effects of regulation 
on prices, availability, and utilization of 

drugs, and on productivity.

R and D, Firm, and Industry 
Structure

Regulation of market access and pro-
motion derives from uncertainty about 
drug safety and efficacy. These product 
characteristics can only be determined 
from accumulated experience over large 
numbers of patients in carefully designed 
trials or observational studies. The design, 
monitoring, and evaluation of these stud-
ies are public goods that in theory can be 
efficiently produced by an expert regula-
tory agency.� The �962 Amendments to 
the FDA Act extended the powers of the 
FDA to review safety, efficacy, manufac-
turing quality, and promotion. Subsequent 
studies concluded that the safety and effi-
cacy requirements added to the intrinsi-
cally high cost of R and D, led to launch 
delay of new drugs and favored large over 
small firms.

However, more recently the biotech-
nology revolution has transformed the 
nature of drug discovery and the structure 

of the industry. Increasingly, new drugs 
originate in small firms, which often out-
license their products to more experienced 
firms for later-stage drug development, 
regulatory review, and commercialization. 
In any year the biotechnology industry 
may comprise a couple of thousand firms, 
but the identity of these firms changes, as 
new start-ups are formed and established 
firms grow, merge, or are acquired by other 
established companies. Although larger 
firms have grown in market share, because 
of mergers, their performance has lagged 
that of smaller firms, on whom the large 
firms increasingly rely for new products. 

In a series of papers, I and my co-
authors have examined the effects on R 
and D productivity of firm experience 
and alliance relationships; the nature of 
the market for alliances between small 
and large firms; and the effects of mergers 
and acquisitions. In a study of the deter-
minants of drug success in clinical tri-
als,2 we find that returns to a firm’s overall 
experience (number of drugs developed 
across all therapeutic categories) are small 
for the relatively simply phase � trials, but 
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significantly positive (with diminishing 
returns) for the larger and more complex 
phase 2 and phase 3 trials that focus on 
efficacy and remote risks. We find some 
evidence that focused experience is more 
valuable than broad experience (“disecon-
omies of scope across therapeutic classes”). 
Products developed in an alliance have a 
higher probability of success in the more 
complex late stage trials, particularly if 
the licensee is a large firm. Thus although 
larger firms enjoy economies of scale in 
experience for the complex trials, smaller 
firms can tap into this expertise through 
licensing agreements. 

Product development deals thus 
define the sharing of responsibilities and 
rewards between large and small firms. 
The small firm typically gets cash and/or 
equity up front, plus contingent milestone 
and royalties payments, and may choose 
to participate in late-stage development 
and co-marketing, in order to gain expe-
rience. In return, the large firm obtains 
rights to develop and market the new 
product, retaining the majority of prod-
uct revenues, with specifics depending on 
the stage of the deal. The efficiency of the 
market for deals is important because it 
allocates rents between the smaller and 
originator firm, as opposed to the larger 
developer/marketer, and hence influences 
incentives. It also provides interesting evi-
dence on how participants use contractual 
structure to control possible distortions 
attributable to symmetric information and 
agency. 

Our analysis examines the determi-
nants of deal prices, with the caveat that 
the reported financial values are the sim-
ple sum of up front cash, equity, and con-
tingent milestone payments, ignoring the 
latter’s uncertainty and lags; other con-
tractual terms are not reported.3 We find 
that inexperienced firms received substan-
tially discounted payments on their first 
deal, although this discount was not con-
sistent with the post-deal performance of 
these drugs. However, we find that these 
first deals are associated with substantially 
higher valuations from venture capital and 
public equity markets. This evidence sug-
gests that a deal with an experienced phar-
maceutical company validates a start-up 
company’s products, sending a positive 

signal to prospective investors, and mak-
ing the deal discount a worthwhile invest-
ment for the small firms.  

In addition to product licensing, 
mergers and acquisitions (M&A) are 
common in the pharma-biotech industry. 
Large horizontal mergers were particu-
larly frequent in the late �980s and �990s, 
while pharmaceutical acquisitions of bio-
tech companies have become more com-
mon recently. Several of the largest firms 
are the result of successive large horizon-
tal mergers, and this has contributed sig-
nificantly to industry concentration. Such 
mergers are often rationalized on grounds 
of economies of scale and scope in R 
and D, marketing, and administration. 
In our analysis of M&A in the pharma-
biotech industry, we tested various alter-
native hypotheses to explain both large 
and smaller mergers, and then examined 
the effects of mergers using propensity 
scores to control for merger endogene-
ity.4 For larger firms, we find that merg-
ers are a response to patent expirations 
and gaps in a company’s product pipeline, 
which lead to excess capacity of the fixed 
marketing resources. For smaller firms, 
mergers are primarily an exit strategy in 
response to financial trouble, as indicated 
by a low Tobin’s q, few marketed products, 
and low cash-sales ratios. Controlling for 
a firm’s ex ante propensity to merge sig-
nificantly affects the estimates of merger 
effects. Firms with relatively high propen-
sity scores experienced slower growth in 
sales, employees, and R and D, regardless 
of whether they actually merged; this is 
consistent with mergers being a response 
to distress. For large firms, a merger did 
not significantly affect subsequent per-
formance on average, whereas small firms 
that merged had slower R and D growth 
than similar firms that did not merge; 
this suggests that post-merger integration 
may divert cash from R and D. This con-
clusion, that merger is often a response to 
distress but is usually not an effective solu-
tion, is consistent with the subsequent 
slow-down in M&A in this industry, with 
the exception of selective, strategic acqui-
sitions, as large firms acquire smaller firms 
with specifically well-matched capabilities 
or products. Thus, although the “survivor” 
evidence — with increased market share 

of the top ten firms over time — might 
suggest that large firms have advantages, 
recent stock market performance tells a 
very different story. 

Price Regulation — Rationale 
and Effects

The high rate of entry to the phar-
maceutical-biotechnology industry indi-
cates that it is structurally competitive. 
To the extent that market power exists, it 
derives from patents that are legal grants 
of monopoly power to enable origina-
tor firms to recoup their R and D costs. 
Although patents bar generically equiva-
lent products for the life of the patent, 
they do not prevent entry of similar prod-
ucts that may be therapeutic competi-
tors. Thus, neither natural monopoly nor 
patents provide a rationale for regulating 
pharmaceutical prices. 

The rationale for drug price regu-
lation derives from pervasive insurance 
or third party payment, which makes 
patients insensitive to prices, hence cre-
ating incentives for suppliers to charge 
higher prices than would occur with-
out insurance. Patient co-payments are a 
weak antidote, if insurance is to retain its 
value as financial protection. For example, 
assuming linear demand, if patients have 
insurance with a 50 percent co-insurance 
rate, then firms would charge drug prices 
twice as high as if patients were uninsured. 
To counteract this supplier moral hazard 
that applies to all insured health services, 
including drugs, both private and public 
insurers limit the prices that they will pay 
for all insured health services. Private sec-
tor pharmacy benefit managers (PBMs) 
in the United States negotiate price dis-
counts as a condition of preferred formu-
lary status. Public payers in other coun-
tries limit either the price the firm may 
charge or the amount the public payer will 
reimburse, or both. The fact that a firm 
may launch an approved drug without 
price approval if it is unreimbursed con-
firms that price regulation of drugs is best 
viewed as a response to insurance. Drug 
price regulation differs across countries 
and is multidimensional in its structure 
and effects, making generalization hazard-
ous. For example, some countries include 
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a limit on aggregate annual drug spend-
ing, with a reduction in prices to offset any 
overshooting of target volume. Depending 
on the specifics of a drug price regulatory 
scheme, it may affect drug prices, availabil-
ity, utilization, R and D level and location, 
and factor productivity.5

Reference Pricing

An increasingly popular approach to 
regulation is therapeutic reference pricing 
(RP). We studied the effects of RP as used 
in Germany, the Netherlands, and New 
Zealand.6 Under RP, drugs are grouped 
based on indication, mechanism of action, 
and effects. The payer sets a maximum 
reimbursement (the RP) for all drugs in 
a group, based on the median, minimum, 
or other low supply price for the group. 
If a firm charges a price above the RP, the 
patient pays the excess. Therapeutic refer-
encing is broader than generic referencing, 
which groups all off-patent products with 
the same active ingredient. Many coun-
tries, and most payers in the United States, 
use generic referencing. As implemented 
in the United States, generic RP is a pow-
erful stimulus to generic price competi-
tion, because pharmacists are authorized 
and given incentives to substitute generi-
cally equivalent products and to select the 
cheapest. 

Although a stated purpose of thera-
peutic RP is to stimulate price compe-
tition, the theory and evidence suggest 
that — at least as implemented in these 
countries — it is ineffective. Unless physi-
cians or patients have incentives to choose 
cheaper drugs, the RP tends to become a 
floor as well as a ceiling price. Germany’s 
RP system was largely ineffectual until 
2004, because of both weak incentives 
and the exclusion of new on-patent prod-
ucts until 2004. In the Netherlands, firms 
discounted extensively to pharmacists on 
products that the pharmacists could sub-
stitute (generics and parallel imports), but 
there was little impact on list prices and 
hence little savings to payers. In New 
Zealand, low prices reflect the govern-
ment’s use of its monopsony power to 
negotiate price cuts as a condition of reim-
bursement, rather than market compe-
tition under RP. In sum, RP alone was 

ineffectual in the three countries we stud-
ied, and all three countries adopted other 
controls. 

However, if the United States were 
to adopt therapeutic RP, with therapeu-
tic groups defined to include both on-
patent and off-patent products, negative 
effects on prices of on-patent drugs would 
likely be significant, because generic prices 
are lower in the United States than in 
other countries. Effects on global R and 
D would also be much larger, because of 
the large U.S. share of global sales. Thus it 
would be a serious mistake to extrapolate 
from the effects of RP in other countries 
to its likely effects in the United States.

External Spillovers

One country’s system of price reg-
ulation can affect not only its domes-
tic prices and availability, but also prices 
and availability of drugs in other coun-
tries. Such external spillovers can occur 
because of price regulation with external 
referencing (country A caps its price at the 
median or lowest price for the same prod-
ucts in a specified set of other countries) 
or because of parallel trade (also called 
drug importation). External referencing 
and parallel trade undermine a pharma-
ceutical firm’s ability to price-discriminate 
across countries, based on elasticities that 
are country-specific. Rather, the optimal 
pricing strategy may be to charge a sin-
gle price or a narrow pricing band, and to 
delay or not launch in countries that do 
not accept the single price. Non-launch 
is most likely in small countries with low 
prices, because the foregone revenue of 
non-launch is small, compared to the rev-
enue loss if a low price contaminates a 
potentially higher price in a larger mar-
ket. Findings from our analysis of launch 
delay for new drugs in 25 markets in the 
�990s are consistent with this theory. We 
find that only 55 percent of the poten-
tial launches occurred. Countries with the 
most launches and shortest delays were the 
United States, Germany, and the United 
Kingdom — the three countries with 
unregulated prices (at that time). New 
Zealand and Portugal — small countries 
with low prices — had the fewest launches, 
except for Japan, which was an outlier 

with very few launches because of oner-
ous approval requirements, not low prices. 
In general, launch hazards are positively 
related to expected price and expected 
volume, after controlling for income per 
capita. Controlling for expected price and 
volume, launch hazards have been signifi-
cantly lower for EU countries that are sig-
nificant parallel exporters.7

This evidence on adverse spillovers is 
highly relevant for proposals in the United 
States to legalize drug importation and/or 
limit prices to some average or minimum 
of foreign prices. Since the United States 
is the largest pharmaceutical market and 
has relatively high prices, such policies 
would make it costly for firms to launch 
drugs in other countries at prices below 
U.S. prices. If other countries were unwill-
ing to pay U.S. price levels, they would 
likely experience delays or non-launch of 
new drugs; alternatively, they might pay 
the U.S. prices but restrict utilization in 
order to control health spending to target 
levels. Such an outcome would almost cer-
tainly reduce overall social welfare, assum-
ing that the socially optimal global pricing 
strategy for drugs is Ramsey pricing to pay 
for the joint costs of R and D, with prices 
inversely related to per capita income as 
a proxy for elasticity.8 There is some evi-
dence suggesting that price spillovers from 
the United States to Mexico already exist. 
We find that prices for both drugs and bio-
logics in Mexico were far out of line with 
per capita income, and utilization was cor-
respondingly low.9,�0
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Exchange-Rate Models

Charles Engel*

Recent research that my co-authors 
and I have undertaken, as well as related 
research by other NBER researchers, 
suggests that theoretical models of for-
eign exchange rates are “not as bad as 
you think.” Since the �970s, models have 
emphasized the role of exchange rates as 
asset prices. The new work, looking at 
present-value models of exchange rates, 
highlights the role of expectations in 
determining exchange rate movements. 
In this article, I briefly summarize some of 
the work that I have been involved with, 
along with a few related papers by other 
researchers. I also report on some research 
that has drawn the implications of this 
new work on exchange rates for open-
economy macroeconomic policy.

Should Exchange Rate Models 
Out-predict the Random Walk 
Model?

For many years, the standard crite-
rion for judging exchange rate models 
has been, do they beat the random-walk 
model for forecasting changes in exchange 
rates? This criterion was popularized by 
the seminal work of Meese and Rogoff.�
They found that the empirical exchange 
rate models of the �970s that seemed to 
fit very well in-sample tended to have a 
very poor out-of-sample fit. The mean-
squared error of the model’s prediction 
of the exchange rate (using realized values 
of the explanatory variables) tended to be 
lower than the mean-squared error of the 
naïve model that predicts no change in the 
exchange rate. While Meese and Rogoff ’s 
exercise was not strictly speaking “forecast-
ing” (because it used realized explanatory 
variables to “predict” the exchange rate), 

subsequent work has evaluated exchange 
rate models by the criterion of whether 
they produce forecasts with a lower mean-
squared error than the simple random 
walk forecast of no change. Mark’s (�995) 
paper was important in reviving inter-
est in empirical exchange rate models.2
He found that the models were helpful 
in predicting exchange rates at long hori-
zons. Subsequent work has cast doubt on 
whether exchange rates can be forecast at 
long horizons, so there is a weak consen-
sus that the models are not very helpful in 
forecasting. (It is worth noting that there 
is a contingent that believes that non-lin-
ear models have forecasting power. When 
exchange rates are far out of line with 
the fundamentals, the models are useful 
in predicting that the exchange rate will 
return to its fundamental level.)

West and I3 question the standard cri-
terion for judging exchange rate models. 
Many exchange rate models can be writ-
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