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Abstract

In this article we show how different promotion schemes for renewables af-

fect economic welfare. Our starting point is that external benefits of renewable

electricity supply besides the abatement of greenhouse gases are not related to

actual electricity generation but to producing and installing capacity. We argue

that generation based subsidies such as feed-in tariffs and bonus payments can

only be a second-best solution. Our model framework allows us to explain how

these second-best instruments cause welfare losses in an environment of volatile

demand. We postulate that capacity payments for renewables should be imple-

mented in order to avoid unnecessary social costs.
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1 Introduction

Over the last two decades, many governments have introduced support schemes for

electricity from renewable energy sources (RES-E).1 In most of these countries it is a

declared political goal to raise the market share of RES-E considerably. In the Euro-

pean Union, the Renewable Energy Directive adopted in 2009 focuses on achieving a

20% share of renewable energy in the EU overall energy mix by 2020. Germany even

aims to raise the share of RES-E from 16.8% in 2010 to 35% in 2020. Despite a lot

of research efforts in the past, from an economic point of view it is still questionable

which instrument is most efficient to promote RES-E. This question is particularly im-

portant in countries where RES-E already has a considerable market share. Against

this background, this article analyzes the welfare effects of different support schemes.

Our starting point is the question why governments support RES-E at all. The pub-

lic intervention in the market via subsidizing a specific technology requires a rationale.

The most common perception is the abatement of greenhouse gases. However, eco-

nomic literature suggests direct caps on or prices for emitting greenhouse gases or a

combination of both as first-best instruments for internalizing this external effect (cf.

Pizer 2002, Gillingham and Sweeney 2010 and Lehmann 2011). One example of an

exception could be the following: If carbon taxes cannot be set appropriately, promot-

ing carbon-free energies may be a second-best instrument. However, we follow the

main literature and state that greenhouse gas externalities should be adressed directly.

An additional promotion of RES-E, i.e. a policy mix, can thus be justified if there

is a further market failure (cf. Lehmann 2011). Actually, there is a whole bunch of

externalities connected to RES-E discussed in politics as well as the economic litera-

ture. Internalizing positive externalities from technology spillovers – as analyzed, for

example, by Fischer and Newell (2008) and Gerlagh et al. (2009) – seems to be the

most convincing rationale. Other motives seem to lack a solid theoretical foundation,

but they are part of political considerations nonetheless: Reducing the dependence on

fossil fuel supply and resource imports, security of supply, and raising employment (cf.

del Río González 2007).
1See, for example, Reiche and Bechberger (2004), Ölz, ed (2008) and Sawin and Martinot, eds (2010).
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Important for the analysis in this article is the finding that all potential reasons to

support RES-E justify a promotion of RES-E capacity, but not of RES-E generation.

The listed reasons for support are either grounded on available capacity (e.g., in the case

of security of supply), or on new capacity production (e.g., in the case of technology

spillover effects). By contrast, many promotion instruments base their subsidies not on

capacity, but on electricity generation.

The second finding is that instruments which are generation-based frequently lead

to undesired market outcomes. For instance, the main support instrument in the EU

is a generation-based “feed-in tariff” (FIT) that pays a fixed amount of money for ev-

ery kWh a plant operator feeds in (cf. Ecofys et al. 2011). Given that the FIT covers

variable costs, RES-E operators always make use of their full available capacity – in-

dependent of electricity demand. This leads to situations in which RES-E technologies

produce in spite of strongly negative prices, although they can reduce supply almost

costlessly.2 In Germany wind power plants generated 17,000 MWh of electricity on

October 4th 2009 between 2 a.m. and 3 a.m., although the day-ahead market price

was −500 Euro/MWh. Negative prices are the most obvious sign that FIT give mis-

leading incentives. Unfortunately, these circumstances – a high supply of RES-E in

conjunction with low demand – will probably occur more often in the future due to the

ambitious RES-E targets and the declared electricity consumption targets.

In this article, we analyze the effect of different promotion schemes on welfare in a

model of variable demand. We compare the following three instruments: Feed-in tariffs

as market price-independent payments for generated electricity, bonus payments as a

generation subsidy on top of the market price, and generation-independent capacity

subsidies. Given that external benefits of RES-E are related to capacity, we do not

have to model the external benefits for a given level of capacity explicitly as these are

identical, no matter what promotion scheme is chosen. Maximizing welfare then just

requires minimizing the social cost of the promotion scheme. We show that minimizing

cost implies subsidizing capacity, and demonstrate the additional costs of instruments

which are generation-based.

2Negative prices can occur because conventional power plants in certain situations have a willingness to
pay to continue generating, see Andor et al. (2010) and Nicolosi (2010).
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The structure of this article is as follows. Section 2 relates the article to the liter-

ature. Section 3 describes the socially optimal supply rule for RES-E electricity. In

section 4, we show the effects of different support instruments on the operators’ supply

and investment decision. We then compare their decision to that of the social planner.

Section 5 summarizes the results and offers suggestions for further research.

2 Literature review

There is a large literature on RES-E support instruments, but to our knowledge, the

distinction between subsidizing capacity as opposed to paying for generated electricity

has not yet been discussed. For example, the contrast that Menanteau et al. (2003)

discuss is that between RES-E quantity based instruments (identified as green energy

certificates or auctioned quotas) and RES-E price based instruments (identified as feed-

in tariffs). However, note that all these instruments are electricity-generation payments

and thus this distinction misses our point.

Fischer and Newell (2008) derive an optimal policy, taking RES-E technology

spillover as well as negative fossil-fuel externalities into account without modelling

RES-E capacity explicitly. Positive learning externalities of RES-E are explicitly ana-

lyzed by Bläsi and Requate (2010) as well. However, in their model, capacity subsidies

are, in effect, a market-entry premium for RES-E operators and “capacity” is the num-

ber of firms, i.e. each firm owns one wind turbine. Both models rely on rising marginal

cost of RES-E electricity generation. By contrast, our own framework assumes com-

petitive operators and incorporates the case of zero generation cost which is especially

interesting in the cases of wind power generation and photovoltaic power generation.

Negative electricity prices are a relatively new phenomenon. Nevertheless, there

are a couple of articles which discuss this phenomenon from various perspectives.

Knittel and Roberts (2005) observe negative prices when studying the distributional

and temporal properties of hourly electricity prices in California. Nicolosi (2010) em-

pirically analyzes extreme events in Germany under the negative price regime which

was introduced in 2008. Nicolosi (2010) identifies the factors limiting market flexi-
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bility so that negative prices could occur. Fanone et al. (2012) develop a model for

day-ahead spot prices with the aim of capturing the main features of the German elec-

tricity spot market. Besides the well known peculiarities of electricity prices (season-

ality, mean reversion, fat tails, positive spikes), their model is able to generate negative

spikes and negative prices. Andor et al. (2010) and Brandstätt et al. (2011) discuss the

influence of the German FIT on the occurrence of negative prices, conclude that the

RES-E support scheme cause welfare losses and give advice for a short-term improve-

ment of the system. Andor et al. (2010) suggest to limit the obligation to sell RES-E

to those cases when (short-term) marginal cost is recovered. By contrast, Brandstätt et

al. (2011) propose to use voluntary curtailment agreements, while retaining the prior-

ity rule as such. Thereby the transmission system operator can organize a tender for

voluntary curtailment agreements. As Brandstätt et al. (2011) say, an analysis of other

support schemes to improve the large-scale integration of RES-E is of interest in the

mid-term, which is the focus of this article.

To analyze capacity choice with variable states of demand, we employ a peak-load

pricing (PLP) model. For a survey of the peak-load pricing literature, cf. Crew et al.

(1995). The reference analysis of PLP capacity choice with respect to the electricity

market is Wenders (1976), but we do not apply his feature of heterogenous technolo-

gies. Rather, we focus on one technology, summing up the rest of the market in the

(residual) demand curve. Thus, our analysis focuses on the medium run in which RES-

E capacity is chosen but other plant capacity is given. This simplification helps to

show the general incentives on RES-E supply behavior without further complicating

the analysis, although we are aware that renewable promotion schemes have an impact

on investment decisions on conventional power plants and, thus, have an influence on

the efficiency of the promotion scheme in the long term. See, for example, the dis-

cussion about the need for capacity markets for conventional power plants in countries

with a rising market share of RES-E.

Finally, it is worth noting that our analysis applies the targeting principle of Bhag-

wati (1971): If a government seeks to either neutralize an economic distortion or to

introduce a distortion for exogenous reasons, the cost-minimizing intervention is the
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one that directly aims at the distortion’s source. Bhagwati formulated the principle for

international trade policy, but it is oft-cited in other policy areas. Particularly, agricul-

tural economists tend to propose direct income support for farmers – and thus, ulti-

mately, farming capacity – decoupled from the production of specific kinds of crop –

cf. Guyomard et al. (2000, 2004).

3 Socially optimal electricity supply

Consider an electricity market in which the price p for electricity q is given by a state-

dependent demand function p(a, q), where a ∈ {l, h} represents the state: a = h means

high demand, and a = l means low demand, and we assume p(h, q) > p(l, q) for each

q. Note that our model is general enough to be applicable to other markets as well, but

for concreteness we use electricity-market vocabulary.

We explicitly model only one (renewable) technology for generating and supply-

ing electricity. Thereby, we think of the demand function as residual demand for this

technology. Assuming that market power is negligible so that there is no strategic inter-

action between conventional and renewable electricity supply, we do not suffer a loss

of generality in the short run where conventional capacity is given.

Electricity supply of the renewable technology is limited by capacity, k. Manu-

facturing capacity costs Φ(k), with Φ(0) = 0, Φ′(0) ≥ 0, Φ(k)′ > 0 for k > 0 and

Φ(k)′′ > 0. Generating electricity may be costly as well, where the cost function is

Θ(q) with Θ(q)′ ≥ 0, Θ(q)′′ ≥ 0. There is no intermittency problem in our model,

i.e. capacity is always fully available, because we want to focus on the comparison

of RES-E support schemes and these have no influence on the availability of RES-E

capacity.

We consider two periods: An investment period in which capacity is chosen under

electricity demand uncertainty, and a market period in which electricity is generated.

The ex-ante probability for high demand (a = h) is ρ and for low demand (a = l) it is

1 − ρ.

Expected consumer surplus E[Ω] and expected producer surplus E[Ψ] in the market
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period are given by:

E[Ω] ≡ ρ ·
∫ qh

0

[
p(h, q) − p(h, qh)

]
dq

+ (1 − ρ) ·
∫ ql

0

[
p(l, q) − p(l, ql)

]
dq, (3.1)

E[Ψ] ≡ ρ ·
∫ qh

0

[
p(h, qh) − Θ′(q)

]
dq

+ (1 − ρ) ·
∫ ql

0

[
p(l, ql) − Θ′(q)

]
dq, (3.2)

where qh and ql are production quantities chosen for demand state h and l, respectively.

For total expected surplus net of investment cost, E[W], this yields:

E[W] = E[Ω] + E[Ψ] − Φ(k)

= ρ ·

∫ qh

0

[
p(h, q) − Θ′(q)

]
dq + (1 − ρ) ·

∫ ql

0

[
p(l, q) − Θ′(q)

]
dq

− Φ(k). (3.3)

For simplicity, we just use the word “welfare” for W in the following. Let us briefly

recall why there are no external benefits at this point: Our starting point is that positive

externalities of RES-E generation – contrary to RES-E capacity – are negligible. Con-

sequently, when we consider different promotion schemes and then compare welfare

for a given amount of capacity, we do not have to consider external benefits explicitly

since they are the same for identical amounts of capacity.

For any given level of capacity a social planner would maximize welfare by choos-

ing quantities of electricity. Due to the restriction that generation may not exceed

capacity we formulate a Kuhn-Tucker objective function, Z, to be maximized:

max
qh,ql

Z = ρ ·

∫ qh

0

[
p(h, q) − Θ′(q)

]
dq + (1 − ρ) ·

∫ ql

0

[
p(l, q) − Θ′(q)

]
dq

− Φ(k) + λh ·
[
k − qh

]
+ λl ·

[
k − ql

]
. (3.4)
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Optimality conditions for electricity generation are then defined by:

ρ ·
[
p(h, qh) − Θ′ (qh)

]
− λh ≤ 0 qh ≥ 0

qh ·
[
ρ ·

[
p(h, qh) − Θ′ (qh)

]
− λh

]
= 0, (3.5)

(1 − ρ) ·
[
p(l, ql) − Θ′ (ql)

]
− λl ≤ 0 ql ≥ 0

ql ·
[
(1 − ρ) ·

[
p(l, ql) − Θ′ (ql)

]
− λl

]
= 0 (3.6)

and the Kuhn-Tucker conditions for capacity utilization are:

k − qh ≥ 0 λh ≥ 0 λh ·
[
k − qh

]
= 0, (3.7)

k − ql ≥ 0 λl ≥ 0 λl ·
[
k − ql

]
= 0. (3.8)

The interpretation of the optimality conditions is straightforward. Consider the

case where we have p(a, qa) = Θ′(qa) for a positive generation quantity qa < k. In this

case, capacity is used only up to this quantity and the shadow price of capacity is zero,

because there is still some amount of capacity left idle. If, however, p(a, k) > Θ′(k)

for generation at the capacity limit, the capacity restriction is binding and we have

qa = k; the shadow price of capacity, λa, then equals the excess of price above marginal

generation cost weighted with the probability of state a.

This means that full capacity is used in both demand states if capacity is very scarce:

We then have ql = qh = k. As p(h, q) > p(l, q), this implies that the price in state h

is higher than marginal generation cost and the price in state l is at least as high as

marginal cost. If more capacity is available, then in the low-demand state it is only

used up to the point where price equals marginal generation cost, while in the high-

demand state capacity is still the limit. Finally, if very much capacity is available, it is

used up to the point where price equals marginal generation cost in both demand states.

In what follows, we call the quantities defined by the equality of price and marginal

generation cost q̃a for demand state a. This case reflects the efficient supply rule which

implies maximal expected welfare for any capacity level. Welfare for capacity level k
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then reads:

E[W∗] =



∫ k
0

[
ρ · p(h, q) + (1 − ρ) · p(l, q)

]
dq

−Θ(k) − Φ(k) for k ≤ q̃l,

ρ ·
∫ k

0 p(h, q)dq + (1 − ρ) ·
∫ q̃l

0 p(l, q)dq

−
[
ρ · Θ(k) + (1 − ρ) · Θ(q̃l)

]
− Φ(k) for q̃l ≤ k ≤ q̃h,

ρ ·
∫ q̃h

0 p(h, q)dq + (1 − ρ) ·
∫ q̃l

0 p(l, q)dq

−
[
ρ · Θ(q̃h) + (1 − ρ) · Θ(q̃l)

]
− Φ(k) for q̃h ≤ k.

(3.9)

If the planner desires to expand capacity beyond the q̃l level, it is optimal to leave

capacity idle if low demand is realized. Likewise, if the government wants to expand

capacity beyond q̃h, the excess capacity should be left idle in both demand states. It

seems unlikely that a real-world government would build capacity without planning to

ever use it – the current situation in many electricity markets likely resembles our in-

termediate case. In the following we analyze three different instruments that a govern-

ment can use to set incentives for firms to reach capacity targets. Thereby we analyze

whether and when such second-best policies deviate from the first-best policy laid out

above.

4 Instruments

4.1 Capacity payments

Consider the investment and supply decision of competitive, profit-maximizing sup-

pliers under demand uncertainty. Firms are price takers and their revenue is denoted

p(a) · qa. As in the previous section, generation cost is Θ(q) and capacity cost Φ(k).

Now consider a support scheme that grants a payment depending on installed capacity,

denoted σ. The payment can either be made directly for each MW of capacity, or we

can think of concepts like tenders. In our model framework, these concepts are iden-

tical. Let τ be a lump-sum tax which is needed to finance the capacity payments. By
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definition of a lump-sum tax, it does not cause allocative distortions. The firms’ total

profits in state a, given capacity payments and the tax, are defined as:

Πσ
a ≡ p(a) · qa − Θ(qa) − Φ(k) + σ · k − τ, (4.1)

so that expected total profits are given by:

E
[
Πσ] ≡ ρ · [p(h) · qh − Θ(qh) − Φ(k) + σ · k − τ

]
+ (1 − ρ) ·

[
p(l) · ql − Θ(ql) − Φ(k) + σ · k − τ

]
. (4.2)

The firms’ Kuhn-Tucker problem is given by:

max
qh,ql,k

Zσ = ρ ·
[
p(h) · qh − Θ(qh) − Φ(k) + σ · k − τ

]
+ (1 − ρ) ·

[
p(l) · ql − Θ(ql) − Φ(k) + σ · k − τ

]
+ λσh ·

[
k − qh

]
+ λσl ·

[
k − ql

]
. (4.3)

The maximization conditions for supply are:

ρ ·
[
p(h, qh) − Θ′(qh)

]
− λσh ≤ 0 qh ≥ 0

qh ·
[
ρ ·

[
p(h, qh) − Θ′(qh)

]
− λσh

]
= 0, (4.4)

(1 − ρ) ·
[
p(l, ql) − Θ′(ql)

]
− λσl ≤ 0 ql ≥ 0

ql ·
[
(1 − ρ) ·

[
p(l, ql) − Θ′(ql)

]
− λσl

]
= 0, (4.5)

where price depends on qh and ql in equilibrium. The Kuhn-Tucker conditions are

given by:

k − qh ≥ 0 λσh ≥ 0 λσh ·
[
k − qh

]
= 0, (4.6)

k − ql ≥ 0 λσl ≥ 0 λσl ·
[
k − ql

]
= 0. (4.7)
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Concerning capacity, the first order condition is

−Φ′(k∗) + σ + λσh + λσl ≤ 0 k∗ ≥ 0 k∗ ·
[
−Φ′(k∗) + σ + λσh + λσl

]
= 0, (4.8)

where k∗ is the firms profit-maximizing capacity choice.

When we compare the social planner’s case with the capacity-payments case, we

can see that the supply decision for a given capacity is identical. This finding is con-

firmed by the identity of the respective maximization conditions: If in state a the ca-

pacity restriction is binding, λσa is positive and qa = k. If, by contrast, capacity is large,

then qa is chosen to equalize price and marginal generation cost so that the shadow

value λσa equals zero. Additionally, from (4.8), we can see that the marginal cost of

capacity net of the capacity payment must equal the sum of the state shadow values of

capacity if a positive amount of capacity is to be built.

It may happen that both λσa are zero, which implies excess capacity in both demand

states. Firms then always supply below their capacity limit at a price equal to their

marginal generation cost. However, we assume increasing cost of capacity, so that

suppliers are only willing to install such an abundant amount of capacity when the

capacity payment bears marginal investment cost. To put it the other way round, the

planner can adjust subsidies to induce a desired level of capacity, even if it is never

completely used.

As electricity supply decisions are not distorted, welfare equals the planner’s solu-

tion for any level of k. Capacity payments are thus the benchmark for the following

two instruments.

4.2 Fixed feed-in tariff

We now derive what happens if the government pays a fixed feed-in tariff (FIT) ν for

each kWh of electricity that a firm generates and feeds into the grid. Again, the FIT is

paid for by a lump-sum tax. Along the lines of (4.2), expected profits can be stated as
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follows:

E
[
Πν

a
]
≡ ρ ·

[
ν · qh − Θ(qh) − Φ(k) − τ

]
+ (1 − ρ) ·

[
ν · ql − Θ(ql) − Φ(k) − τ

]
. (4.9)

The firms’ Kuhn-Tucker equation is then given by:

max
qh,ql,k

Zν = ρ ·
[
ν · qh − Θ(qh) − Φ(k) − τ

]
+ (1 − ρ) ·

[
ν · ql − Θ(ql) − Φ(k) − τ

]
+ λνh ·

[
k − qh

]
+ λνl ·

[
k − ql

]
. (4.10)

This implies the following optimality conditions for supply:

ρ ·
[
ν − Θ′ (qh)

]
− λνh ≤ 0 qh ≥ 0

qh ·
[
ρ ·

[
ν − Θ′ (qh)

]
− λνh

]
= 0, (4.11)

(1 − ρ) ·
[
ν − Θ′ (ql)

]
− λνl ≤ 0 ql ≥ 0

ql ·
[
(1 − ρ) ·

[
ν − Θ′ (ql)

]
− λνl

]
= 0. (4.12)

The Kuhn-Tucker conditions are given by:

k − qh ≥ 0 λνh ≥ 0 λνh ·
[
k − qh

]
= 0, (4.13)

k − ql ≥ 0 λνl ≥ 0 λνl ·
[
k − ql

]
= 0. (4.14)

The optimality condition for capacity is

−Φ′(k∗) + λνh + λνl ≤ 0 k∗ ≥ 0 k∗ ·
[
−Φ′(k∗) + λνh + λνl

]
= 0. (4.15)

At this point we will an intuitive interpretation of these conditions. A more techni-

cal interpretation can be found in appendix A.

First, note that the price for electricity can nowhere be found in the optimality
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conditions. For the suppliers, only marginal cost and the tariff matter. So as long as the

feed-in tariff exceeds marginal generation cost, they produce at the capacity level. If

the tariff lies below marginal generation cost, they produce nothing. Assuming that the

tariff exceeds marginal generation cost at the capacity limit (which is the case with real-

world tariffs because they would otherwise be useless), higher tariffs induce a higher

level of installed capacity. Consequently, as in the previous section, by setting the tariff

the government can induce any desired level of capacity k and by setting a lump-sum

tax τ = ν · k∗, it can neutralize distributional effects. However, we now have a direct

welfare effect of the promotion scheme. Firms only build the capacity they intend to

use; so as all capacity is always used, the distinction of cases that we used in the welfare

formula for the planner’s solution, (3.9), reduces to:

E[Wν] =

∫ k

0

[
ρ · p(h, q) + (1 − ρ) · p(l, q)

]
dq − Θ(k) − Φ(k), (4.16)

for all levels of capacity. We will later compare this amount of expected welfare to the

first-best solution.

4.3 Bonus payments

A bonus payment system grants producers a bonus on top of the market price for each

kWh, instead of guaranteed payments for electricity as in the FIT system. Denoting the

subsidy by η, expected profits can be stated as follows:

E
[
Π
η
a

]
≡ ρ ·

[[
p(h) + η

]
· qh − Θ(qh) − Φ(k) − τ

]
+ (1 − ρ) ·

[[
p(l) + η

]
· ql − Θ(ql) − Φ(k) − τ

]
. (4.17)
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We analyze this as a constrained maximization problem as in the previous sections.

Maximization conditions for electricity supply are:

ρ ·
[
p(h, qh) + η − Θ′(qh)

]
− λ

η
h ≤ 0 qh ≥ 0

qh ·
[
ρ ·

[
p(h, qh) + η − Θ′(qh)

]
− λ

η
h

]
= 0, (4.18)

(1 − ρ) ·
[
p(l, ql) + η − Θ′(ql)

]
− λ

η
l ≤ 0 ql ≥ 0

ql ·
[
(1 − ρ) ·

[
p(l, ql) + η − Θ′(ql)

]
− λ

η
l

]
= 0, (4.19)

where price depends on qh and ql in equilibrium. The Kuhn-Tucker conditions are

given by:

k − qh ≥ 0 λ
η
h ≥ 0 λ

η
h ·

[
k − qh

]
= 0, (4.20)

k − ql ≥ 0 λ
η
l ≥ 0 λ

η
l ·

[
k − ql

]
= 0. (4.21)

Concerning capacity, the first-order condition is

−Φ′(k∗) + λ
η
h + λ

η
l ≤ 0 k∗ ≥ 0 k∗ ·

[
−Φ′(k∗) + λ

η
h + λ

η
l

]
= 0, (4.22)

where k∗ is the firms’ profit-maximizing capacity choice.

The analysis of investment follows along the lines of section 4.1: The marginal

cost of capacity must equal the sum of capacity’s shadow values in the different states.

However, while with capacity payments it is possible to expand to any amount of ca-

pacity and leave part of it idle, the bonus payment incentive implies that the shadow

value of capacity has to be positive in at least one state, implying full capacity utiliza-

tion. As demand is always higher in the high-demand state than in the low-demand

state, full capacity has to be used in either both states or in the high-demand state only.

Note that if the bonus incentivizes full capacity utilization in both demand states, the

supply decision of the firms is equal to the decision when a FIT is granted.

If capacity utilization is below maximum in the low-demand state, we have p(l, q̃ηl )+

η − Θ′(q̃ηl ) = 0, where q̃ηl is the quantity fulfilling this equation, instead of p(l, q̃l) −
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Θ′(q̃l) = 0 as in the capacity payment system. Thus, the bonus payment equals the

difference between marginal cost and willingness to pay. So capacity utilization must

be larger than q̃l and smaller than or equal to capacity k.

It remains to analyze whether it is possible to incentivize capacity expansion with-

out using all of it in the low-demand state: If an increase in the bonus lets q̃ηl grow

stronger than k, then at some point q̃ηl would be larger than capacity, which is impos-

sible – we then must have full capacity utilization in both demand states. Whether or

not this happens is discussed in detail in appendix B. It depends on the forms of cost

and demand functions and therefore must be considered an empirical question. For

many reasonable functions the bonus payment’s incentives and the suppliers’ behavior

indeed converge to those of the FIT.

Once more, the lump-sum tax τ can be set equal to expected payments. Expected

welfare with bonus payments, E[Wη], is given by

E[Wη] =



∫ k
0

[
ρ · p(h, q) + (1 − ρ) · p(l, q)

]
dq

−Θ(k) − Φ(k) for k ≤ q̃ηl ,

ρ ·
∫ k

0 p(h, q)dq + (1 − ρ) ·
∫ q̃ηl

0 p(l, q)dq

−

[
ρ · Θ(k) + (1 − ρ) · Θ(q̃ηl )

]
− Φ(k) for q̃ηl ≤ k ≤ q̃ηh.

(4.23)

Note that q̃ηh < k is not feasible because as shown above, we need full capacity uti-

lization in at least one state of demand. We will analyze the welfare effects of the

bonus payment in detail in the next section, contrasting them with those of the other

two instruments.

4.4 Comparison

FIT and capacity payment: We first compare the FIT with the capacity payment by

substracting (4.16) from (3.9) to find the expected advantage of capacity payments as
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a function of capacity, ∆W:

∆W = E[W∗] − E[Wν] =



0 for k ≤ q̃l,

−(1 − ρ) ·
∫ k

q̃l

[
p(l, q) − Θ′(q)

]
dq for q̃l ≤ k ≤ q̃h,

−ρ ·
∫ k

q̃h

[
p(h, q) − Θ′(q)

]
dq

−(1 − ρ) ·
∫ k

q̃l

[
p(l, q) − Θ′(q)

]
dq for q̃h ≤ k.

(4.24)

First, as long as the capacity desired by the planner is scarce in each demand state,

there is no difference in welfare. The reason for this is that both the capacity payment

and the tariff induce full capacity utilization, which is efficient. The additional amount

of capacity has identical cost according to Φ(k), so by substracting E[Wν] from E[W∗],

capacity cost cancel out of the equation.

It follows that if capacity is larger than necessary to equate marginal cost and the

demand price for a low demand realization (i.e. k > q̃l∧k < q̃h), the allocative equality

of both promotion schemes is only given with probability ρ, that is, if high demand

is realized and capacity is scarce. If, however, low demand is realized, then with a

FIT too much is produced and further production reduces welfare: For q̃l, we have

p(l, q̃l) = Θ′(q̃l) by definition, so that for further production, the integral turns negative

and the welfare difference ∆W positive. Finally, if capacity is even larger than q̃h in

both states of demand, the FIT induces an inefficiently high feed-in in both states.

Bonus payment: How does the bonus payment perform compared to the other two

instruments? Following the line of reason from above, if capacity is so small that the

market’s willingness to pay implies scarce capacity with high and low demand, the

bonus performs as well as the other two support schemes because all three instruments

induce a complete utilization of available capacity.3 However, we have a difference

to the other instruments when capacity is large enough to be abundant in at least one

3With positive shadow values in the bonus payment system, we get Φ′(k∗)+Θ′(k∗)−ρ · p(h, k∗)− (1−ρ) ·
p(l, k∗) = η from (4.18) to (4.22) for the suppliers’ optimal capacity choice. Substituting the bonus payment
η by the capacity payment σ, this is the same condition we get from capacity choice in a capacity payment
regime, (4.4) to (4.8).
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state (k > q̃l). In this case, from (4.19) we see that the bonus payment drives a wedge

between the identity of marginal cost and marginal benefits, which implies suboptimal

behavior. Inefficient supply occurs only when demand is low, in other words with

probability 1 − ρ, so that we have:

E[W∗] − E[Wη] = −(1 − ρ) ·
∫ q̃ηl

q̃l

[
p(q) − Θ′(q)

]
dq, (4.25)

where E[Wη] denotes expected welfare with bonus payments in the case where q̃l <

k ≤ q̃h. The loss is zero for a bonus of zero, because then q̃l = q̃ηl . The loss grows with

η, because ∂E[W∗]−E[Wη]
∂η

= (1− ρ) ·
[
Θ′(qηl ) − p(q̃ηl )

]
·
∂q̃ηl
∂η

> 0 per definition of the case at

hand. When capacity is abundant in both states (k > q̃h > q̃l), there is inefficient supply

all the time.

Compared to the FIT, where the loss (cf. (4.24)) is given as:

∆W = −(1 − ρ)
∫ k

q̃l

[
p(q) − Θ′(q)

]
dq, (4.26)

the bonus actually performs better, because q̃ηl is smaller than or equal to k. Hence, as

q̃ηl approaches k, the losses of the two schemes become equal. When q̃ηl = k, we have

a complete utilization of available capacity when demand is low, which corresponds to

the FIT case. In the high-demand state, supplier behavior of FIT and bonus payment

schemes is equal anyway. To summarize, the bonus-payment scheme induces less

welfare losses than the FIT scheme as long as q̃ηl < k, but resembles the FIT otherwise.

Figure 1 summarizes the findings for linear demand and linear-quadratic cost func-

tions. We assume a case where capacity is scarce only when demand is high which

seems to be realistic in many electricity markets. The figure shows overall expected

welfare levels in the three respective support schemes depending on the desired level

of capacity.4 The capacity payment performs best. The bonus payment yields lower

surplus, but for the market level where no bonus and no capacity payment are granted

4Recall that this “welfare” equals market surplus. There may or may not be additional social benefits
depending on capacity.
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Figure 1: Comparison of promotion schemes in terms of economic surplus.

(where σ, η = 0), both surplus levels are equal. The surplus level of the FIT lies below

both curves. At the market-level of capacity it fails to achieve the performance of the

former instruments, because in the low-demand state where capacity is not scarce, the

FIT causes losses at any capacity level due to its incentive to use all available capac-

ity. We assumed functional forms for which the inefficiencies of the FIT and bonus

payment-regime converge at some capacity level (cf. section 4.3); for high levels of

capacity the bonus payment is so high that suppliers always generate at full capacity.

Consequently, from this level onwards both instruments yield the same inefficiency.

5 Implications and conclusion

Our analysis has interesting implications for the promotion of renewable energy sources,

for the choice of optimal promotion schemes and for the appraisal of the schemes used

in several countries. Starting from the assessment that renewable-energy capacity, not

electricity, is undervalued from a social point of view and should be promoted, we have

analyzed the effects of wrong incentives. Expanding capacity by a bonus-payment as a

per-kWh subsidy means that operators feed in too much electricity on average. Feed-In

Tariffs – that have been the main support instrument in Germany and other countries

and that are widely understood as successful – come with even higher cost: By re-
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placing all electricity price signals with a constant tariff, RES-E operators are led to

always use their full (available) capacity, even if the markets willingness to pay is far

below variable generation cost. Our analysis is an application of the idea that to correct

a market failure, policy should directly aim at this market failure without introducing

additional distortions.

In the last years, concern has grown about too much RES-E electricity, and our

analysis supports these concerns. It also shows why such concerns, and the promotion

scheme, are irrelevant as long as RES-E capacity is small. With scarce capacity, it

does not matter whether a direct capacity subsidy, a bonus scheme, or a FIT is used:

All of them incentivize full capacity-utilization as long as the electricity price is above

marginal generation cost at the capacity limit, which is efficient. The problem with

the latter schemes is exactly that they still rely on such incentives for larger capacities.

However, if there are political or other reasons for preferring one instrument over the

others, then we can state that it may be reasonable to let these reasons dominate as long

as capacity is small, but they have to be weighed against large cost later (or the scheme

has to be changed).

Our analysis also allows insights into the meaning and importance of negative

prices that have occasionally appeared on electricity day-ahead markets at times when

renewable energy sources still supplied electricity. Given that RES-E technologies are

usually flexible, the only reason for not reducing supply when prices are negative is the

feed-in tariff’s wrong incentive: Solar and wind power have negligible marginal gener-

ation cost, but in times of a negative market price, still feeding in reflects an avoidable

welfare loss. However, there are also renewable technologies with positive generation

cost, like biomass plants. Such plants produce welfare losses whenever their marginal

cost is above the electricity price if they still feed in.

Pointing out the limit of scope of our model, we have not discussed whether ca-

pacity should be promoted via price based or quantity based instruments. In our model

framework that just does not matter, and in reality, the usual arguments for one instru-

ment or the other will apply (cf. Weitzman 1974, Roberts and Spence 1976, Pizer 2002

and Lehmann 2011). We also have not modeled the difference between the promotion
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of capacity producers like producers of wind generators and RES-E operators which

install and maintain the capacity. As an example, keeping trade restrictions and mar-

ket power in mind, it might make a difference whether the investor or the producer is

subsidized. We leave this for further research.

To get a complete picture of the influence of promotion schemes on the electric-

ity market, we will explicitly analyze supply and investment decisions of fossil plant

operators in future research. In a long-term perspective, investment in conventional

power plants is indeed affected by the RES-E promotion scheme, which has additional

welfare effects.
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A The firms’ incentives associated with feed-in tariffs

To better understand the properties of our solution, first consider whether available

capacity can be left idle in any state, say, state al. This would require λνl = 0 from

(4.14) and thus, from (4.12), ν − Θ′ (ql) ≤ 0. For positive electricity generation this

must be fulfilled with equality so that Θ′(ql) = ν. With positive electricity generation

in the high-demand state, we have λνh = ν − Θ′ (qh) > 0 and full capacity utilization.

This together implies λνh = Θ′ (ql) − Θ′ (k) > 0, which is a contradition given non-

decreasing marginal generation cost. If, by contrast, we assume qh = 0, then we must

have λνh = 0. As then both shadow values are zero, capacity cannot be positive due to

condition (4.15). Similarly, if we assume qh < k and, thus ν = Θ′(qh), we must have

λνl = Θ′(k) − Θ′(ql) > 0 so that ql < k must hold as well; but this again implies λνl = 0,

which is a contradiction.5

Therefore, any positive amount of capacity requires full capacity utilization in both

demand states and

λνh = ρ ·
[
ν − Θ′(k)

]
> 0 λνl = (1 − ρ) ·

[
ν − Θ′(k)

]
> 0. (A.1)

Substituting this in (4.15) and simplifying shows that for a positive level of capacity,

we must have

ν = Φ′(k∗) + Θ′(k∗). (A.2)

So capacity is expanded until the feed-in tariff equals the sum of marginal capacity and

marginal generation costs at full capacity.

B The firms’ incentives associated with bonus payments

The question whether or not the incentives of bonus payments converge to those of

feed-in tariffs for high capacity can be reformulated: Can capacity investment be in-

5For zero marginal generation cost, the line of argument is even simpler: If e.g. k > ql > 0, we must
have λνl = 0 and then ν = 0, which implies λνh = 0 so that no capacity is built.
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creased via the bonus payment without inducing full capacity utilization in the low-

demand state? To answer this question, we have to find out whether the capacity in-

duced by raising the bonus payment is larger than the additional generation in the low

demand state; if it is not, then there must be some point at which all capacity is always

used.

By substituting the supply optimality conditions in (4.22) and differentiating, we

can see that the change in capacity is given by

Φ′′ · dk = ρ ·

[(
∂p(h, k)
∂q

− Θ′′(k)
)
· dk + dη

]
+ (1 − ρ) ·

[(
∂p(l, ql)
∂q

− Θ′′(ql)
)
· dql + dη

]
, (B.1)

where we already substituted qh = k.

Suppose that some given capacity is abundant in the low demand state, ql = q̃ηl , so

that ql does not directly react to a capacity expansion and

dk
dη

=

[
−
∂p(h, k)
∂q

+ Θ′′(k) +
1
ρ
· Φ′′(k)

]−1

(> 0). (B.2)

q̃ηl is defined by p(l, ql) + η − Θ′(ql) = 0. If it stays below capacity with the growing

bonus payment, we must have dληl = 0 which implies:

dq̃ηl
dη

=

−∂p(l, q̃ηl )
∂q

+ Θ′′(q̃ηl )


−1

(> 0). (B.3)

Now to stay below capacity, this supply quantity must grow at a smaller rate than

capacity itself as the bonus payment is raised:

dq̃ηl
dη

<
dk
dη
, (B.4)

which means that

−
∂p(l, q̃ηl )
∂q

−

(
−
∂p(h, k)
∂q

)
> Θ′′(k) − Θ′′(q̃ηl ) +

1
ρ
· Φ′′(k) (B.5)

24



is required – if this inequality is not fulfilled, then at some amount of capacity full ca-

pacity is used in both demand states and the bonus-payment’s incentives are equivalent

to those of a FIT.

Unfortunately, we cannot say in general whether inequality (B.5) holds. For many

combinations of cost and demand functions, however, we can state that it becomes

increasingly unlikely to fulfill it the more capacity is induced by the bonus payment.

This is valid in particular for a Φ′′′ > 0 investment cost function or for parallel linear

demand functions and Θ′′′ ≥ 0.

Therefore, it is likely that for large capacity targets the bonus payment’s incentives

and the suppliers’ behaviour converge to those of the FIT. On the other hand, for small

governmental targets – that is, for values near η = 0 – the suppliers’ behavior resembles

that in the capacity payment system as for η = 0 and σ = 0 the shadow values in the

respective demand states are exactly equal.
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